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…
East is east, 
west is west, 

and now you ask me, 
what is best. 

…

The answer is yes or no, depending on the interpretation. 
Albert Einstein, in Scientific American, April 1950. 
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1 INTRODUCTION 

The aim of my study is to find out whether the artificial neural network (ANN) 
technique is suitable for supporting analytical review (AR) procedures in 
auditing. The development of tools for auditors is important with regard to the 
workload of auditors. Furthermore, the recent events in the business and 
auditing environment have highlighted problems in the auditing process. 

Auditors may need to restore public confidence in the capital market system 
and accounting profession which might have been shaken by the collapses of 
Enron and Arthur Andersen and many others. A well-known fact is that many 
companies have problems with their accounting systems. Siebel Systems, 
Qwest, WorldCom, and Xerox are examples of companies that have been 
“cooking the books”. We can call the year 2002 “Annus Horribilis” from an 
accounting point of view. Unfortunately the year 2002 was not an exception. 
This manipulation is still going on. A fairly recent example is the Dutch retail 
trade company Royal Ahold whose subsidiary in the USA manipulated the 
operating profits. In Italy Parmalat and in Sweden Skandia have joined “the 
cooking the books club”. There are also examples from earlier years. Two of 
them come from the banking world where the English Baring's bank and the 
Japanese Daiwa's bank lost millions of dollars because they did not have 
effective control systems. The third one is a Finnish multinational company 
whose subsidiary in Italy overestimated the work in progress and recorded 
fictitious sales. The above examples reflect one characteristic and the demands 
of the audit process1.

A common fact is that many parties, such as shareholders, investors, 
creditors, tax authorities, and managers are interested in the accuracy of the 
financial performances of organisations. Auditors are in a key position to 
monitor and control operations in organisations. The increasing use of 
information technology (IT) and computers in organisations requires auditors 
to obtain and evaluate evidence electronically. Technology has made the input 
of information for transactions and events easier and the evaluation of the 
relevant events more critical. Companies report their financial outcome 
quarterly and an increasing number of companies present their financial 
information on a public network. Sometimes the speed at which these reports 

                                             
1 Indeed, dishonesty in business is an eternal and universal problem, see e.g. ”Dishonest Accountant”
in Luke 16:1-13 (Bible 1992, 126) or Kaptah’s accounting methods in The Egyptian (Waltari 1945). 
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are made makes one wonder whether all the relevant information is audited 
and reliable. Therefore, continuous auditing is given more attention today 
(Searcy & Woodroof 2003; Vasarhelyi, Kogan & Alles 2002; Woodroof & 
Searcy 2001). 

Indeed, continuous process and utilisation of computers and information 
technology in auditing is not a new idea (Kunkel 1974). In addition, 
researchers advocated for continuous auditing already before the big scandals, 
but their calls fell mostly on deaf ears (Groomer & Murthy 1989; Kogan, Sudit 
& Vasarhelyi 1999). According to Vasarhelyi, Kogan, and Alles (2002) in 
continuous audit, software continuously monitors transactions and compares 
their characteristics to expected results. Any significant inconsistency in 
expectations sends alarms to the company’s managers and auditors. One 
possible way to develop continuous auditing is to develop better analytical 
review (AR) tools for continuous monitoring. 

This chapter provides an overview of the positioning of my study. Firstly, I 
present challenges to the concept of gathering audit evidence. Secondly, I 
discuss the AR in auditing through a presentation of developed AR techniques 
and trends. Thirdly, I give examples of ANN business applications in research 
and practice. Fourthly, I discuss the use of information technology (IT) in 
auditing in general. Finally, I present the research questions and the outline of 
the thesis. 

1.1 Gathering audit evidence 

Auditors need tools and methods that provide them with objective information 
about a client company. Surveys of Willet and Page (1996) and Lee (2002) 
support this demand. Willet and Page (1996) found that auditors are often 
tempted to speed up testing by irregular methods. They reported three major 
reasons for this: 1) budget pressure (61%), 2) boring work (30%), and 3) 
unimportant work (41%). Only 22% of the respondents claimed never to have 
succumbed to the temptation to speed up testing by irregular methods. 
Reported irregular audit practices were: rejecting problematic items from 
samples (54%), testing fewer items than reported (27%), or accepting doubtful 
audit evidence (24%). Although their questions in the survey were indirect 
because of the sensitive nature of the research, the answers give some idea of 
irregular auditing. Lee (2002) found that a correlation between commercial 
concerns, time pressures, and junior staff’s “irregular auditing” resulted in 
audit failures. Furthermore, Lee (2002) found that commercial concerns often 
lead to the adoption of new audit methods. 
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It is well known that in many cases the relationships between accounting 
firms and their clients have been very tight. Therefore, according to Bazerman, 
Loewenstein, and Moore (2002) even the most honest and careful auditors can 
by accident distort a company’s real financial status and therefore mislead 
investors, authorities, or shareholders. Also the subjective nature of accounting 
does not make the auditing tasks any easier. 

Fischer (1996) has classified the literature on gathering and evaluating audit 
evidence into three general segments. Firstly, much of the literature has 
focused on the auditor’s decision-making (Bonner 1990; Bonner & Walker 
1994). For example, the mismatch between knowledge and task may hinder 
auditors’ ability to draw on previous experience when making conditional 
probability judgements and when allocating audit hours (Nelson, Libby & 
Bonner 1995). Secondly, a sizeable amount of literature has focused on the 
development and evaluation of new audit methods. Thirdly, a smaller set of 
publications is concerned with the use of new audit technologies (Lieb & 
Gillease 1996). My study falls into the second segment and aims at getting 
further evidence of ANNs’ feasibilities in the area of AR in auditing. 

1.2 Overview on analytical review in auditing 

The demands in the auditing environment have led to the publication of 
several auditing standards in different countries. The US standard, SAS 56, on 
AR2,3 has often in the literature been considered an authoritative statement to 
analytical review in the literature. It states as follows (AICPA 1988): 

Analytical procedures involve comparisons of recorded amounts, or 
ratios developed from recorded amounts, to expectations developed by 
the auditor. The auditor develops such expectations by identifying and 
using plausible relationships that are reasonably expected to exist based 
on the auditor’s understanding of the client and of the industry in which 
the client operates. 

In the UK the guidance on the application of AR during an audit is included 
in the UK standard SAS 410 (APB 1995). In Finland the guidance is included 
in the recommendations of the Finnish Institute of Authorised Public 

                                             
2 Statement of Auditing Standard (SAS) No. 56 was issued by the ASB (= Auditing Standards Board) 
in 1988.
3 AR first appeared in the authoritative literature of the AICPA (= American Institute of Certified 
Public Accountants) in 1972 (Kinney & William 1980). 
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Accountants’, i.e. SAS 520 (KHT-yhdistys 2003, 182–187)4. The International 
Standard on Auditing, ISA 520, is becoming the universal standard for the 
analytical procedures (IFAC 2003a, 320–325). The guidance states as follows 
(KHT-yhdistys 2003, 632; IFAC 2003a, 321): 

Analytical procedures consist of the analyses of significant ratios and 
trends including the resulting investigation of fluctuations and 
relationships that are inconsistent with other relevant information or 
which deviate from predictable amounts. 

The emphasis in the SAS 56 definition is on expectations developed by the 
auditor. The emphasis in the SAS 410 and SAS 520 guidances is on the 
analysis of ratios and trends. 

Professional standards suggest that AR can be used for two purposes – 
attention directing and test reducing (Lin, Fraser & Hatherly 2003). For 
attention directing, auditors use AR as a diagnostic tool to identify the 
likelihood of material error. For test reducing, AR is used as a substantive test 
to justify the increasing or decreasing of other audit procedures. 

In the literature different terms are commonly used to describe analytical 
review in auditing such as analytical auditing, analytical review, analytical 
review procedures, analytical procedures and analytical evidence. In my 
thesis, I have used the analytical review as an umbrella term for different kinds 
of analytical procedures. The AR produces analytical evidence to auditors. An 
analysis of AR in auditing is presented in chapter three. 

Various techniques or methods may be used in performing the analytical 
procedures. These techniques range from simple comparison to complex 
analyses (e.g. Leitch & Chen 2003; Blocher, Krull, Tashman & Yates 2002; 
Fleming 2004). For example, I use here an ANN technique for estimating 
account values in order to direct auditors’ attention. The AR techniques and 
trends are discussed in the following sections. 

1.2.1 Analytical review techniques 

Auditing researchers have developed a variety of procedures to assist in the 
AR process. Blocher and Patterson (1996) have identified three types of AR 
techniques, these are trend analysis, ratio analysis, and model-based 
technique. Fraser, Hatherly, and Lin (1997) have provided a slightly broader 

                                             
4 AR appeared in the recommendations of the Finnish Institute of Authorised Public Accountants 
1.7.2000 (KHT-yhdistys 2003, 7). 
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classification perspective for AR techniques: non-quantitative (NQT) or 
judgemental, such as scanning; simple quantitative (SQT), such as trend, ratio, 
and reasonableness tests; and advanced quantitative (AQT), such as regression 
analysis5. These techniques differ significantly in their ability to identify a 
potential misstatement. Judgemental techniques include the auditor’s 
subjective evaluations based on client knowledge and past experience. Trend 
analysis assesses whether there is a functional relationship between the 
variables over time. Ratio analysis incorporates the relationships between two 
or more variables. For example, turnover ratios are useful because there is 
typically a stable relationship between sales and other financial statement 
accounts, such as receivables and inventory. Ratios are easy to compute, and 
therefore they are tempting, but their interpretation is problematic, especially 
when two or more ratios provide conflicting signals. Indeed, ratio analysis is 
often criticised on the grounds of subjectivity, i.e. the auditor must pick and 
choose ratios in order to assess the overall performance of a client. In a 
reasonableness test, the expected value is determined with the data partly or 
wholly independent of the accounting information system, and for that reason, 
evidence obtained through such a test may be more reliable than evidence 
gathered using only an accounting information system. For example, the 
reasonableness of the total annual revenue of a freight company may be 
estimated by calculating the total tons carried during the year and the average 
freight rate per ton. In the regression analysis model the auditor may predict 
financial and operating data with the help of e.g. economic and environmental 
data.

Sad to say, many of the AQTs have not found their way into practice. Most 
of the AR techniques used in practice for signalling errors throughout the audit 
are relatively simple models and are not based on any statistical methods 
(Ameen & Strawser 1994; Cho & Lew 2000; Fraser, Hatherly & Lin 1997; 
Lin, Fraser & Hatherly 2003; Turpiainen 1994). It is possible that practitioners 
consider methods in terms of cost effectiveness: the more simple AR 
techniques are the most cost effective (Fraser, Hatherly & Lin 1997). Another 
obstacle is the required expertise knowledge to use AQT methods. This 
difficulty might be related to the age of today’s auditors. The fact is that the 
older auditors are not so used and trained to use IT. Tiittanen (1998, 126) 
found that younger auditors seem to have more positive attitudes towards the 
use of IT. At the same time, for example, in Finland the average age of CPA-
auditors has increased. The average age of CPA-auditors was 42.9 in 1980, 

                                             
5 Compare to Fischer's (1996) literature classification of gathering and evaluating the audit evidence. 
In the literature the judgemental based procedures are often studied under the behavioural aspects, see 
e.g. O'Donnell (2002). 
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45.4 in 1990, and 48.6 in 2000. The average age of approved accountants in 
Finland was 55 in 20006.

Needless to say, there is a need for better methods and I argue that ANNs 
are a technique to aid auditors in creating expectations and these expectations 
can then be compared to actual values automatically (cf. ISA 520). ANNs 
have many beneficial aspects in comparison to other techniques. They are 
statistical models of real world systems which are built by tuning parameters 
(Swingler 1996, 3). Therefore, they are adaptive tools for processing data. 
Swingler (1996, 4) states that ANNs are mainly used in two types of task: 
classification and continuous numeric functions. They are useful for noisy data 
and they are able to dynamically adapt to a changing environment (Medsker & 
Liebowitz 1994, 27, 170). Basically, ANNs learn from examples and then 
generalise the learning to new observations. Compared to regression analysis 
we do not need an a priori model because ANNs are data driven models. 
ANNs are, unlike traditional statistical techniques, capable of identifying and 
simulating nonlinear relationships in the data without any a priori assumptions 
about the distribution properties of the data. This means that ANNs are 
assumption-free approaches for approximating functions from sample data. 
When you use an ANN there is a possibility that the network finds a model 
that is not relevant and learns according to that. I have overcome this problem 
by carefully testing my models with holdout samples. 

One advantage of the ANN-systems could be that they provide additional 
information to the decision process. With the help of an ANN an auditor may 
find something from the data more effectively and efficiently than with 
conventional AR methods. Therefore ANNs are potentially suitable for many 
tasks within auditing. Furthermore, ANNs have been considered one of the 
emerging technologies (Halal, Kull & Leffmann, 1998). IT development and 
the processing capacities of PCs have made it possible to model ANN-based 
information systems for monitoring and controlling operations. 

1.2.2 Research trends in advanced quantitative techniques 

A sizeable amount of literature has focused on the development and evaluation 
of new audit methods. In the seventies and eighties researchers used different 
statistical methods such as trend-, ratio-, and regression-analysis, and 
univariate and bivariate Box-Jenkins time series analysis for AR purposes 

                                             
6 CPA = Certified Public Accountant. The CPA-auditors (in Finnish KHT-auditors) are authorised by 
the Central Chamber of Commerce and the Approved Accountants (in Finnish HTM-auditors) are 
authorised by the local Chambers of Commerce. The average ages were achieved from the Central 
Chamber of Commerce. 
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(Arrington, Hillison & Jensen 1984; Biggs, Mock & Watkins 1988; Duke, 
Neter & Leitch 1982; Frost & Tamura 1982; Garstka & Ohlson 1979; Gibbins 
1982; Kaplan & Reckers 1989; Kinney 1978; Kinney & Salamon 1982; 
Kinney & Warren 1979; Knechel 1988; Knechel 1986; Lev 1980; Matsumura 
& Tsui 1982). These methods have appeared to perform rather well in 
identifying unusual fluctuations in financial statements that need detailed 
investigation. For example, a regression-based analytical review and the use of 
monthly data increased audit effectiveness, and regression-based models were 
very efficient in detecting potential material misstatements (Knechel 1988). 

At the end of the eighties and in the nineties researchers focused on the 
development of expert systems (ESs) for auditors (Bharadwaj, Karan, 
Mahapatra, Murthy & Vinze 1994; Brown & Murphy 1990; Lieb & Gillease 
1996; Marcella & Rauff 1995; McCarthy, Denna & Gal 1992; McKee 1992; 
Murphy & Brown 1992; Sutton, Young & McKenzie 1995; Van den Acker & 
Vanthienen 1995). Van den Acker and Vanthienen (1995) reported that in 
Belgium the diffusion of ES showed a rather low occurrence rate in audited 
companies. However, frequencies for firms preparing to use ESs were higher 
and frequencies of ES abandonment were the lowest. According to Van den 
Acker and Vanthienen (1995), the ES-active business sectors were banking 
and insurance. Lieb and Gillease (1996) reported on Du Pont’s audit risk-
based decision support system. Because of the use of that system the company 
said that they had been able to reduce their staff while maintaining fully 
effective audit coverage. The idea behind the system is that it selects portfolios 
based on the potential risk of not auditing a specific auditable unit. This risk is 
based on the collective judgement of the management. Ye and Johnson (1995) 
suggested that explanation facilities could make ES-generated advice more 
acceptable to users. Nonetheless, the construction of an expert system is time 
consuming and sometimes the knowledge of the human experts is not 
available.

Auditing ANN research started a little more than a decade ago. The main 
ANN-application areas in auditing are detecting material errors (Coakley & 
Brown 1991a; Coakley & Brown 1991b; Coakley & Brown 1993; Wu 1994; 
Coakley 1995; Busta & Weinberg 1998), detecting management fraud (Green 
& Choi 1997; Fanning & Cogger 1998; Feroz, Kwon, Pastena & Park 2000), 
and supporting going concern decision (Hansen, McDonald & Stice 1992; 
Lenard, Alam & Madey 1995; Koh & Tan 1999; Anandarajan & Anandarajan 
1999; Etheridge, Sriram & Hsu 2000). ANNs have also been applied to 
internal control risk assessment (Davis, Massey & Lovell 1997; Ramamoorti, 
Bailey & Traver 1999), to determination of the audit fee (Curry & Peel 1998), 
and to financial distress problems (Fanning & Cogger 1994). Going concern 
and financial distress are very close or can even be included in bankruptcy 
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studies. In my review I have focused on those ANN-applications that are 
conducted from an auditing perspective. My research is a continuation on the 
line of research that Coakley and Brown (1991a) started on. My research also 
includes the discussion of the visualisation of the accounting data. This part of 
the study resembles studies of Martín-del-Brío and Serrano-Cinca (1993), and 
Back, Sere, and Vanharanta (1998). Chapter five presents a thorough review 
of auditing ANN-applications. 

1.3 ANN business applications in research and practice 

In the light of overview articles, ANNs have been extensively studied in the 
last decade (Wong, Bodnovich & Selvi 1995; Wong & Selvi 1998; O'Leary 
1998; Zhang, Patuwo & Hu 1998; Vellido, Lisboa & Vaughan 1999; Coakley 
& Brown 2000). ANNs have been applied for various corporate functional 
activities, such as production, operation, and finance. 

Examples of research applications of ANNs for financial analysis are the 
studies by Martín-del-Brío and Serrano-Cinca (1993), Hill, O'Connor, and 
Remus (1996), and Back, Sere, and Vanharanta (1998). Martín-del-Brío and 
Serrano-Cinca (1993) studied the financial statements of the Spanish 
companies, and attempted to predict bankruptcies among Spanish banks 
during the 1977–85 banking crisis. Back, Sere, and Vanharanta (1998) 
compared the financial performance of 120 companies in the international 
pulp and paper industry. Hill, O'Connor, and Remus (1996) observed that 
neural networks did significantly better than traditional statistical and human 
judgemental methods when forecasting quarterly and monthly data in financial 
time-series.

A small number of companies are using or have used ANN applications to 
support their business. Credit-card companies use ANN technology to reveal 
fraudulent clients (Mulqueen 1996; Fryer 1996; Fisher 1999). Former KPMG 
Peat Marwick has developed an ANN for bankruptcy prediction (Etheridge & 
Brooks 1994). Probably because these applications contain business 
confidential information, the models are kept secret. However, KPMG Peat 
Marwick reported that their ANN models produced between 10% and 15% of 
its revenues in 1995 (Mulqueen 1996). Chapter five summarises the reports 
related to my study. 
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1.4 Information technology in auditing 

Toiviainen (1991) has developed four stages of information technology 
utilisation in auditing7. Table 1.1 is modified from Toiviainen (1991, 83). At 
stage one, standard software applications are used. At stage two, some 
databases, email, and graphics are also adapted. At stage three, several 
different external and internal databases, audit software applications, and 
company models are in use. At stage four, expert systems, decision support 
systems, and special audit software for continuous auditing are utilised. ANN-
based support tools fit into stage four or possibly into the next stage. At this – 
the fifth stage – the software applications are based on advanced methods like 
ANNs, fuzzy logic, and genetic algorithms. They could produce information 
for continuous monitoring and controlling. The utilisation stage of information 
technology varies among auditors and auditing firms. Tiittanen (1998, 128) 
investigated Finnish auditing firms in 1997 and found that many small 
auditing firms were at the first stage and big auditing firms were at the second 
or at the third stage and only very few were at the fourth stage according to 
Toiviainen’s classification. 

Table 1.1  The five stages in the development of IT utilisation 

STAGE SOFTWARE APPLICATION UTILIZATION 
I Word processing, spreadsheets Documentation, auditor's report, financial 

analysis, and calculations 
II Graphics, external databases, 

electronic mail 
Audit planning, comparison of financial 
information, company analysis 

III Company models, audit databases, 
IS audit software applications 

Testing of information systems, database 
inquires

IV Expert systems, decision support 
systems 

Expert analysis for finding important tasks 
for audit 

V Advanced methods: ANN-based 
systems, fuzzy systems, genetic 
algorithm based systems 

Assurance services, continuous 
monitoring, and controlling, business 
intelligence information for users 

Glower and Romney (1998) have provided an alternative classification 
perspective for the utilisation of information technology in auditing. They 
have categorised software packages into five groups according to audit areas: 
1) data extraction and analysis, 2) fraud detection, 3) internal control 
evaluation, 4) electronic commerce control, 5) continuous monitoring. As 
mentioned earlier, ANN-based AR tools could work in a continuous 
monitoring context. 

                                             
7 International Auditing Practice Statement 1009 Computer-Assisted Audit Techniques (CAATs) 
provides guidance on the use of CAATs (IFAC 2003c). 
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According to the survey of Glower and Romney (1998), 24% of the 
participants indicated that they used continuous monitoring software. Figure
1.1 illustrates the products used for continuous monitoring. Almost one-third 
of the respondents used internally developed software that has been
customised to specific firm needs. Respondents used continuous monitoring
software primarily to monitor high risk transactions, produce exception 
reports, detect fraud, monitor inventory trends and turnover, monitor computer
processing functions, such as confidential file access and password usage. The
study of Glower and Romney (1998) does not reveal whether any ANN-based
tools were in use. The difference between ACL8 and similar tools and ANN is
that ACL is a query-based tool for database analysis whereas ANNs learn 
from examples. 

Continuous monitoring software

30 %

13 %

13 %
7 %

7 %

7 %

23 %

Internally developed software

ACL

Windows NT 4.0

Microsoft Access

AXENT Enterprise Security

Focus

Other: Top Secret, ISS Safesuite, Bindview,
Foxpro, QMF, Ergo, Query Calc.

Figure 1.1 Proportion of continuous monitoring software

(Glower & Romney 1998) 

Glower and Romney (1998) say that a relatively large percentage of 
auditors have not adopted the support tools specialised in auditing. However, 
according to them the use of audit software is likely to become increasingly 
widespread among auditors as the use of advanced information systems
becomes more prevalent among their clients. Therefore, IT is becoming an
important enabler for the auditing process. 

8 ACL (audit common language) is a product of ACL Services Ltd., which provides business
assurance solutions to financial executives and audit professionals.
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1.5 Aim of the study 

The focus in this thesis is on evaluating the feasibility of an ANN-based tool 
for supporting analytical review (AR) procedures in auditing. I will model, 
train, and test an ANN-based system that I have constructed (= an ANNA-
system) for this problem domain. 

The objective of the system is to form an expectation for monthly account 
values. Companies have hundreds of accounts and (in theory) they all should 
be audited. Therefore, a tool that supports the auditing of account values is 
welcomed.

The aim of this study can be broken down into the following research 
questions:

1. How to model an ANN-based monthly account predictor? 
2. How to illustrate the monthly account models for auditing purposes? 
3. How to construct the ANNA-system? 
4. Which criteria should be used in evaluating the ANNA to model 

monthly account values? 
5. How good is the ANNA-system based on these criteria? 

To achieve the aim I selected and applied existing ANN techniques and 
data processing methods. This included five iterations of ANN-based models 
in the context of approximating function for account values. All the iterations 
were made with real world data. 

1.6 Overview of the thesis 

The introduction chapter positions my study to related publications. This 
means identification of the research scope and an overview of the research 
trends and techniques in the analytical review in auditing. It also outlines the 
research aim in the study. 

The second chapter describes the research approach I have utilised in this 
research process9. The chapter presents research frameworks to design, build, 
and evaluate information systems. The design science approach is the glue, 
which ties up different parts of my thesis. 

The third chapter gives an overview of AR in auditing. AR is a broad 
application domain for my research. AR is a way of thinking and behaving to 

                                             
9 It brings together some different views on design science approaches in the information systems 
research and is based on Koskivaara (2002). 
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achieve the audit evidence. In chapter three I propose the inclusion of AR 
tools into the continuous auditing environment. 

The fourth chapter gives a brief description of ANNs. In particular, the 
chapter pays attention to learning algorithms and their feasibility to support 
my research problem. The ANN technique is the platform and the filter for the 
whole study. The ANN is the method I have applied in the AR contexts. 

The fifth chapter provides a summary of related research in the field of 
ANN10. It goes through the applications domains of the researched articles. 
The review of the modelling issues pays attention to data and sample sets, 
ANN-architectures and learning parameters, and whether the model was 
evaluated with a holdout sample. The broad and extensive review of previous 
researches indicates that most of the authors state that the ANNs have the 
potential to improve AR and that there are some open ends in the field. 

The sixth chapter presents an overview of the development of the ANN-
based analytical review tool11, ANNA. My research started by discovering the 
prediction model for the monthly account values. The proposed one-step-
ahead model estimates the future revenues and expenses of the organisation 
based on past audited values. The monthly account values are regarded as a 
time-series and the target was to predict the current year’s account values with 
the ANN. The prediction model was constructed with different input–output 
variables and learning parameters. My contribution here is that I show that an 
ANN-based system works in the monthly account value environment. 
Furthermore, the study revealed that the illustration of the results is a relevant 
problem12. Because the pre-processing has an effect on what the network 
learns and the successful data pre-processing might speed up ANNs learning, 
and give better and more general results, the prediction model was tested with 
different pre-processing models13. The contribution here is that it makes a 
difference as to how the data is pre-processed, i.e. scaling all data 
simultaneously gave the best results. Furthermore, the linear scaling has the 
advantage of preserving the relative position of each data point along the 
range.

The seventh chapter presents the results achieved with ANNA14. ANNA is 
a summary of all the earlier models. First, ANNA is presented as a decision 

                                             
10 The analysis is based on Koskivaara (2004a). 
11 The overview is based on Koskivaara, Back, and Sere (1996) and Koskivaara (1997, 2000a, 2000b,
2004b).
12 The illustration of the results is also discussed in Koskivaara (2004b), where it is shown how 
Kohonen's self-organising map (SOM) can be used in the visualisation of complex accounting data. I 
used SOM for clustering ten years’ monthly income statement values and showed that SOM can 
classify accounting data according to various accounts. 
13 See Koskivaara (2000b). 
14 The analysis is based on Koskivaara and Back (2003) and Koskivaara (2004c). 



25

support system for budgeting, and a graph and a figure illustration of the 
results are given. The prediction values of ANNA are compared to the actual 
account values and to the account values budgeted by the organisation. The 
results of ANNA are evaluated with five conventional analytical review 
procedures. In each case ANNA predicts the best result with the lowest 
average error in money and the lowest standard deviation. Second, the 
evaluation of ANNA was continued with new data sets. It was tested whether 
there was a significant difference between the prediction accuracy in the 
monthly account values of ANNA and the conventional AR procedures. 
ANNA was significantly better than the other methods in most of the cases. 
The contribution here lies in that I have shown that ANN can be used for 
forming expectations for monthly account values. By illustrating the results 
and comparing them to the conventional AR procedures I have shown that in 
most of the cases the constructed ANNA-system made better and more 
consistent predictions than the comparison methods. While subject to 
limitations, such as ANNA was built for a specific situation of AR, training 
data sets were small, the best results were achieved when the management of 
the organisation selected the accounts, and every model needs to be trained 
individually, the results of the study have implications for the future. The 
chapter ends with the proposition for using this kind of system for directing 
attention.

The eighth chapter summarises the findings and outlines the 
recommendations for further research. Figure 1.2 illustrates the structure of the 
thesis and the relationships between the chapters and publications. 
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Chapter 2:
RESEARCH APPROACH

Publication 2: Design science approaches

Chapter 6: DEVELOPMENT OF ANNA

Chapter 1: INTRODUCTION

Chapter 3: AUDITING AND ANALYTICAL REVIEW

Chapter 8: CONCLUSIONS

Chapter 4: ANN

Chapter 7: EVALUATION OF ANNA

Chapter 5: RELATED WORKS

Publication 5: ANNA for
budgeting

Publication 6: ANNA for pattern
recognition in AR procedure

Publication 1:
ANNs in auditing

Publication 4:
Pre-processing
of data

Publication 3:
ANN-model for
predicting patterns in
monthly balance

Publication 7:
Visualization of
accounting data: SOM
approach

Figure 1.2 Interrelationships between the chapters and publications in the thesis 
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2 RESEARCH APPROACH 

This chapter discusses and describes my research approach. I have used 
elements from different research approaches i.e. the constructive research 
approach, the design science approach, the system development approach, 
and the development cycle approach. I will describe them and state which 
parts I have used of each of them to achieve a coherent basis for my research. I 
consider my research approach an evolutionary research approach. It 
resembles the spiral model of Boehm (1988). 

2.1 Approaches of designing artefacts 

The constructive research approach has been applied e.g. in technical sciences, 
information systems, and operations research. Kasanen, Lukka, and Siitonen 
(1993) have introduced it into the field of management accounting research. 
According to Lukka (2002) the constructive research approach is a research 
procedure for producing innovative constructions, intended to solve problems 
faced in the real world. Lukka (2002) says that a construction can be such as 
models, diagrams, organisation structures, commercial products, and 
information systems designs. 

March and Smith (1995) make a distinction between design science and 
natural science, and argue that both design science and natural science 
activities are needed to ensure that IS research is both relevant and effective.
They refer to Simon's (1969, 55) work “The Sciences of the Artificial”, where 
he uses the expression “science of design” to refer to applied research. Science 
of design implies that this science is concerned with how to make artifacts that 
have desired properties and design skills. Thus design theory has two aspects: 
one dealing with the process of design and the other dealing with the product. 

Nunamaker, Chen, and Purdin (1991) have introduced the systems 
development methodology which fits into the category of applied science and 
belongs to the engineering type of research. In the engineering approach, the 
artistry of design and the spirit of “making something work” are also essential. 
The constructive research approach has similarities to the system development 
methodology (Kasanen, Lukka & Siitonen 1993; Lukka 2002). 
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Medsker and Liebowitz (1994, 189) have presented a development cycle 
methodology for designing ANN systems. Boehm (1988) has introduced a 
spiral model of software development and improvement. 

All these approaches are about one particular type of knowledge in IS, 
namely “theory of design”. The research approach used in this study is a 
mixture of the above approaches. The spirit of making something work refers 
to pragmatism which is the philosophical background theory of this kind of 
research. Pragmatism emerged in the USA by Charles Sanders Pierce (1839–
1914), William James (1848–1910), and John Dewey (1859–1952). 
Philosophical pragmatists deny the correspondence notion of truth proposing 
that truth essentially is what works in practice (see e.g. Niiniluoto 1986, 40, 
52).

2.2 Constructive research approach 

Lukka (2002) divides the constructive research process into the following 
phases:

1. Find a practically relevant problem. In my case the relevant problem is the 

workload of auditors in conjunction with the speed at which the financial reports 

are made and audited as well as the form of accounting data i.e. electronic. It is 

obvious that auditors need tools to support their work in this rapid business 

environment. They also need tools which either prevent or make the 

manipulation of accounting data more difficult by revealing the misstatements in 

the data efficiency. During the research process “cooking the books” -news in the 

newspaper became a more current theme than it was at the beginning of the 

research. Besides, the analytical review tools in auditing seemed an 

underanalyzed area at least in the Finnish auditing literature. 

2. Examine the potential for long-term research co-operation. It was obvious from 

the beginning that I needed an organisation to co-operate with because neural 

networks are data driven models and in general companies and organisations own 

the data. I received the material to build and evaluate the ANN-based system 

from the organisation involved. At the beginning of the system building the data 

was received through personal relationships. Later on I had the benefit of 

working with personnel from a large organisation (City of Turku). In the 

evaluation phases the mayor gave permission for important data entries, which 

was recorded in the minutes of the city. This permission allowed access to data 

with the help of the internal auditors. I also received the right to publish the 

results of the project. 
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3. Obtain a deep understanding of the topic area. The application domain of the 

research, such as auditing and analytical review understanding, was mainly 

achieved from prior research, studies, and literature. The neural network 

understanding was achieved both from the literature and from building and 

testing different kinds of neural network models and applications. 

4. Innovate a solution idea and develop a problem solving construction. The 

solution idea consists of building an ANN-system based on data which already 

exist in companies, and which is not properly used in the auditing context. Many 

companies collect reports on monthly basis to control their operations, however, 

many times the data in these reports is not properly used in the auditing process. 

The solution idea involved finding a suitable prediction model that could form 

the inner core in the system. A suitable data prediction model to create training 

sets for a chronological prediction ANN-system was found from the ANN-

literature, and the idea of the ANNA-system was born. The neural networks 

would learn the relationships between the account values and the system could be 

used for predicting future values. If the prediction value and the actual value are 

within a previously stated threshold value, it is an indication for the auditor that 

those account values seem to be correct. It also involved studying how the data 

should be pre-processed before inputting it into the model’s transforming 

process. Therefore, the prediction model was also applied to financial statements 

to study the effects of different pre-processing methods on the ANN results. 

Furthermore, it involved studying how to illustrate the output of the ANN-model. 

The prediction model was constructed on a five different input variable selection 

basis: literature, CPA-auditor, the most stable accounts compared to previous 

year’s values, internal auditors, and management of the organisation. Another 

solution attempt was to let the SOM cluster the data in order to reveal patterns in 

the accounting data. 

5. Implement and test the solution. The final ANNA-model is a prototype system. 

This is in line with the opinion of Kasanen, Lukka, and Siitonen (1993) and 

Järvinen (1999, 60). They pointed out that the output of a constructive research 

project may not necessarily be a fully developed system, but it could be a pilot 

system which shows how a system should be built. ANNA was tested with real 

operating data from the organisation. The empirical feasibility was tested by 

comparing the results of ANNA with conventional analytical review methods and 

by showing the prototype for potential users. ANNA predicted in each case the 

best results with the lowest average error in money and the lowest standard 

deviation. The difference was significant between the ANN and the other 

methods in most of the cases where the management of the organisation selected 

the accounts. 
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6. Ponder the scope of applicability of the solution. The results achieved indicated

that this kind of system could offer a promising supplement approach to AR 

procedures used nowadays. Firstly, this kind of system can provide auditors with 

objective information about a client company. Therefore, it can also prove to be a 

useful tool when an auditor discusses problems with the clients and recommends

corrections in the financial account values. Secondly, the auditor could focus

substantive testing with the help of this kind of system. Thirdly, this kind of an 

ANN-system could be implemented in continuous monitoring and controlling. It 

could give a report, for example, once a month about those accounts that are 

within a certain threshold value. Then the auditor could decide whether and what

kind of further audit with these accounts would be needed. 

7. Identify and analyse the theoretical contribution. In this research an ANN-based 

prototype for analytical review of monthly account values was built and 

evaluated. In the development of the ANN-system I used different research 

approaches to achieve a sound basis for the development process. The evaluation 

criteria for the ANN-system were derived from the analytical procedures. The 

results of my study are in line with related research: although ANN models

cannot entirely replace professional judgement, they offer a promising alternative

approach to AR procedures used today. Indeed, the best results were achieved 

when the management of the organisation selected the input variables. This is not 

surprising. The management should know which accounts follow the trends best 

and are related to each other. However, from an auditor’s point of view this result

is doubtful because auditors have the owners’ mandate to control also the 

management of the organisation. 

Connection to
prior theory:
Chap. 1–5
Publ. 1 & 2

Theoretical
contribution of
the study:
Chap. 8
Publ. 1–7

Practical
functioning of the
solution:
Chap. 6 & 7
Publ. 3–7

Practical relevance of
the problem and the
solution:
Chap. 1, 3, 6 & 7
Publ. 1, 5 & 6

Construction
(Solution to the initial

problem)

Figure 2.1 The interrelationships between the central elements of the constructive 

research approach and the thesis (adapted from Lukka 2002) 

The key elements and the phases of the constructive research process turned 
out to be good general guidelines during the whole research process. Figure 
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2.1 illustrates the interrelationships between the key elements of the 
constructive research approach and the chapters and publications15 of the 
thesis.

2.3 Design science research approach 

According to March and Smith (1995), the design science16 is knowledge 
using activity which produces and applies knowledge of tasks or situations in 
order to create an effective artifact. Design science research in information 
technology aims at improving performance. It is a technology oriented attempt 
to create things that serve human goals. Its products are assessed against 
criteria of value or utility: does it work and is it an improvement? In the 
designing of ANN models this means that the existing technology is applied to 
various situations to research whether it works and whether any improvement 
occurs.

March and Smith (1995) make the distinction between research activities 
and research outputs (Figure 2.2). The vertical dimension in their research 
framework is based on design science outputs or artifacts. The horizontal 
dimension in the framework distinguishes different research activities. In 
Figure 2.2 I classify different parts of my research into the framework of 
March and Smith (1995). 

Research Activities
Build Evaluate Theorise Justify 

Constructs Chap. 1 

Research Model Chap. 6 
Publ. 3, 4, 7 

Chap. 7 
Publ. 5, 6 

Chap. 8 

Outputs Method Chap. 3–5 
Publ. 3, 4, 7 

Chap. 5, 7 
Publ. 1 

Chap. 2, 5 
Publ. 1, 2 

Instantiations 

Figure 2.2  Relationship between the research framework and the chapters 

(Chap.) and the publications (Publ.)15 in the thesis (adapted from 

March and Smith 1995) 

                                             
15 Publ. 1 = Koskivaara (2004a), Publ. 2 = Koskivaara (2002), Publ. 3 = Koskivaara (2000a), Publ. 4 = 
Koskivaara (2000b), Publ. 5 = Koskivaara and Back (2003), Publ. 6 = Koskivaara (2004c), Publ. 7 = 
Koskivaara (2004b), or see the list of the publications at the beginning of the thesis. 
16 Design science in information systems research is described also in Hevner, March, and Park (2004).
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According to March and Smith (1995), there are four types of research 
outputs: constructs, models, methods, and instantiations. Constructs help to 
describe a research problem and to specify its solutions. I have described the 
research problem in chapter one. Models can be viewed as a description of 
how things are. In chapter six I have developed the model for the system17.
Methods are sets of steps used to perform a task. In my research I have 
combined two different kinds of methods, namely the ANN and AR methods 
to solve a problem. The ANN method and how it could be used and is 
proposed to be used in AR is discussed more thoroughly in chapters three, 
four, and five. My contribution of using ANN in this field is discussed in 
chapters six and seven18. Instantiations demonstrate the feasibility and 
effectiveness of the models and methods they contain. Instantiations concern 
the efficiency and effectiveness of the artifact and its impacts on the 
environment and its users. The system I have created is not an instantiation 
that is in use; rather it is an instantiation in the focus of a research prototype. 
Therefore, instantiations are beyond my research scope. 

March and Smith (1995) say that building and evaluating IT artifacts have 
design science intent, and theorising and justifying have natural science intent. 
Build refers to the construction of the artifact, demonstrating that such an 
artifact can be constructed. Chapter six in this thesis fits in the build column19.
Evaluate refers to the development of criteria and the assessment of artifact 
performance against those criteria. Chapter seven in this thesis fits in the 
evaluation column. Chapter six introduces the assessment criteria for my 
prototype and in chapter seven the ANN results are compared with these 
conventional methods to see whether any improvement has occurred. The 
evaluation criteria are based on analytical procedures and this topic is 
discussed more thoroughly in sections 3.2.1 and 6.7.4. In the evaluation phase 
I also presented the prototype to possible users in order to get their feedback. 
Once the research output is built and evaluated there is a space for theorising 
and justifying. Chapter two brings together some different views on design 
science approaches in the IS research, and therefore its contribution suits in 
the theorise column20. Chapter five evaluates and theoretises the ANN-
research done in the auditing field and is therefore suited to the evaluate and 
theorise columns. Chapter eight identifies and analyses the theoretical 

                                             
17 Chapter six is based on Koskivaara (2000a, 2000b, 2004b) = Publ. 3, 4, 7. 
18 This discussion in based on Koskivaara (2000a, 2000b, 2004c) = Publ. 3, 4, 6, and Koskivaara and 
Back (2003) = Publ. 5. 
19 As in Koskivaara (2000a, 2000b, 2004c) all present both model and method used in the empirical 
works, they are located in both of these boxes in the build column. 
20 Chapter two is based on Koskivaara (2002) = Publ. 2. 
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contribution of the thesis and therefore it also fits in the theorise column in the 
framework.

2.4 Systems development research approach 

Nunamaker, Chen, and Purdin (1991) propose a multimethodological 
approach to IS research that consists of four research strategies: theory 
building, experimentation, observation, and systems development. Theory 
building includes the development of new ideas and concepts, frameworks, 
new methods, or models. Experimentation includes research strategies such as 
laboratory and field experiments, and computer simulations. Observation 
includes research methodologies such as case studies, field studies, and 
surveys. Systems development provides the exploration and synthesis of 
available technologies that produce the artifact (system) that is central to this 
process. My research approach mainly fits into the systems development 
research strategy, although my empirical studies also included building of the 
model and performing tests. This observation is in line with Järvinen and 
Järvinen (2000, 104) argument, in which they say that all the above research 
strategies can be applied to study systems development, but we cannot 
categorise them as subapproaches for the system development as Nunamaker, 
Chen, and Purdin (1991) suggest. The following discussion is based on the 
different stages of the system development research strategy. 

According to Nunamaker, Chen, and Purdin (1991), a system development 
research consists of five sequential stages: concept design, constructing the 
architecture of the system, prototyping, product development, and technology
transfer. Concept design means adaptation of technological and theoretic 
advances into potentially practical applications. System architecture provides a 
road map for the systems building process. The concept design and 
architecture construction stages resemble phases one, three, and four in the 
constructive research approach (see section 2.2 or Lukka 2002). Prototyping is 
used as a proof-of-concept to demonstrate feasibility. The prototyping includes 
stages 5–7 of the constructive research approach. The product development 
and the technology transfer stages are beyond my research. These latter phases 
of the system development approach might be hard to carry out in a public 
research community because these systems might contain business 
confidential information. 

Figure 2.3 outlines the accumulative systems development research process 
and research issues together with the interconnection to the thesis. The 
development research starts by making assumptions about the research domain 
and the technical environment for developing systems (e.g. see section 6.1). In 



34

this research the ANN-based support system is proposed for analytical review 
and for continuous monitoring and controlling context. Design involves the
understanding of the domain under study, the application of relevant scientific 
and technical knowledge, the creation of various alternatives, and the synthesis 
and evaluation of proposed alternative solutions. In designing the ANN 
building process the developers have to be aware of the learning paradigms,
needed data, and how to evaluate the ANN's output. In this study different
ANN-models were designed and built. One model was selected for 
prototyping and for further evaluation. This selection was based on learning 
through the design process. The design also included the selection of the 
comparison methods, which allowed me to test the prototype’s feasibility. 

Systems Development
Research Process

Research Issues 
In Chapters and 

Publications

Construct a 
Conceptual
Framework

Develop a 
System

Architecture

Analyze and 
Design the

System

Build the
(Prototype)

System

Observe and 
Evaluate the

System

Meaningful research question
Understanding system's
building procedures
Chap. 1–5

Design architecture
Define components
Publ. 3, 4 & 7

Design processes to carry out
functions
Develop alternative solutions,
select one
Chap. 6 

Learn through the system
building process
Gain insight into the problems
and the complexity of the
system
Chap. 6, Publ. 5–6

Observe the use of system with
case and field studies
Evaluate the system with
laboratory or field experiments
Consolidate experience learned
Chap. 6–8, Publ. 1–7

Figure 2.3 The interconnection between the process of systems development

research and the thesis (adapted from Nunamaker, Chen & Purdin 

1991)
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The system development research approach provided me with good general 
elements and stages in the development of IS. Furthermore, like the design 
science research approach, it links this research to the IS research family. 

2.5 Development cycle research approach 

Medsker and Liebowitz (1994, 190–191) suggest that the development cycle 
of an ANN includes four major phases: concept, design, implementation, and 
maintenance. The phases included in my study are in italics in Figure 2.4. 

The concept phase focuses on an application and paradigm selection. The 
point here is to focus on the applicability of neural networks as an appropriate 
technology to solve the problem at hand. Chapters one, three, four, five, and 
Koskivaara (2004a) focus on the demands of this applicability. Section 4.3 
discusses more thoroughly the selection of learning the paradigm, i.e. 
unsupervised, supervised, or reinforcement learning. 

At the design phase, the designs of a system, the gathering of data, and the 
selection of the development environment are decided. ANN system design 
means taking into account such things as the selection of a learning algorithm 
and activation function, and the designing of an ANN architecture. These 
things are discussed more thoroughly in chapter four. The last part of the 
design phase involves matching the designed model to an appropriate 
development environment. The design phase is discussed in chapter six21.

In the implementation phase the ANN takes advantage of the data gathered 
for training and testing. The training and testing set size depends on the 
problem domain and on data. The training sample is used to determine values 
for the weights and parameters. The test sample is adopted for evaluating the 
model. Sometimes a third one called the validation sample is utilised to avoid 
the over fitting problem or to determine the termination point of the training 
process. Occasionally, only one set is used for both validation and testing 
purposes particularly with small data sets. This is true also in my case. I used 
only one set both for validation and testing purposes because my data sets 
were relatively small. During the iterative training process the ANN modifies 
the weights for the entire neural network. As the weights are usually difficult 
to interpret, the black-box testing is the primary approach for verifying and 
validating that inputs produce the appropriate outputs22. There are no clear 
guidelines on the selection of the performance measure of ANNs. The most 

                                             
21 Chapter six is based on Koskivaara (2000a, 2000b, 2004b). 
22 In traditional software development verification refers to the demonstration of consistency, 
completeness, and correctness of the system, and validation refers to the determination of the 
correctness of the final product with respect to the user needs and requirements. 
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commonly used approach is trial-and-error testing (Medsker & Liebowitz 
1994, 206). The goal is that, when the training is over, the network has learnt 
an appropriate set of weights which allows the network to carry out the desired 
task (Rumelhart, Widrow & Lehr 1994). The implementation phase of the
prototype is discussed in chapter seven23.

The maintenance phase starts when the implementation is finished and 
continues during the application's entire lifetime. It evaluates periodically a 
system’s performance and modifies it when necessary. Ongoing monitoring
and feedback to the developers are required for system improvements and 
long-term success. The maintenance phase is outside my research. 
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Figure 2.4 ANN development cycle (adapted from Medsker and Liebowitz 1994, 

189)

Although Medsker and Liebowitz (1994) have included some unique steps 
and considerations in the development cycle of ANNs it still resembles a 
sequential process of conventional information systems design. One

23 Chapter seven is based on Koskivaara and Back (2003) and Koskivaara (2004c).



37

explanation for this might be that they have tried to develop one joint design 
and development cycle for both the expert system (ES) and artificial neural 
network (ANN). This is based on their argument that the processes for 
developing expert systems and neural networks have important parallels. 
However, the idea of training a neural network system to carry out an 
information processing function is something very special and unique in 
comparison to i.e. the programming of rule and knowledge bases for expert 
systems.

2.6 Evolutionary research approach 

All these approaches mentioned above have many good guidelines to facilitate 
the design and development of ANN systems. The constructive research 
approach gave me the general guidelines with its seven phases. The design 
science research approach provided me with the basic for research questions 
and research activities such as build and evaluate or train and test in the ANN 
environment. The systems development approach presented me the 
accumulative research process of the information system. The development 
cycle approaches gave me the phases of the ANN development process. The 
disadvantage of many development approaches is that they suppose an 
incremental or a sequential and quite enormous developments process whereas 
my development process tends to run through the several iterations. To 
describe my research process I use the spiral model24 (Boehm 1988) in which 
designing, data acquiring, data processing, training, and testing cycles are 
repeated until the system meets an adequate solutions (Figure 2.5). 

Finding a network structure and learning parameters is a search problem 
where earlier research processes have influences on the later processes. The 
research process enriches the understanding of the research problem, the 
design process, and the construction of the ANN-system. Indeed, the whole 
research process and the results achieved have helped me to identify and 
analyse the contribution of the thesis. Chapters six and seven present the 
iterative development process more thoroughly. 

                                             
24 Many software development approaches such as product-life-cycle have turned out to be too time-
consuming and therefore faster approaches such as waterfall and spiral models have been developed. 
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Data processing
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Designing
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Figure 2.5 Spiral model

The ANNA-system has evolved via five steps or iterations. The first step
was to model and test a suitable prediction model with the input variable based 
on literature. This is presented in section 6.2 (ANNA.01). The second step was
to test the prediction model with the variables selected with the help of a CPA-
auditor. This is discussed in section 6.3 (ANNA.02). The third step was to 
apply and test new features of the ANN to the prediction model and to decide
how to illustrate the monthly account values for an analytical review purpose.
This is discussed in section 6.4 (ANNA.03). The fourth step was to find a 
suitable pre-processing method for the account values. This is discussed in 
section 6.5 (ANNA.04). The next step was a side step or a replication of the 
third step in the development of ANNA, because in this step I explore how the 
SOM-method could be used in an analytical review context. This is discussed 
in section 6.6 (SOM-model). The fifth step was to construct an ANNA-system
and test it with budget and real data. In the fifth step the most stable accounts 
compared to previous year’s values were selected, also internal auditors 
selected accounts to test the system. This is discussed in sections 6.7 and 7.1.
The fifth step was repeated and ANNA was tested with accounts selected by
the management. This is discussed in section 7.2. 
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3 AUDITING AND ANALYTICAL REVIEW 

This chapter overviews the audit environment and the role of analytical review 
(AR) in it. The audit environment is discussed in the view of audit phases. The 
role of AR in auditing is to obtain audit evidence. AR is supported with 
analytical procedures in which different kinds of techniques might be 
embedded. The chapter concludes with proposing continuous auditing and 
monitoring as a possible application domain for ANN-based AR tool for 
gathering audit evidence. 

3.1 Audit phases with analytical review 

Auditing is a part of the control process in organisations. In Finland, the 
auditor’s report covers the accounting, the complete set of financial 
statements, and the corporate governance of the company (Finnish Audit Act 
16 § 2). One purpose of auditing is to examine and observe the reliability of 
the accounts and that they give a true and fair view of the company’s result of 
operations and financial position. An auditor should be experienced and 
independent. An engagement letter documents and confirms the auditor’s 
acceptance of the appointment, the objective and scope of the audit, the extent 
of the auditor’s responsibilities to the client, and the form of any reports. The 
engagement letter is the basis for the approach for auditing, e.g. standard or 
specific audit. The engagement letter finishes the client acceptance/retention
phase. The audit process can be divided into three phases: planning, testing,
and overall review. Figure 3.1 illustrates the audit phases with AR. 

The planning phase includes the collection of information from various 
information sources, although the primary information source is the company 
itself. Annual reports, minutes, and financial statements, and interviews with 
management are natural information sources. In the planning phase AR is one 
way of collecting information for auditing purposes. For example, auditors 
may identify specific audit tasks with the help of AR. The planning phase 
includes the investigation of internal control systems. Despite the variations of 
the internal controls in different situations, all the internal controls will hold 
one inviolable principle: the separation of functions. Auditors may identify 
internal control risks with the help of AR. If an auditor wishes to rely on any 
internal controls, they should make sure they evaluate those controls. 
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Besides assessing risks of internal controls auditors have to assess risks
related to the nature of the business in the planning phase. Auditors need to 
understand the company’s nature of business, its organisation, its method of 
operating, and the industry in which it is involved. Thereby, they are able to 
estimate which events and transactions have a significant effect on the
financial statements or which accounts might be the most vulnerable to
manipulation. For example, in KPMG’s audit approach, understanding the
client’s business strategy is considered to be the first step in assessing the 
adequacy and effectiveness of internal controls and in forming expectations 
regarding financial statement balances (Bell, Mars, Solomon & Thomas 1997, 
1). The planning phase produces a plan for fieldwork, i.e. the testing phase 
which also depends on the audit approach, i.e. letters of engagement.
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Figure 3.1 Audit phases with AR (modified from Riistama 2000, 74) 
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Reliance on a client’s internal control system is the basis for the fieldwork. 
The bigger the reliance on the internal controls is, the more audit work may 
focus on information systems and internal control systems (Koch 1981). In a 
case where the internal controls are rudimentary, auditors will concentrate 
their efforts on investigation of the records and on examination of all available 
supportive audit evidence in the testing phase. They may obtain audit evidence 
as follows (IFAC 2003b): investigation, observation, enquiry, computation,
analytical review, and confirmation. Investigation means examining records, 
documents, or tangible assets. Observation consists of looking at processes 
being performed by others. Enquiry involves seeking information of 
knowledgeable persons inside or outside the organisation. Computation 
consists of checking the arithmetical accuracy of source documents and 
accounting records or performing calculations. Analytical review consists of 
the analysis of significant ratios and trends including the investigation of 
fluctuations and relationships that are inconsistent with other relevant 
information or which deviate from expectations. Confirmation involves 
verifying the obtained evidence with e.g. the accounting records. The results 
of the testing phase are utilised to check whether the objectives of the audit 
plan are achieved. 

The audit work ends at issuing the audit report. In forming the audit opinion 
for reporting purposes, i.e. whether the accounts present a true and fair view 
(e.g. Finnish Audit Act 19 § 2), the results of both formal and informal 
procedures must be once again carefully considered. In the overall review 
phase auditors may facilitate the review of financial statements with the help 
of AR. Obtaining the required knowledge of the business is a continuous and 
cumulative process of gathering and assessing the information. For example, 
although which information is to be gathered is decided at the planning phase, 
it is usually refined and added to at the later phases of the audit as the auditors 
and assistants learn more about the business. 

3.2 Analytical review 

AR focuses on the balance or summary of transactions rather than the 
components of the balance (Kinney 1978). AR involves estimation of 
expected amount for an account and comparison of that expectation to the 
actual book amount or AR involves comparing expected relationships among 
data items to actual observed relationships. Significant differences between the 
two figures are investigated. AR can be a relatively effective means of 
increasing the auditor’s confidence in the validity and reasonableness of 
reported account values. AR can be used for directing attention and reducing 
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tests (Lin, Fraser & Hatherly 2003). It assists the auditors in determining the 
nature, timing, and extent of their substantive testing (Weber & Goldstein 
1999).
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Figure 3.2 Flowchart framework of analytical review (modified from Woolf 

1994, 268) 

Figure 3.2 shows the AR as a decision-type flow diagram. The flowchart is
modified from Woolf (1994, 268) and it suggests that the existence of 
available analytical evidence and the creation or procurements of analytical 
evidence by the auditors themselves may be embodied in the report. The 
flowchart suggests that the existence of available analytical evidence and the 
creation or procurement of analytical evidence may be viewed as alternatives. 
In practice, where both are suitable and usable, the auditor will make use of 
both sources of evidence. The flowchart makes a difference between internally 
and externally generated analytical evidence. The internal evidence is created 
within the client organisation. The auditor generates the external evidence. 
The exact form of such evidence will vary from one organisation to another. 

Several different terms are commonly used to describe analytical review in
auditing such as analytical auditing, analytical procedures, analytical review, 
analytical evidence, and analytical review procedures. I have used the
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analytical review as an umbrella term for different kinds of analytical 
procedures. AR may be performed for example: 

In the client acceptance/retention phase in order to settle the audit fee. 
In the planning phase to identify potential problem areas. 
In the testing phase to get evidence on account balances or transactions. 
In the overall review phase to gather evidence on the reliability of the 
financial statements with the auditor's knowledge of the business. 

3.2.1 Analytical procedures 

An auditor might use different kinds of analytical procedures to become 
convinced of the reliability of the audit evidence. These procedures may 
include (Waddington, Moreland & Lillie 2001; Gauntt & Gletzen 1997; SAS 
56; ISA 520): comparison of current information with similar information for 
prior periods; comparison of current information with budget25 or forecast or 
expectations of the auditor; study of relationships of financial information with 
the appropriate non-financial information; study of relationships among 
elements of information; comparison of information with similar information 
for other organisational units; comparison of information with similar 
information for the industry in which the organisation operates. 

Analytical procedures involve the examination of the accuracy of account 
balances without considering the details of the individual transactions which 
make up the account balance. Analytical procedures may use methods and 
techniques to improve the efficiency of audits by determining the expectations 
and by comparing them to recorded amounts. These techniques range from 
simple comparisons to complex analyses using advanced statistical techniques 
or systems based on computational paradigms such as neural networks. AR 
techniques and research trends were discussed in sections 1.2.1 and 1.2.2. 

Country specific business and accounting cultures influence the way in 
which auditors use analytical procedures in practice. For example, in the US 
the use of analytical procedures in the planning and overall review phases of 
an audit is required under generally accepted auditing principles (GAAP). 
Furthermore, SAS 96 contains amendments adding specific documentation 
requirements to the SAS 56, which at the moment requires auditors to 
document the factors they considered in developing the expectation for a 
substantive analytical procedure (AICPA 2002a). Besides, auditors have to 
document the expectation if it is not evident from other documentation. 

                                             
25 Budget-to-actual comparison of financial data in municipal audit is significant because municipal 
budgets have binding legal authorities (Johnson & Johnson 1995). 



44

According to SAS 96, the auditors should also document (a) the results of their 
comparison of that expectation to the recorded amounts or ratios that they 
developed from recorded amounts, and (b) any additional auditing procedures 
they performed in response to significant unexpected differences arising from 
the analytical procedures, as well as the results of such additional procedures. 
In Finland the Finnish Institute of Authorised Public Accountants recommends 
the use of analytical procedures in the planning and overall review phases. 
Principally, analytical procedures could be performed at any phase of audit. 

Recent research of Lin, Fraser, and Hatherly (2003) in Canada indicates that 
analytical procedures are extensively applied in practice, particularly by larger 
audit firms, and that their use dominates the overall review phase of audit 
regardless of the firm size. These results are comparable with the research 
conducted in the US (Ameen & Strawser 1994). One explanation for the 
greater use of analytical procedures by larger audit firms is the client size. 
Larger clients are more likely to have internal control systems that facilitate 
the reliance of accounting data and produce documents and data for AR 
purposes. Table 3.1 shows examples of the purposes of analytical procedures 
for each of the three audit phases (cf. application domains in chapter five). The 
X in the boxes in the matrix indicates that a certain purpose is applicable to a 
certain phase. The purposes vary in different phases of the audit. 

Table 3.1  Timing and purposes of analytical procedures 

Planning Testing Overall Review
Indicating material error X X X
Assessing going concern X X
Indicating management fraud X X X
Reducing detailed test X X
Assessing internal control risk X
Forecasting audit fee X X

Kinney and Felix (1980) present a summary table of the characteristics of 
AR techniques. In Table 3.2 I have kept the classification scheme but renamed 
the techniques according to Fraser, Hatherly, and Lin (1997). Auditors have to 
be aware of the characteristics of AR techniques in order to interpret the 
evidence they provide to be used in the audit process. However, when using 
SQTs or AQTs auditors should consider the possible effects of any 
uncorrected accounting errors in past data. Indeed, the range of deviations 
from what might be reasonable will still largely remain a subjective 
assessment. Ultimately the auditor’s choice of procedures, techniques, and 
level of application is a matter of professional judgement (IFAC 2003a). 
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Table 3.2  Characteristics of AR techniques 

AR
technique

Information used Predictions
determined 

Reliability of 
predictions determined 

NQT Any available information Subjectively Subjectively 
SQT Past audited values Objectively Objectively 
AQT Past audited values and 

quantifiable environmental 
information 

Objectively Objectively 

Researchers have also stated that AR procedures are tools which 
management could use as a part of its responsibilities for controlling (Lee & 
Colbert 1997; Colbert 1994). A management accountant could effectively 
utilise the same benefits of AR procedures that auditors do. Accountants could 
apply the AR procedures to various accounts to search for trends and 
relationships that do not appear reasonable. If AR procedures are applied 
before the account values are integrated into the financial statements or prior 
to auditors’ investigations, possible faults can be corrected in advance. 

As mentioned earlier, ANNs offer a promising alternative technique to AR 
procedures. ANNs provide a non-linear dimension that captures the underlying 
representations within the data sets. In my research, I have used the past 
audited values to form expectations for the account values. The expectations 
are formed with the ANN-system. I have evaluated the ANN-system’s output 
by comparing its results with the data from similar prior periods (cf. Gauntt 
and Gletzen, 1997; SAS 56; ISA 520). The detailed evaluation metrics are 
discussed more thoroughly in section 6.7.4. All my comparison metrics can be 
classified under the SQT category described in section 1.2.2. These 
comparison metrics are in line with, for example, the recent study of Lin, 
Fraser, and Hatherly (2003) which indicates that audit firms continue to 
emphasise judgement-based procedures where evaluation is based on 
knowledge and past experience, as compared to those which are more 
quantitatively based. 

3.3 Continuous auditing 

Although the idea of continuous auditing is not new (Kunkel 1974; Groomer 
& Murthy 1989; Vasarhelyi & Halper 1991; Kogan, Sudit & Vasarhelyi 
1999), the development of continuous auditing tools is important to create a 
real on-line auditing environment. According to Kogan, Sudit, and Vasarhelyi 
(1999), continuous auditing is a type of auditing which produces audit results 
simultaneously with, or a short period of time after, the occurrence of relevant 
events. It is a systematic process of gathering electronic evidence under the 
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paperless, real-time accounting system (Razaee, Elam & Sharbatoghlie 2001).
Audit work will focus on monitoring transactions and comparing them to
expected results on a continuous basis (Vasarhelyi, Kogan & Alles 2002).
Conceptually, the continuous audit is an assurance service where the time 
between the occurrence of events underlying a particular subject matter and 
the issuance of an auditor’s opinion on the reliability of a client’s 
representation of the subject matter is eliminated (Woodroof & Searcy 2001). 

Woodroof and Searcy (2001) have introduced the framework for continuous
auditing with interconnected web servers, continuous auditing environment 
with agreements, characteristics of a reliable and secure system, and evergreen
reports (see Figure 3.3). Evergreen or updated audit reports are dynamically
dated according to continuous audit agreement. According to Woodroof and 
Searcey (2001), the continuous audit agreement is the contract between the
parties participating in a continuous audit environment, i.e. the audit firm and
the client. The third parties, such as shareholders, investors, tax authorities, 
and suppliers could have access to read these updated audit reports. 
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Secure system
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Figure 3.3 The framework of a continuous audit with AR (modified from 

Woodroof & Searcy 2001) 

Woodroof and Searcy (2001) say that the continuous audit environment
requires that the participating web servers are connected and given authority to 
communicate. The authority means that the client’s web server allows the 
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auditor controlled access to the client’s database. The data flows through the
client’s system and is continuously monitored and analysed using for example
AR tools integrated in the system. AR tools could be placed either in the 
auditor’s systems or in the client’s system. Woodroof and Searcy (2001) stress 
that the automated processes within the continuous audit environment must be 
highly reliable. According to them reliability encompasses SysTrustTM

principles of integrity, security, availability, and maintainability (AICPA
2002b):

Integrity means that the system is complete, accurate, timely, and 
authorized.
Security means that the system is protected against unauthorised access.
Availability means that the system is available for operation and use at 
the time of continuous audit agreement. 
Maintainability means that the system is updated when required and that 
the system’s availability, security, and integrity are secured. 

Already Kunkel (1974) argued that auditing by exceptation on a continuous 
basis could substantially increase the efficiency and effectiveness of the audit 
function. By utilising expectation made by AR tools on a continuous basis, the 
auditors may detect invalid data items or transactions and problem areas 
within the company. In the continuous audit environment, the differences in
auditor-defined rules activate alarms via the Internet to the auditor regarding
any potential anomaly in the system. The alarms require communication and
possible investigation of the data. If there are no deviations in expectations at 
any of the levels of auditing (the accounting, the complete set of financial 
statements, and the corporate governance of the company) an unqualified 
updated audit report might be given.

ARANN

A
N

N
A

Figure 3.4 Research area 

To sum up, AR tools should be embedded in the continuous auditing
environment. The AR tools could utilise ANN-technology to create the 
expectations to be used in monitoring and controlling data. Therefore, the 
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contribution of this research lies in the intersection of two areas: the analytical 
review and the artificial neural network (see Figure 3.4). The development of 
AR tools is important regarding the workload and the demand of auditors in 
today’s business environment. 
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4 ARTIFICIAL NEURAL NETWORKS 

This chapter starts by reviewing some notes of ANNs’ history26 and by giving 
the definition for an ANN. The discussion continues with some basics 
elements of an ANN such as a neuron, activation functions, and layers. The 
description of learning algorithms pays attention to their feasibility to my 
research problem, followed by presenting the selected methods. 

4.1 History and definition of the ANN 

Several researchers stand out in the pioneering work of ANNs. McCulloch and 
Pitts (1943) introduced the idea of ANNs as computing machines. Hebb 
(1949) postulated a self-organising learning rule, i.e. Hebbian learning. 
Rosenblatt (1958) suggested the perceptron model for learning with a teacher, 
i.e. supervised learning. Thereafter, there were some enthusiastic researches 
on ANNs in the fifties and sixties, but then ANNs were almost forgotten for 
more than ten years. One reason was technological; there were no personal 
computers or workstations for experimentation. The other reason was partly 
psychological partly financial; the book “Perceptrons” by Minsky and Papert 
(1969) did not encourage anyone to work on or to support the work on 
ANNs27.

A new rise began in the eighties. Hopfield (1982) used the idea of an energy 
function to formulate a way of understanding the computation performed by 
recurrent networks with symmetric connections, i.e. Hopfield networks. 
Kohonen (1982a, 1982b) published the paper on self-organising maps 
(SOMs). Barto, Sutton, and Anderson (1983) demonstrated that a 
reinforcement learning system could learn in the absence of a helpful teacher. 
In 1986 the development of the backpropagation (BP) algorithm was reported 
by Rumelhart, Hinton, and Williams (1986). Broomhead and Lowe (1988) 
described a procedure for the design of layered feedforward networks using a 
radial basis function. Riedmiller and Braun (1993) proposed the resilient

                                             
26 The history marks of ANN are mainly collected from the secondary references such as Hecht-
Nielsen (1991, 14–19), Russell and Norvig (1995, 594–596), and Haykin (1999, 38–44). 
27 They overstated the limitations of the Rosenblatt's (1958) perceptron as being unable to solve 
nonlinear classification problems, although such a limitation was already known. Their campaign 
achieved its purpose: AI researchers got all of the ANN research money (Hecht-Nielsen 1991, 16–17). 
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backpropagation (RPROP) training algorithm to eliminate the effects of the 
magnitudes of the partial derivatives of the BP algorithm. 

In the nineties the processing capabilities of the PCs improved enormously 
and made it possible to model ANN-based information systems on PCs. ANNs 
are nowadays a well established computational paradigm in the field of 
artificial intelligence (AI). ANNs have been applied extensively in solving 
many complex real-world problems. The attractiveness of ANNs comes from 
their information processing characteristics such as nonlinearity, parallelism, 
learning, and generalisation capabilities (Basheer & Hajmeer 2000). They are 
usually seen as a method of implementing complex non-linear mappings 
(functions) using parallel processing units (neurons) that are connected 
together with weighted, adaptable connections. By embedding a vast number 
of neurons in an interactive nervous system, it is possible to provide 
computational power for very sophisticated information processing. Haykin 
(1999, 2) provides the following definition of ANN: 

An artificial neural network is a massively parallel distributed 
processor made up of simple processing units (neurons), which has a 
natural propensity for storing experiential knowledge and making it 
available for use. It resembles the brain in two aspects: 
1. Knowledge is acquired by the network from its environment through 

a learning process. 
2. Interneuron connection strengths, known as (synaptic) weights, are 

used to store the acquired knowledge. 

ANNs may be classified in many different ways. Chapter five classifies 
ANNs according to their application domains in auditing. This chapter 
classifies ANNs based on their features such as the supervision needed for 
training and the types of learning algorithm. Three different kinds of learning 
paradigms to train ANNs are supervised, unsupervised, and reinforcement
learning. The learning algorithm is the function to modify the weights of the 
network in order to attain a desired objective. The learning paradigms are 
described in section 4.3 and the learning algorithms are discussed in section 
4.4.

4.2 A neuron, activation functions, and layers 

A neuron is an information-processing unit of an ANN (Figure 4.1a). Three 
basic elements of the neuron are (Haykin 1999, 10): 
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1. A set of connecting links, each of which is characterized by a weight of
its own. A signal xj at the input of neuron j connected to neuron k is
multiplied by the weight wkj .

2. An adder for summing ( ) the input signals weighted by the respective 
connecting link of the neuron.

3. An activation function for limiting the amplitude of the output of a 
neuron.

There are multiple approaches depending on e.g. how the weights are 
connected and what the adder and activation functions are. These 
interconnections and functions can make ANNs mathematically complex and 
sophisticated. Each of these approaches has a unique mix of e.g. information-
processing capabilities, domains of applicability, techniques for use, required 
training data, and training methods (Hecht-Nielsen 1991, 7). The different
approaches do not compete against each other; rather, they represent various 
specialisations in solving different types of problems. Indeed, the approach
strongly influences e.g. what the network can do (Hertz, Krogh & Palmer
1994, 9). 

y

    x1 x2  . . . xn

Output
layer

Hidden
layer

Input
layer

Summing
junction

Activation
function

f (.)

yk

wk1 wk2 wk3 wkm

x1 x2 x 3 xm

Figure 4.1a An artificial neuron Figure 4.1b A multilayer feedforward ANN 

The activation function, denoted by f (.) in Figure 4.1a, defines the output 
of a neuron. There are several activation functions available such as (Shih
1994, 83–87): threshold (step) function, linear function, and sigmoid function.
An example of the threshold function is the early work of McCulloch and Pitts 
(1943) where the output of a neuron takes on the value of 0 if the induced
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local field of that neuron is negative, and 1 otherwise. The linear function 
generates the outputs, which are proportional to the inputs. The sigmoid 
function, whose graph is s-shaped, exhibits a graceful balance between linear
and nonlinear behaviour. Examples of the sigmoid function are a logistic
function and a hyperbolic tangent function (see e.g. Swingler 1996, 62;
Mennon, Mehrotra, Mohan & Ranka 1996). Whereas a threshold function
assumes the value of 0 or 1, the logistic function assumes a continuous range 
of values from 0 to 1. The hyperbolic function is shaped like the logistic 
function but it ranges from –1 to +1 rather than 0 to 1. The logistic function 
with the elegant balance between 0 and 1 was a natural choice for my
prototype because different account values after scaling could get any positive 
continuous value in a nonlinear function. Figure 4.2 illustrates the activation 
functions. Very often, the neuron also includes a bias, which has the effect of
increasing or lowering the net input of the activation function, depending on
whether it is positive or negative, respectively. 

1

-1

0

step

logistic

linear

hyperbolic
tangent

Figure 4.2 Activation functions 

The neurons in an ANN are organised into layers (Figure 4.1b). The first 
layer is called the input layer and the last layer is the output layer. The inner 
layers are known as hidden layers. A hidden layer helps multilayer perceptron
(MLP) network for mapping nonlinear input–output mapping, i.e. the 
universal approximation theorem, see e.g. Haykin (1999, 209). However, a 
single hidden layer might not be optimum in the sense of learning time, ease 
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of implementation or generalisation28. Therefore, adding one or more hidden 
layers might help the network to find an unknown input–output mapping. The 
MLP network can also include multiple inputs and multiple outputs, i.e. 
MIMO-systems (Haykin 1999, 69). Sometimes the hidden layer might have 
some specific task (e.g. pattern classification and function approximation) like 
in the study of Etheridge, Sriram, and Hsu (2000)29. The ANN-architecture
refers to the number and size of layers (Swingler 1996, 51). 

The ANNs may be classified based on the direction of the information flow 
in the network. According to this classification, there are three different 
classes of ANNs: single-layer feedforward networks, multilayer feedforward 
(perceptron) networks, and recurrent networks (Haykin 1999, 21–23). The 
single-layered network has an input layer of source neurons and an output 
layer of neurons. This network is strictly a feedforward type and the input 
layer of source neurons is not counted because no computation is performed 
there. Figure 4.1b illustrates an example of multilayer feedforward network 
which consist of numbers of neurons that are interconnected and layered. A 
recurrent ANN distinguishes itself from a feedforward ANN in that it has at 
least one feedback loop (e.g. Hopfield network). For example, a recurrent 
network may consist of a single layer of neurons with each neuron feeding its 
output signal back to the inputs of all the other neurons. 

The ANNs may be classified based on the degree of the connectivity of the 
neurons. The ANN is fully connected when every neuron in each layer of the 
network is connected to every other neuron in the adjacent forward layer. If 
some of the communication links are missing from the network, the network is 
partially connected.

4.3 Learning paradigms 

As mentioned in section 4.1, the training of neural networks can be classified 
into three categories: supervised, reinforcement (graded), and unsupervised 
(self-organisation) learning (Hecht-Nielsen 1991, 7, 48). Reinforcement 
learning can be classified either into the supervised learning paradigm (Hertz, 

                                             
28 Generalisation refers to the ANN’s capability to produce reasonable outputs for inputs not faced up 
during training (learning). According to Haykin (1999, 208), the generalisation is influenced by three 
factors: 1) the size of the training set, and how representative it is of the environment of interest, 2) the 
architecture of the ANN, and 3) the physical complexity of the problem at hand. General issues or 
rules of thumbs in ANN development may be found in the review articles or for example in Basheer 
and Hajmeer (2000). 
29 Etheridge, Sriram, and Hsu (2000) compared the performance of the: backpropagation (BPN),
categorical learning network (CLN), and probabilistic neural network (PNN) as classification tools to 
assist and support the auditor's judgment about a client's continued financial viability in the future (see 
section 5.1.3). 
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Krogh & Palmer 1994, 10) or into unsupervised learning paradigm (Haykin 
1999, 64). The distinction between supervised and unsupervised learning 
depends on information, e.g. pattern recognition is supervised if the training 
algorithm requires knowledge of the class membership of the training samples, 
unsupervised if it does not require it (Kosko 1990). 

In supervised learning a teacher has some knowledge of the environment 
that is unknown to an ANN. The teacher expresses this knowledge with 
training examples which consist of input variables together with desired target 
values (Hecht-Nielsen 1991, 48). The network processes its output values 
from the input variables and compares them with the target output values. If an 
error, i.e. a difference between outputs and targets exists; the network adjusts 
the weights by a small amount in some direction in a step-by-step manner until 
the error is at an acceptable level. Therefore, supervised learning is an 
instructive feedback system. 

In reinforcement or graded learning the training examples are given to a 
network without any desired outputs. In addition to the training data inputs, 
the network receives occasionally a grade, a performance score, from its 
environment. This grade tells how well the network has done overall since it 
was graded last time (Hecht-Nielsen 1991, 49). The reinforcement learning is 
on-line learning without a teacher. This paradigm is an evaluative feedback 
system since it evaluates the system’s behaviour (Haykin 1999, 65). 

In unsupervised learning nobody oversees the learning process. Therefore, 
the network is given only the training data inputs from which the network 
organises itself into some useful configuration (Hecht-Nielsen 1991, 49). The 
input vectors are classified according to their degree of similarity. The similar 
input vectors activate the same output cluster. The user is responsible for 
giving an interpretation to the clusters. 

The hybrid use of learning paradigms can provide a better solution than one 
paradigm alone. For example, when similar input vectors produce similar 
outputs, it may be rational to categorise the inputs first with unsupervised 
learning paradigm and feed that information for supervised learning paradigm 
(Hertz, Krogh & Palmer 1994, 246). In my case I have used both supervised 
and unsupervised learning paradigms practically to the same kind of data to 
explore the applicability of the output data in the analytical review context. 

However, I have assumed that the hybrid use of unsupervised and 
supervised learning paradigms could be useful in the AR context. Firstly, we 
could classify account values in the homogenous groups with the unsupervised 
learning algorithm and then we could use these groups as inputs for the 
supervised learning algorithm. However, the hybrid use of different learning 
algorithms is beyond the scope of my research. 
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4.4 Learning algorithm 

A learning algorithm defines how the network weights are adjusted during the 
training process. There are four basic types of learning algorithms (Basheer & 
Hajmeer 2000; Haykin 1999, 51–61): 

Error-correction learning30 tries to minimise an error between a desired 
and an actual output in accordance with some cost function (i.e. 
performance measure) such as the root-mean-square-error (RMSE). A 
correction occurs through weight modification. 
Bolzman learning is a device for modelling the underlying probability 
distribution of a given data set. 
Hebbian learning may be expressed as follows: if two neurons on either 
side of a connection are activated simultaneously, the strength of that 
connection is selectively increased. If these neurons are not activated 
simultaneously, the connection is selectively weakened or eliminated. 

In competitive learning, the output neurons of an ANN compete among 
themselves to become active. One of them will be a winner in 
accordance with a chosen metric and only it will be activated. Then, the 
winner’s weight vector is updated to correspond more closely the input 
pattern.

The selection of the feasible learning algorithm depends on the problem and 
the data. Some networks are more suitable for classification problems, while 
others are more feasible for function approximation. A vast number of 
networks, new or modifications of existing ones, makes the selection of the 
appropriate ANN a demanding task. The selection could be based on an 
educated guess, such as: 

The error-correction learning algorithm, such as backpropagation (BP), 
seems to be suited to indicating expected account values based on past 
audited values. The BP might approximate an unknown input–output 
mapping, i.e. the underlying rules relating the inputs to the outputs. The 
ANN might find the relationships between the account values and 
thereby give an estimation of a true and fair view of the account values. 

Or, allow the competitive learning algorithm to organise the nonlinear 
account values and then research the output results. The SOM might 
classify different account values in a meaningful manner. 

                                             
30 In the literature, it might be also called a Widrow-Hoff rule according to its originators Widrow and 
Hoff (1960). 
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The selection could also be based on the popularity of the learning 
algorithm. For example, the BP algorithm has emerged as the standard for
training multilayered feedforward networks (Sohl & Venkatachalam 1995;
Koskivaara 2004a; Wong & Selvi 1998), whereas in the unsupervised learning 
paradigm the SOM has become the benchmark against which other
innovations in the field are evaluated (Haykin 1999, 42). I started my ANN-
development progress by selecting the most popular learning algorithm and by 
assuming that it might work in my problem domain.

4.4.1 Backpropagation algorithm

The BP algorithm operates in a multilayered feedforward (perceptron) 
network (see Figure 4.1b). BP has two kinds of signals (Haykin 1999, 159–
160): function signals and error signals. A function signal is an input signal 
that comes in at the input layer of the network, propagates forward neuron by 
neuron through the network, and appears at the output layer of the network as
an output signal. An error signal originates at an output neuron of the network,
and propagates backward layer by layer through the network.

Function signals
Error signals

Figure 4.3 Illustration of function and error signals (Haykin 1999, 159). 

Figure 4.3 illustrates the directions of two basic signal flows. Each hidden 
or output neuron of multilayer perceptron performs forward and backward 
computations. The forward computation of the functional signal, i.e. the output 
of a neuron, is a continuous nonlinear function of the input signals and weights 
associated with that neuron. The backward computation estimates the gradient 
vector (i.e. the gradients of the error surface with respect to the weights 
connected to the inputs of a neuron). BP can be used for both batch training in
which the weights are updated after the processing of all the training examples
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that constitute an epoch and incremental (on-line) training in which the 
weights are updated after the processing of each training example. 

In the standard BP algorithm the weight correction applies the delta rule 
which multiplies an input signal of neuron with a local gradient with a 
learning rate parameter (Haykin 1999, 163). The learning rate affects the 
speed at which the network settles on a solution by allowing us to regulate 
how much the error decreases in each iteration. Multilayer networks typically 
use sigmoid functions in the hidden layers. These functions are often called 
“squashing” functions, since they compress an infinite input range into a finite 
output range. Sigmoid functions are characterized by the fact that their slope 
must approach zero, as the input gets large. This causes a problem when using 
the steepest descent to train a multilayer network with sigmoid functions, since 
the gradient can have a very small size; and therefore, cause small changes in 
the weights and biases, even though the weights and biases are far from their 
optimal values. Therefore, parameters such as adaptive learning rate and 
momentum were developed. The adaptive learning rate accelerates the 
learning process by utilising the concept of the direction in which the error has 
been decreasing recently (Smith 1996, 88–90). It speeds up the training 
process when the ANN is far away from the correct weights and slows down 
when the ANN gets closer. A method of increasing the rate of learning is to 
modify the delta rule by including a momentum (Rumelhart, Hinton & 
Williams 1986). Momentum tends to keep the weight changes going in the 
same direction. 

The supervised learning means iteration of the forward and backward 
computation by training epochs. When a neuron receives inputs, it computes 
its output value and sends it to the neurons on the next layer above. 
Consequently, the inputs of the network are fed forward through the entire 
network until they reach the output layer. Then, the difference, which is 
calculated with some cost function such as root mean square error (RMSE), 
between the output vector and the desired target vector is backpropagated 
through the ANN to modify the weights for the entire neural network. This 
iterative process is called training. After the BP network has been trained, it is 
tested against the records of a testing data set that have not been previously 
met with the network. For these records, the desired target output is known. 
The output generated for each record of these testing data is checked against 
the desired target output for that record. If there is a match, it is concluded that 
the trained network could recognise the record correctly. 
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4.4.2 Resilient backpropagation algorithm 

A resilient backpropagation (RPROP) algorithm is an adaptive method for the 
BP. The purpose of RPROP31 is to eliminate the influence of the size of the 
partial derivatives on the weights (Riedmiller 1994a; Riedmiller 1994b; 
Riedmiller & Braun 1993). In the RPROP the sign of the derivative is used to 
indicate the direction of the weight update. The size of the derivative has no 
effect on the weight update. The adaptation rule of RPROP works as follows. 
Every time the derivative of the weight changes its sign indicating that the last 
update was too big and the RPROP has jumped over a local minimum, the 
update value is decreased. If the derivative maintains its sign, the update value 
is increased in order to accelerate the learning process. The update process 
proceeds as follows: if the derivative is positive, the weight is decreased by its 
update value, if the derivative is negative, the weight is increased by its update 
value. The size of the weight change is determined by an update value. If the 
derivative is zero, then the update value remains the same. Whenever the 
weights are oscillating the weight change will be reduced. 

There are two more reasons for selecting RPROP for the learning algorithm 
for the prototype. First, the performance of RPROP is not very sensitive to the 
settings of the training parameters. Second, RPROP uses a batch training 
algorithm and is therefore efficient and requires minimal storage. As 
mentioned in section 4.4.1, in the batch training weight updating is performed 
after the presentation of all the training examples that constitute an epoch. 
Besides, as the account values in my prototype are presented to the network in 
a time series manner, the use of holistic updating of weights makes the search 
of weights occasional by nature. This in turn makes it less likely for the 
network to be trapped in a local minimum. 

4.4.3 Self-organising maps 

The SOM is a clustering and visualisation method and the purpose is to show 
the data set in another representation form (Kohonen 1997, IX). The SOM 
facilitates the data compression. It has an input layer and an output layer or 
lattice. Each neuron in the lattice is fully connected to all the source neurons in 
the input layer. Three processes involved in the formation of the SOM are 
(Haykin 1999, 447–448): 

                                             
31 A complete description of the RPROP algorithm and formulas is given in Riedmiller and Braun 
(1993).



59

1. Competition. For each input pattern, the neurons in the network
compute their respective values of a discriminant function. This 
discriminant function provides the basis for competition among the 
neurons. The particular neuron with the largest value of discriminant
function is declared winner of the competition. 

2. Cooperation. The winning neuron determines the location of a 
topological neighbourhood of neurons, thereby providing the basis for 
cooperation among neighbouring neurons.

3. Adaptation facilitates the neurons to increase their individual values of 
the discriminant function in relation to the input pattern through 
adjustments applied to their weighs. The adjustments are such that the 
response of the winning neuron to the following application of a similar 
input pattern is facilitated. 

Rectangular Hexagonal

Figure 4.4 Forms of lattice 

The SOM has six learning parameters, topology, neighbourhood type, X- 
and Y-dimensions, training rate, training length, and network radius. The 
network topology refers to the form of lattice. There are two types of lattices,
rectangular and hexagonal (Figure 4.4). In a rectangular lattice each neuron is
connected to four neighbours, except for the ones at the edge of the lattice. In
a hexagonal lattice structure neurons are connected to exactly six neighbours,
except for the ones at the edge of the lattice. Neighbourhood type refers to the 
neighbourhood function used and the options are Gaussian and bubble. X- and 
Y-dimensions refer to the size of the map. In maps that are too small 
differences between clusters are hard to identify and in maps too large clusters 
will appear to be flat. The training rate factor refers to how much the neuron in 
the neighbourhood of the winning neuron learns from the input data vector.
The training length measures the processing time, i.e. the number of iterations 
through the training data. The network radius refers to how many neurons
around the “winning” neuron are affected during the learning process. The
training process of the network consists of two parts. In part one, the map is 
trained “roughly”. In the second part, the network is fine-tuned. 
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The unsupervised learning means that all the output neurons compete 
against each other without any feedback from the environment. One of the 
neurons will be a winner and only it will be activated. The winner’s weight 
vector is updated to correspond more closely to the input vectors. This means 
that two input items, which are close in the input space, are mapped into the 
same or neighbouring neurons on the map. Output neurons create groups, 
which together form a map of the input neurons. Normally, the SOM creates a 
two-dimensional map from n-dimensional input data. A one-dimensional 
lattice is a special case, which consists of a single column or row of neurons. 
This map resembles a landscape in which it is possible to identify borders that 
define different clusters (see e.g. Figure 6.2). 

4.5 Benefits of ANNs for analytical review 

An accounting system means the series of tasks and records of an entity by 
which transactions are processed as a means of maintaining financial records. 
In double accounting system every transaction is registered into two different 
accounts, and therefore there is a natural dynamics between different accounts, 
e.g. accounts receivable and incomes (Saario 1959, 24, 27). Accounting 
information systems identify, assemble, analyse, calculate, classify, record, 
summarise, and report transactions and other events. Their capacity to produce 
data and information in terms of volume and speed is vast. Indeed, accounting 
systems are also vulnerable to manipulation and fraud. 

The auditor’s work in each case is to confirm the reliability of the account 
values. The auditor should ascertain the entity’s system of recording and 
processing transactions and assess its adequacy as a basis for the preparation 
of financial statements. Therefore, the auditor should carry out such a review 
of the financial accounts which is as sufficient, in conjunction with the 
conclusions drawn from the other audit evidence obtained as possible, to give 
them a reasonable basis for their opinion on the financial statements. As was 
mentioned in chapter three, this review i.e. analytical review, may include 
generating trends in accounting values or comparing accounting data items. It 
is supported with analytical procedures in which different kind of techniques 
might be embedded. 

For analytical reviews ANNs offer an appealing choice. The research and 
development of audit tools is important, since the task of the auditor today is 
at once more onerous and more complex than ever before. As mentioned 
earlier, ANNs are good at handling data, and once trained, they can predict 
and classify new examples very quickly. Therefore, I argue that auditors may 
benefit from applying ANNs in revealing trends in accounting data or in the 
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comparison of accounting records. For example, with the BP algorithm the 
auditor may generate evidence based on internal trends in accounting data and 
then compare ANN results with actual values. With the SOM algorithm the 
auditor may visualise clusters and reveal patterns in the accounting data. In 
brief, auditors may benefit from the ANN’s ability to learn from data to 
support their experience and knowledge about a client company. 
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5 RELATED WORKS 

This chapter provides an overview of ANN studies carried out in the field of 
auditing. The review takes a broad scope of auditing and encompasses both 
internal and external auditing. The review focuses on the application domains 
of the articles. I argue that these auditing ANN-applications could serve the 
analytical review process. In reviewing the modelling issues special attention 
is paid to the following issues: data and sample sets, ANN-architectures and 
learning parameters, and whether the model was evaluated with a holdout 
sample. The summary of the findings in Table 5.5 pays attention to whether 
authors state that ANNs have the potential to improve AR procedures. 

5.1 ANN applications in auditing 

The ANN-application areas in auditing are in detecting material errors (six 
studies), detecting management fraud (three studies), supporting going 
concern decisions (five studies), and determining financial distress problems 
(one study). ANNs have also been applied to internal control risk assessment 
(three studies) and audit fee forecasting (one study). Next, I outline the studies 
in chronological order by application area. Every application area ends with a 
summarisation table of modelling issues, as stated by the authors, in that 
particular area. Almost every model was evaluated with a holdout sample. The 
performance rates of the ANN models are reported based on the holdout 
samples.

5.1.1 Material errors 

The major ANN-application area in auditing is material errors. Material error 
applications direct auditors' attention to those financial account values where 
the actual relationships are not consistent with the expected relationships. An 
auditor has to decide whether and what kind of further audit investigation is 
required to explain the unexpected results. Material error ANN-models either 
predict future values or classify data. Table 5.1 summarises the modelling 
issues of ANN literature pertaining to material error problems. 



64

Coakley and Brown (1991a), Coakley and Brown (1993), and Coakley 
(1995) tested whether an ANN offered improved performance in recognising 
material misstatements. They used monthly data over four years of a medium-
sized distributor. Their ANN-model was based on trend prediction. Data from 
three years were used for a training set and the fourth year of data was used as 
the forecast period to evaluate the performance of the ANN. They selected 
fifteen income statement and balance sheet accounts or aggregates to represent 
major balance sheet categories. The inclusion of all accounts values was not 
feasible due to the impact of the number of neurons on the time it takes to train 
an ANN. They compared a presumed lack of actual errors and seeded material 
errors to evaluate the ANN's performance. The results of the study were 
divided into findings based on: financial ratios, comparison of methods 
(financial ratio, regression, ANN), effect of error size, effect of statistical level 
of confidence, effect of source of material error, and applying methods to the 
base period. The results were compared to the results achieved with financial 
ratio and regression methods, and the ANN demonstrated a better predictive 
ability with less overall variation in the predicted values. However, the 
researchers argue that the fluctuating nature of the financial data within their 
studies limited the effectiveness of all the AR procedures. The fact is that 
higher unexpected fluctuations present in financial data sets cannot be 
effectively analysed by any known forecasting method. 

Coakley and Brown (1991b) also tested ANN technology for recognising 
patterns in financial ratios of a medium-sized manufacturing firm. In this study 
they also predicted future values with an ANN. The financial accounts were 
selected so that they provided information about a company's solvency and the 
movement of accounts receivable and inventory. The model was trained using 
36 months of data with an auto-association process, which means that the 
input pattern and the desired output pattern were the monthly account 
balances. Thus each pattern was associated with itself. They evaluated the 
effectiveness of the model by seeding errors in the data. Their preliminary 
results indicated that the use of ANNs for pattern recognition across related 
financial data sets might be viable. The research settings in my first studies, 
such as data sets, variables, and backpropagation learning algorithm, resemble 
this research. 

Wu (1994) applied the ANN system to classify tax cases to ascertain 
whether a further audit was required or not. 180 sample companies were 
carefully gathered from an expert tax auditor’s audit case file, 90 of which 
required a further audit and 90 of which required no further audit. The input 
data (16 attributes) consisted of both reported values and ratios. Half of the 
cases were used as the training set and the other half was held out as the 
testing set to validate the implemented network. The cases consisted of 
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information about a firm's business income tax behaviour. The classification 
accuracy for the neural network was 94% with a two-layer neural network and 
95% with a three-layer neural network. The results are not compared to those 
of any other methods. 

Table 5.1  Summary of modelling issues of material error applications 

Researcher 
Country 

Industry 
Data type 

T
rain/test set 

# inputs 
neurons

# hidden 
layers/
neurons

# outputs 

R
esults

32

A
ctivation

function

L
earning 

algorithm
 

Perform
ance

m
easure

Coakley 
&
Brown
(1991a)
USA

Distributor
Monthly 
account values 

48/48 11 2: 10 50–
62%

Sigmoid BP Average
error,
standard
deviation

Coakley 
&
Brown
(1991b)
USA

Manufacturing 
firm
Monthly 
account values, 
aggregates

36/36 42 1:15 15 30–
82%

Modified
sigmoid
squashing

BP MSE (mean 
square error) 

Coakley 
&
Brown
(1993)
USA

Distributor
Monthly 
account values, 
aggregates

36/12
*

42 1:15 15 58–
100
%

Modified
sigmoid

BP MSE  

Wu
(1994)
Taiwan

Sample of firms 
Income tax 
behaviour data 

90/90 16 1:8
0:0

1 95%
94%

Sigmoid BP Predictive 
accuracy 

Coakley 
(1995)
USA

Distributor
Monthly 
financial ratios 

36/12
*

5 2:11–
11

3 60–
90%

Hyperbol.
Tangent 
activation 

BP SSE (sum of 
square error) 

Busta & 
Weinberg
(1998)
USA

Simulated data 
Digits of 
numbers

800/
800
*

34
24
15
5
1

1:4
1:6
1:6
1:6
1:4

1 67%
69%
53%
73%
75%
**

Logistic BP accuracy 
%

* A holdout sample was employed. NA. = no answer. ** Level of contamination is 0%. 

Busta and Weinberg (1998) used an ANN to distinguish between “normal” 
and “manipulated” financial data. They generated 800 data sets containing 200 
two-digit numbers by simulating these data sets with the help of Benford’s law 
and non-Benford’s law33. The ANN analysed then input variables and the 
generated an estimation of the degree on contamination in the data sets. They 

                                             
32 Results are either as stated by the authors or my interpretation, e.g. if the average error is 20% I 
have interpreted that the result is 80%. 
33 Benford´s law says that the digits of naturally occurring numbers are distributed on a predictable 
and specific pattern. It determines the expected frequency for each digit in a position in a set of 
random numbers. This means that the chances for any number in a given database are mathematically 
predictable. Since the expected frequency for each number in the set is known, every item in excess of 
the expected frequency is deemed suspicious. 
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tested six ANN designs to determine the most effective model. In each design, 
the inputs to the ANN were the different subsets of the 34 variables. The 
results showed that if data have been contaminated at a 10% level or more, the 
ANN would detect this 68% of the time. If the data are not contaminated, the 
test indicated that the data are “clean” 67% of the time. The study uses only 
simulated data. 

5.1.2 Management fraud 

Auditors cannot make assumptions as to the honesty or dishonesty of the 
management. They should be aware of the possibility of management 
misrepresentation at the start of the audit and re-examine the likelihood of 
management misrepresentations as the audit progresses. Management fraud 
can be defined as deliberate fraud committed by the management that injures 
investors and creditors through materially misleading financial statements. 
Table 5.2 summarises the modelling issues of ANN literature pertaining to 
management fraud problems. 

Green and Choi (1997) developed an ANN fraud classification model 
employing financial data. They used five ratios and three accounts as input 
variables. The selection of variables was determined by practical research. The 
fraud sample consisted of financial statements of various companies filed by 
SEC (Securities and Exchange Commission) that had been subsequently found 
to contain fraudulent account balances. The financial statements of the 
nonfraud sample received unqualified auditor opinions for the selected year. 
They were selected directly from COMPUSTAT and matched to the fraud 
sample on the basis of year, size, and industry (four digit SIC). Their training 
samples consisted of 44–49 companies and the holdout samples consisted of 
42–46 companies respectively. The results showed that ANNs have significant 
potential as a fraud investigative and detection tool. All sums of the Type I 
and Type II error rates are significantly less than the random chance 
benchmark of 1.0034. Another contribution of their ANN models is the 
consistently low Type II error. 

Fanning and Cogger (1998) used an ANN (AutoNet) to develop a model for 
detecting management fraud. They compared the results of an ANN with 
linear and quadratic discriminant analysis as well as logistic regression. Their 
sample consisted of 150 firms in the training sample and 54 firms in the 
holdout sample. The variables were selected by AutoNet and they were the 

                                             
34 Type I: There was fraud but ANN did not find it (= inefficient auditing). Type II: There was no 
fraud but ANN detected one (= ineffective auditing). 
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outsider director (not the owner), having a non-Big Six auditor, the geometric 
growth rate, accounts receivable to sales, net plan property and equipment to 
total assets, debt to equity and the trend variables for accounts receivable, and 
gross margin. The prediction accuracy of the ANN for the training sample was 
75% and 63% for the holdout sample. The result of their models suggested 
there is potential in detecting fraudulent financial statements through analysis 
of public documents. They also showed that ANNs offer better ability than 
standard statistical methods in detecting fraud. 

Feroz, Kwon, Pastena, and Park (2000) illustrated the application of the 
ANNs in order to test the ability of selected SAS 53 red flags to predict the 
targets of SEC investigations. They used both financial ratios and non-
financial turnover red flags mentioned in SAS 53. They tested the ANN model 
with the sample of 42 firms from various industries. 28 firms were used for 
training the ANN and 14 firms were used for testing. The ANN models 
classified the membership in target (investigated) firms versus control (non-
investigated) firms with an accuracy of 81%. The testing was biased because 
they only used those red flags that can be constructed from publicly available 
information. However, authors believed that the sampling choice was sound 
given the data constraints in that particular case. 

Table 5.2  Summary of modelling issues of management fraud applications 

Researcher 
Country 

Industry 
Data type

T
rain/test set 

# inputs 

# hidden 
layers/
neurons

# outputs 

R
esults

32

A
ctivation

function

L
earning 

algorithm
 

Perform
ance

m
easure

Green &  
Choi
(1997)
USA

Sample of 
firms
Ratios and 
values of 
financial
statements 

45–49/
42–46
*

8 1:4 1 31–
60%

Sigmoid
logistic

BP Error rate % 

Fanning & 
Cogger
(1998)
USA

Sample of 
firms
Accounts and 
ratios of 
financial
statements 

150/54
*

8 NA. 1 63% Simple
quadratic,
Quadratic 

“A
utoN

et”

Prediction 
accuracy %  
Log./DA

Feroz
et al.  
(2000)
USA

Sample of 
firms
7 SAS No. 53 
red flag data 

28/14
*

7 1:14 1 81% Binary 
sigmoid

BP OER (overall 
error rate) 
MSE

* A holdout sample was employed. NA. = no answer
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5.1.3 Going concern and financial distress 

An auditor gives a going concern (GC) uncertainty opinion when the client 
company is at risk of failure or exhibits other signs of distress that threaten its 
ability to continue as a GC. In US, there are different degrees of financial 
distress (FD), and the auditors do have a choice between two types of going 
concern reports: modified audit report and disclaimer audit report. Bankruptcy 
is a situation where there is no ability to continue business (see for example 
the study of Tam & Kiang 1992). For example, in the US SAS 59 requires the 
auditor to evaluate whether there is a substantial doubt about a client’s ability 
to continue for at least 1 year beyond the balance sheet data (Arens, Elder & 
Beasley 2003). GC and FD research as an application area of ANNs has been 
minimal, although it resembles bankruptcy studies which is one of the most 
popular ANN research areas in business sciences. Table 5.3 summarises the 
modelling issues of ANN literature pertaining to GC and FD problems. 

Hansen, McDonald, and Stice (1992) samples consisted of 80 FD 
companies; 40 that received the GC audit report, and 40 that did not receive 
the GC audit report, and of 98 firms involved in litigation. The source of the 
sample was the Disclosure II Database that reported on all publicly traded 
companies whose fiscal year ended between March 31, 1981, and February 28, 
1982. This database contains the financial statements of all firms on the New 
York Stock Exchange (NYSE) and the American Stock Exchange (AMEX). 
The holdout sample consisted of 50% of the total sample. They had two 
models with different variable settings. The audit opinion model had either 
twelve ratios from financial statements or other closing of the books 
information as variables. The litigation model had nine variables, which were 
client, auditor or engagement specific ones. The average error of the audit 
opinion model was 8.43% and 20.11% for the litigation model. The results 
indicated that in the case of predicting audit opinions, the qualitative-response 
models perform at a competitive level with the machine-learning models. 
Theoretical results inferred that this might be especially true when the training 
sets were relatively small. The authors stated that qualitative response models 
might be a desirable alternative when the training samples are relatively small 
and there is a need to incorporate additional parameters such as prior 
probabilities and error costs. The study uses small and old data sets. 

Fanning and Cogger (1994) examined the efficiency of a generalised 
adaptive neural network algorithm (GANNA) processor in comparison to 
earlier model-based methods: a backpropagation ANN and logistic regression 
approaches to data classification. The research used the binary classification 
problem of discriminating between failing and non-failing firms to compare 
the methods. The sample consisted of 190 matched pairs of which the first 75 
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were selected for the training sample in chronological order and the last 115 
matched pairs defined the holdout sample. All the ANN models had three 
inputs: the mean adjusted cash flow divided by its standard deviation, the 
firm’s adjusted cash position divided by its standard deviation, and the number 
of years prior to failure for the failed year. No single approach studied was 
uniformly superior across all comparison and statistics. The reason for this 
might be the limited number of input variables. However, the results indicated 
the potential in time savings and the successful classification results available 
from GANNA and ANN processors. Another limitation to this study is that it 
was carried out with fairly old data; the data was from 1942 to 1965. 

Lenard, Alam, and Madey (1995) studied the generalised reduced gradient 
(GRG2) optimiser for ANN learning, a backpropagation ANN, and a logit 
model to predict which firms would receive audit reports reflecting a GC 
uncertainty modification. GRG2 is a solver used in lieu of backpropagation’s 
gradient decent algorithm for training feedforward supervised learning neural 
networks. The sample for the study was drawn from the 1988 Disclosure II 
Database. The training sample consisted of 70 firms and a holdout sample of 
10 firms. The selection of variables was intended to determine whether the GC 
decision could be made from publicly available financial statement 
information. The variables consisted of ratios and account values. The ANN 
model formulated using GRG2 had the highest prediction accuracy of 95%. It 
performs best when tested with a small number of variables on a group of data 
sets, each containing 70 observations. The GRG2 based ANN was proposed as 
a robust alternative model for auditors to support their assessment of GC 
uncertainty affecting the client company. The authors state that a possible 
limitation to the model is whether all factors that affect the auditor’s going 
concern uncertainty decision have been considered. 

Anandarajan and Anandarajan (1999) compared ANN, expert system (ES), 
and multiple discriminant analysis models to facilitate the decision on the type 
of GC report that should be issued. The experimental sample of the study was 
drawn from the 1992 Disclosure database. The data consisted of 14 ratios 
calculated from the financial statements of 61 companies of which 27 were 
reserved for a holdout sample. The validity of the models was tested by 
comparing their predictive ability of the type of audit report, which should be 
issued to the client. The prediction accuracy of the ANN in the holdout sample 
for all reports was 85.8%. This was better than the prediction accuracy of the 
ES (69.1%) or the multiple discriminant (74.1%) models. The results of the 
study indicate that the ANN model predicts the best type of GC audit report 
that should be issued to the client when compared to the ES and the multiple 
discriminant analysis. The authors say that many qualitative variables, which 
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could be useful in supporting the selection of the type of GC report, are not 
incorporated into the models. 

Koh and Tan (1999) predicted a firm's CG status from six financial ratios 
with an ANN model. Their data set contained a sample of firms divided into 
165 with non-GCs and 165 matched GCs. 300 of the cases were used for 
training the ANN and the remaining 30 cases were reserved for testing. On an 
evenly distributed holdout sample, the trained network model correctly 
predicted all 30 test cases. They compared the GC results of the ANN to the 
probit model and the audit opinion. Their results suggested that the ANN was 
at least as good as both the auditors and the probit model for predicting the GC 
status of firms from financial ratios. 

Table 5.3  Summary of modelling issues of GC and FD applications 

Researcher 
Country 

Industry 
Data type 

T
rain/test set 

# inputs 

# hidden 
layers/
neurons

# outputs 

R
esults

32

A
ctivation

function

L
earning 

algorithm
 

Perform
ance

m
easure

Hansen
et al. 
(1992)
USA

Sample of 
manufacturers
Ratios, non-
financial
variables 

40/40
*

12
9

NA. 1 80–
91%

Hybrid of 
steepest 
gradient, 
Newton-
Raphson

BP MSE
Average
error
Statistical 
models

Fanning &
Cogger
(1994)
USA

Sample of firms 
Liquidity, cash-
flow ratios 

75/
115
*

3 2:6–7 1 68–
71%

Quadratic 
Sigmoid
logistic

G
A

N
N

A
 

B
P % accuracy 

Lenard  
et al.  
(1995)
USA

Sample of firms 
Ratios and 
values of 
financial
statements 

70/10
*

8
(4)

1:5
(1:3)

1 78–
90%

General.
Reducent 
gradient 
optimizer 

BP % accuracy 
logit model 

Anandarajan
&
Anandarajan
(1999)
USA

Sample of firms 
Ratios of 
financial
statements 

37/24
*

14 NA. 3 80–
90%

Sigmoid BP Accuracy 
%

Koh & Tan 
(1999)
USA

Sample of firms 
Financial ratios 

300/
30*

6 1:13 1 100
%

Sigmoid BP Accuracy 
%

Etheridge  
et al. 
(2000)
USA

Sample of banks 
Financial ratios 

863–
892/
215*

57 NA. 1 93–
97%
**

NA. BP, 
CL
N,
PLN

OER
Pearson's
coefficient 

* A holdout sample was employed. NA. = no answer. ** one year prior to failure.

Etheridge, Sriram, and Hsu (2000) compared the performance of three 
ANN approaches: backpropagation (BPN), categorical learning network 
(CLN), and probabilistic neural network (PNN) as classification tools to assist 
and support the auditor's judgment about a client's continued financial viability 
in the future (GC status). BPN has one or more hidden layers. CLN has 
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normalisation and pattern layers. PNN has normalisation, pattern, and 
summation layers. The normalisation layer helps the pattern layer to develop 
correct classes for the input vectors. The pattern layer uses unsupervised 
learning to distinguish between categories. The summation layer helps in 
classifying data sets. The data was provided by a Big Six CPA-firm and 
consisted of 57 financial ratios for the years 1986–1988 for 1,139 banks in 
various regions of the U.S. The holdout sample consisted of 215 banks. They 
had three, two, and one year prior to failure models. When the overall error 
rate was considered, the probabilistic ANN (estimated error rate one year prior 
to failure 2.4%) was the most reliable in classification, followed by 
backpropagation (3.48%) and categorical learning ANN (7.15%). When the 
estimated relative costs of misclassification were considered, the categorical 
learning ANN was the least costly, followed by backpropagation and 
probabilistic ANN. The authors state that the results are only based on a single 
industry, banking, and this limits their generalizability to other industries. 

5.1.4 Control risk assessment and audit fee 

An auditor considers a huge amount of data when assessing the risk of the 
internal control structure of an entity failing to prevent or detect significant 
misstatements in financial statements. The relationships between internal 
control variables that must be identified, selected, and analysed often make 
assessing a control risk a difficult task. Therefore, control risk assessment 
(CRA) is a systematic process for integrating professional judgements about 
relevant risk factors, their relative significance and probable adverse 
conditions and/or events leading to identification of auditable activities (IIA, 
1995, SIAS No. 9). Table 5.4 summarises the modelling issues of ANN 
literature pertaining to control risk assessment and audit fee problems. 

Davis, Massey, and Lovell (1997) (see also Davis 1996) presented a 
construction of a prototype, which integrated an ES and an ANN. The rules 
were contained in the ES model basic CRA heuristics, thus allowing for 
efficient use of well-known control variable relationships. The 64 observations 
of auditors from Grant Thornton were used to develop and test an ANN 
model. The ANN training sample and testing sample each contained 32 
observations. The ANN provided a way to recognise patterns in the large 
number of control variable inter-relationships that even experienced auditors 
could not express as a logical set of specific rules. The ANN was trained using 
actual case decisions of practising auditors. The input variables were 
judgement cues/variables from the general environment, computer processing, 
general computer, and accounting controls. The ANN model provided the 
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auditor with information on how close a risk category border was. The testing 
resulted in an accuracy rate of 78%. The model is limited because of the 
number of cases and the fact that auditors were from the same firm. 

Ramamoorti, Bailey, and Traver (1999) used quantitative (26 variables) and 
qualitative (19 variables) risk factors as input variables in the models. The risk 
was defined in an internal auditing context. The models were in the context of 
public state university departments. The sample consisted of 141 university 
departments and they used a training size, which covered 70% of the data and 
a holdout data of 30%. The quantitative data were downloaded from the 
University of Illinois financial and administration system. The qualitative risk 
factor values were elicited from audit staff using a pre-defined scale from 0 to 
9. The eventual number of variables selected to construct the models were in 
the 7 to 18 range. The research project included a Delphi study and a 
comparison with statistical approaches and presented preliminary results 
which indicated that internal auditors could benefit from using ANN 
technology for assessing risk. The ANN models captured the top 25 risky 
departments at an accuracy rate between 72–84%. The results are based on a 
single industry, university, and this might limit the generalizability of the 
results to other industries as in the study of Etheridge, Sriram, and Hsu (2000). 

Table 5.4  Summary of modelling issues of CRA and AF applications 

Researcher 
Country 

Industry 
Data type 

T
rain/test set 

# inputs 

# hidden 
layers/
neurons

# outputs 

R
esults

32

A
ctivation

function

L
earning 

algorithm
 

Perform
ance

m
easure

Davis
(1996)
USA

Sample of firms 
IC risk data, 
observations of 
auditors

37/27 107 1:5 1 56%
86%

N
A

.

BP % absolute 
error

Davis
et al.  
(1997)
USA

Sample of firms 
IC risk data, 
observations of 
auditors

32/32
*

210 1:30 1 78% Sigm
oid

BP RMSE
Pearson's
coeffic., 
accuracy % 

Ramamoorti
et al.  
(1999)
USA

Sample of 
university 
departments
Qualitative, 
quantitative risk 
factor data 

100/
41
*

10 NA. 1 72–
84%

N
A

.

BP R-squared %,  
Delphi
overlap

Curry &  
Peel
(1998)
UK

Sample of 
electronic firms 
Financial, non-
financial data 

96/32
86/42
64/64
*

25 1:2
1:3
1:4

1 56%
69%
65%

Sigm
oid

BP MSE

* A holdout sample was employed. NA. = no answer

Curry and Peel (1998) provided an overview of the ANN modelling 
approach and the performance of ANNs, relative to conventional ordinary 
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least squares (OLS) regression analysis, in predicting the cross-sectional 
variation in corporate audit fees (AF). The data was derived from a sample of 
128 unquoted UK companies operating in the electronic industrial sector. The 
data was collected from the years 1986–1988 from Kompass 1990 and 
Macmilla’s Unquoted Companies 1990. The audit fee, the dependent variable 
in the study, must be disclosed (under the UK company law) in a note to a 
company's annual statements. The input variables were related to auditee size, 
audit complexity, audit risk, auditee profitability, and auditor size. They tested 
the ANN’s ability to generalise with three separate training and holdout
samples: 96 and 32, 86 and 42, and 64 and 64 companies in the samples. The 
estimation accuracy for the holdouts was 56.2%, 68.6%, and 64.5%. These 
results were achieved with four hidden neurons. The ANN models also 
exhibited better forecasting accuracy than their OLS counterparts (31.9%, 
59.7%, and 52.9%). The authors state that, although the study demonstrated 
that the ANN outperformed conventional linear techniques in forecasting audit 
fee data, there is a need for further research relating to the optimal architecture 
of ANNs, namely the number of hidden layers and neurons. 

5.2 Issues in ANN modelling for analytical review 

Auditing ANN research started in the beginning of the nineties. The 
applications have been developed mainly in the United States of America (16 
studies). Some development work has been done also in Taiwan (1 study), and 
the United Kingdom (1 study). Many of the cited articles applied the ANNs as 
an extension of a previous statistical model-based study, and used publicly 
available stock market data. Table 5.5 summarises the findings of analytical 
review ANN studies in a chronological order by application areas. Most of the 
authors state that ANNs have the potential to improve AR procedures. 

5.2.1 Data 

Both quantitative and qualitative data were used as input variables in the 
applications. Most of the data is quantitative and gathered from public 
databases. Financial statement values and ratios and monthly account values 
were used mostly as quantitative input variables. Opinions and observations of 
auditors or red flag data defined by SAS in the US were included in 
quantitative input variables. In ten cases the sample data was gathered from 
various industries. Seven cases focused on one industry, such as the bank, 
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manufacturing, university, or electronic industry. Focusing on one particular 
industry is one way of conducting analytical procedures (see section 3.2.1). 

Many of the studies applied the ANNs as an extension of a previous 
statistical study. Therefore, in some cases the data was fairly old. Also to use 
only publicly available information might simplify the auditor’s task too much 
and does not reveal all problems in the client company. 

5.2.2 Samples 

All but two applications reviewed in this survey had relatively small data 
samples to train and test the models with. ANNs can be more appropriate for 
large data sets. The material error ANN-model of Busta and Weinberg (1998) 
had bigger data sets than other studies in the review, but their data set was 
simulated. A Big Six CPA firm provided Etheridge, Sriram, and Hsu (2000) 
with the data set of financial ratios from 1,139 banks for a GC-application. 

It seems that it is common to use small data sets in the early developing 
phase of ANN models. One explanation for the small data sets might be the 
high supply expenses of the data. Small data sets also limit the number of 
possible inputs into the models. However, it is critical to have both the training 
and test set representative of the population or underlying mechanism. The 
selection of the training and test set may affect the performance of an ANN. 
There are no mathematical rules for determining the sample sizes, only some 
rules of thumb derived from experience, see e.g. Basheer and Hajmeer (2000). 
Most authors select them based on the rule of 90% vs. 10%, 80% vs. 20%, or 
70% vs. 30%, etc. 50% vs. 50% was used in four cases. Some choose them 
based on matched pairs. The median training samples and testing sample sizes 
are 80 and 44, respectively. 

5.2.3 Architecture 

The determining of the numbers of input neurons, hidden layers and neurons,
and output neurons is problem dependent. The ANN-architecture must be 
sufficient for the correct representation of the problem, but sufficiently low to 
allow generalisations (Swingler 1996, 31). For example, all the income 
statement account values could be selected as input variables in many 
applications. However, some selection of variables might have helped an ANN 
to get better results. For example, in my studies I used different selection 
criteria for the input variables, i.e. literature, CPA-auditor, the most stable 
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accounts compared to previous year’s values, internal auditors, and 
management of the organisation. 

The hidden neurons in a hidden layer allow the ANN to detect the feature, 
to capture the pattern in the data, and to perform complicated non-linear 
mapping between input and output variables. Linear relationships between the 
variable are very often a simplification of the natural financial data. The 
number of output neurons is relatively easy to specify as it is directly related to 
the problem under study. The median audit ANN architecture consists of 14 
inputs with 6 neurons in one hidden layer and one output neuron. 

The majority of the auditing ANN-applications under study had one output 
neuron. This is common in classification models whereas prediction models 
might have one or more neurons in the output layer. The choice network 
architecture is mostly subject to trial and error without guarantee of reaching 
an optimal solution. However, properly configured and trained ANNs appear 
to make consistently good classifications or generalisations. 

5.2.4 Learning parameters and performance measurement 

There are no clear guidelines on the selection of the performance and 
activation function. All but one study used the supervised learning paradigm. 
Fanning and Cogger (1998) used the self-organising learning paradigm in a 
management fraud application. Most studies used the backpropagation 
learning algorithm or some variation of it. A sigmoid35 or a modified sigmoid 
activation function was used in nine studies; a logistic function was used in 
three studies. Seven applications used some other activation function. 

Almost every model was evaluated with a holdout sample. The performance 
results of the ANN models in the previous review are based on holdout 
samples. The GC and FD applications got the best results with the prediction 
accuracy between 68–100%. All in all the performance accuracy varied 
between 30–100%. The performance measurement of the models varied a lot. 
Root mean square error, prediction accuracy, and average error were mostly 
used. In some cases also a comparison to the traditional statistical methods 
was used. It is not always clear whether the performance is calculated from 
actual data or scaled data. Researchers should emphasise the measurement of 
the performance from the auditing point of view. Visualisation of the results 
might help auditors to see the benefit of the ANNs. 

                                             
35 The author did not tell what kind of sigmoid function they used in the study. 
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Table 5.5  Findings of analytical review ANN studies 

Authors Summary of findings  

Material errors 
Coakley & 
Brown (1991a) 

Results tentatively suggest that the ANN recognised patterns across financial ratios 
more effectively than financial ratio and regression methods. 

Coakley & 
Brown (1991b) 

The use of ANNs for pattern recognition across related financial data sets may be 
viable.

Coakley & 
Brown (1993) 

ANNs applied as a forecasting tool seem useful for identifying patterns that can 
indicate potential investigations of a firm’s unaudited financial data in the current 
year.

Wu (1994) The results strongly suggest that ANNs can be used to identify firms requiring 
further auditing investigation, and also suggest future implications for intelligent 
auditing machines. 

Coakley (1995) Results suggest that the use of an ANN to analyse patterns of related fluctuations 
across numerous financial ratios provides a more reliable indication of the presence 
of material errors than traditional analytic procedures or pattern analysis, as well as 
providing insight into the plausible causes of the error. 

Busta & 
Weinberg (1998) 

The results show that if data are contaminated at a 10% level or more ANNs will 
detect this 68% of the time. If the data are not contaminated, the test will indicate 
that the data are “clean” 67% of time. 

Management fraud 
Green & Choi 
(1997)

The results show that ANNs have significant potential as a fraud investigative and 
detection tool. 

Fanning & 
Cogger (1998) 

The study showed that ANNs offer better ability than standard statistical methods in 
detecting fraud. 

Feroz et al.
(2000)

The ANN models classify the membership in target versus control firms with the 
accuracy of 81% across the board. 

Going concern and financial distress 
Hansen et al.
(1992)

The results indicate that the ANN model predicted more consistency than the other 
advanced statistical models used in the study. 

Fanning & 
Cogger (1994) 

The results indicate the potential in time savings and the successful classification 
results available from an ANN processor. 

Lenard et al.
(1995)

The ANN model is proposed as a robust alternative model for auditors to support 
their assessments of going concern uncertainty. 

Anandarajan & 
Anandarajan 
(1999)

The results indicate that the ANN model has a superior predictive ability in 
determining the type of going concern audit report that should be issued to the 
client.

Koh & Tan 
(1999)

The results suggest that ANNs can be a promising avenue of research and 
application in the going concern area. 

Etheridge et al.
(2000)

When the overall error rate was considered, the probabilistic ANN was the most 
reliable in classification, followed by backpropagation and categorical learning 
ANNs. When the estimated relative costs of misclassification were considered, the 
categorical learning ANN was the least costly, followed by backpropagation and 
probabilistic ANN. 

Control risk assessment 
Davis (1996) The results show that the ANN models have been able to acquire, represent, and 

store the auditor’s knowledge for selecting relevant information to assess control 
risk. 

Davis et al.
(1997)

The model was able to classify the auditors’ control risk assessment in the testing 
sample with a 78% accuracy rate. 

Ramamoorti et
al. (1999) 

The ANN, logistic regression, and stepwise multiple regression produced results 
that compared favourably together in terms of the variance in the rankings obtained. 

Audit fee 
Curry & Peel 
(1998)

The ANN models exhibited better forecasting accuracy than their OLS counterparts, 
but this differential reduces when the models are tested out-of-sample. 
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5.3 Summary of ANNs in analytical review 

This chapter presented the current state of the ANN-applications within the 
area of auditing. Application areas were detecting material errors and 
management fraud, supporting going concern decision, assessing internal 
control risk, forecasting audit fee, and determining financial distress problems. 
All the researches fit into analytical review (AR) procedures. Most of the 
authors state that the ANNs have the potential to improve AR procedures. 

Many important qualitative variables such as management ability and future 
plans were not formally incorporated into the models. Bias in data samples 
might limit the generalizability of the results. Most of the reviewed 
applications used quite small data sets. Hence, a good performance 
generalisation in many cases is insufficient. In some cases the data was also 
quite old. However, in many cases the results serve the AR procedures such as 
comparison of the company data and the industry data or forming expectations 
to compare with company’s data. Indeed, researchers should focus on 
developing models with data sets that are not publicly available in order to 
investigate client data more deeply. For example, in Koskivaara and Back 
(2003) and Koskivaara (2004c) ANNs operate with the operational monthly 
data. Therefore this study gives further information of the feasibility of ANNs 
in supporting the AR procedure of operational data. 

The determining of the ANN architecture is problem dependent and is still 
part of the art in ANNs. Further research is needed to find out guidelines for 
optimal ANN architectures in auditing. Most studies used the BP algorithm 
while others employed some variants of it. There is clearly a need for models 
and networks that can handle the fluctuating nature of financial data. For 
instance, my prototype uses the supervised training method with the resilient 
backpropagation (RPROP) training algorithm with sigmoid function, which is 
one of the most efficient algorithms on pattern recognition problems (Demuth 
& Beale 2000). 

The performance measure of applications varies a lot and it is not always 
clear whether the performance is calculated from actual data or scaled data. 
More emphasis should be put on the measurement of the performance of 
ANNs. Although the results are encouraging, further research is needed to 
study whether ANN models are better than traditional AR procedures in use. 
This is one aim of my study: to receive further evidence on whether the ANN 
is better than the conventional AR procedures. Besides, the visualisation of the 
results might give some added value to auditors. Therefore, another aim is to 
find an appropriate way of illustrating data to reveal unexpected patterns in it. 
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5.4 Limitations of ANNs 

The presumptions are that ANNs learn in a semi-autonomous way and that 
ANNs allow us to bypass the need for careful thought and judgement (Curry 
& Peel 1998). In fact, nothing could be further from the truth. Users of ANNs 
are faced with modelling and parameter issues. To find a model for a monthly 
account predictor was one task in my study. Another task was to build a 
system based on that model. 

A second key issue facing the users concerns the numbers of layers and 
neurons. There is no simple method for determining the numbers of hidden 
units a network requires, in practice the only serious alternative is to choose 
the number of layers and neurons experimentally (Coakley 1995). This trail 
and error development decreases the attractiveness of ANNs in practice. 

The third obstacle with ANNs is that the internal structure makes it difficult 
to trace the process by which output is reached. This is why ANNs lack clear 
explanatory capabilities. The justifications for the results with the help of the 
connections’ weights are difficult to obtain. Therefore, ANNs need a careful 
training and testing so that they do not find a pattern from the data, which is 
not relevant to the problem solving. In the case where the traditional statistical 
methods give as good results as ANNs, the traditional statistical methods are 
more effective because they require less computational power. 
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6 BUILDING ANNA 

This and chapter seven give an overview of my ANN-based system (=ANNA) 
development process. Table 6.1 summarises the aims and the results and 
purposes of the different publications. The following discussion shows the 
research spiral I have followed: what are the reasons and lessons learnt from 
one phase that lead my research to the next phase. 

6.1 Basics of ANNA 

ANNA was developed in a step-by-step manner. The idea of ANNA is to take 
advantage of the data that already exist in the companies and use it in a 
monitoring and controlling context. A well-known fact is that companies are 
collecting monthly reports to support their operations. Therefore ANNA is 
built on the following basic assumptions: 

The broad and extensive review of previous researches indicates that 
most authors state that the ANNs have the potential to improve AR 
procedures, and that there are some open ends in the field. 
The ANN technology seemed an attractive method for forming 
expectations based on company data. 
The learning from the data could support auditors’ experience and 
knowledge about a client company. 
The solution idea should be built based on data which already exist in 
companies and which could better be used in the auditing context. 
A suitable prediction model could form the inner core in the ANN-
system.
The selection of variables or accounts should be flexible. 
The results of ANN-system should be compared with the conventional 
AR procedures in use. 

In brief, ANNA is an ANN-based tool for analysing monthly account 
values. ANN’s predictions or account expectations are based on function 
approximation (modeling) capability from the previous years’ monthly 
account values. It uses a flexible one-step-ahead prediction model described in 
section 6.2. It predicts comparison values with five conventional AR methods. 
The results are illustrated both by a graph on the computer screen and in the 
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tables. ANNA belongs to the class that studied material errors in accounting 
data with ANNs. As mentioned in the introduction, according to Fischer's 
(1996) classification on gathering and evaluating audit evidence, my study 
belongs to the development of new tools and methods for auditors. According 
to Fraser, Hatherly, and Lin's (1997) classification of the AR techniques, the 
ANN-based AR tools belong to the AQTs. 

Table 6.1  Purposes of the publications 

Koskivaara (2000a) and Koskivaara (2004b) 
How to model and illustrate ANN-based monthly account patterns for auditing purposes? 
The one-step-ahead prediction model seems promising for recognising the dynamics and the 
relationships between monthly account values. The results should be illustrated both by a graph on 
the computer screen and in the tables. Also SOM has potential for clustering and visualisation data 
sets for analytical review purposes. 
Koskivaara (2000b) 
How to pre-process the data? 
Linear scaling has the advantage of preserving the relative position of each data point along the 
range. The best result was achieved when all the data were scaled either linearly or linearly on a 
yearly basis. 
Koskivaara and Back (2003) and Koskivaara (2004c) 
How to construct and evaluate the ANNA-system in AR context, and how good is the ANNA-
system based on these evaluation criteria? 
To suit different kinds of situations ANNA needs to be flexible: sample size, number of variables, 
training options. A training algorithm has to suit a modeling (function approximation) problem. 
ANNA outperformed the second best method in 19 out of 20 cases. The results indicate that ANNA 
had the best and most consistent prediction accuracy compared the other methods used in the 
studies.

6.2 A model for ANN-based monthly account predictor (ANNA.01) 

The practical study started by modelling an intelligent system based on ANNs 
for monitoring account values of monthly balances of a manufacturing firm. 
The account values of the monthly balances were regarded as a time-series and 
the aim was to recognise the dynamics and the relationships between accounts, 
and to predict the value of a certain account one-year in the future. For this 
purpose, it is possible to take a set of account values from a number of 
periods, for example three successive periods xt-2, xt-1, xt, to be the input vector 
to a network and use the next value xt+1 as the target value as illustrated in 
Figure 6.1. Therefore, the data is presented to the network in chronological 
order. This is called a one-step-ahead prediction. By moving along the time 
axis it is possible to create a training data set consisting of many sets of input 
vector values with corresponding target values (Bishop 1995, 302–303). These 
assumptions mentioned above led me on to the world of supervised learning. 
The multilayered network can be applied directly to the problem described 
above (Bishop 1995, 302). 
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Figure 6.1 Generating data sets for multilayered network (modified from Bishop 

1995, 303) 

ANNA.01 was built using a commercial development package, Neuralyst 
v1.4, developed by Cheshire Engineering Corporation. Neuralyst was selected 
for the implementation platform because of its user-friendly features to start 
the design and development work. ANNA.01 uses the backpropagation 
algorithm described in section 4.4.1 for training the network. Neuralyst has 
several activation functions such as sigmoid, hyperbolic, linear, and gaussian
function. Sigmoid function was selected for ANNA.01.

ANNA.01 used actual 66 monthly income statements from a manufacturing
company. ANNA.01 was trained using the first 54 months’ financial data. The 
rest of the data were held out for testing. 

The one-step-ahead prediction model in a monthly account values 
environment was firstly tested with a subset of Coakley and Brown's (1991b) 
accounts (Koskivaara, Back & Sere 1996). Their study was the first attempt to 
apply an ANN to monthly financial statements. Following this account 
selection was a safe way to penetrate this application domain with a novel 
ANNA-model.

ANNA.01 was tested with two successive time periods to predict a third
one. Therefore, ANNA.01 had 18 input data streams to represent the data from 
the previous two months for each of the nine account values. An additional 12 
input neurons were added to indicate the month of the input data. This input 
value of the neuron was set to one if the neuron corresponded to the month of
the data, and zero otherwise. The output layer had nine neurons which
represented each account value. 

Numerous experiments were conducted to find the network architecture that 
minimised the RMSE36 between the target and the output account values for 
the 12-month holdout sample. The experiments included altering, for example,

36 RMSE = root mean square error (see section 4.4.1).
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the number of hidden layers or numbers of neurons per hidden layer. 
However, the training epoch that is the number of processing runs through the 
complete training data was limited to 10,000 to give an upper bound for the 
training time. The final configuration selected had one hidden layer with 16 
neurons. 

Normally, the input information to a network is pre-processed. Firstly, the 
input information has to code into numeric values. Secondly, the numeric 
input data may be pre-processed in a way that the network’s learning task 
becomes easier. ANNA.01 used the same pre-processing method as in the 
study of Coakley and Brown (1991b): first each input vector was normalised 
by dividing it by that vector’s length and then the account balances were 
scaled to a [0,1] range. The selected network worked best when its inputs 
ranged from 0 to 1. Sometimes the output data are also processed. Post-
processing is the inverse of the pre-processing transformation. Output values 
of ANNA.01–04 were not post-processed. 

The average difference between targets and output was 6% in the testing 
period. Therefore, the average prediction ability of a neural network to 
monitor the non-linear dynamics of monthly balances was good. The results 
were encouraging, but resulted also in new questions. Does this model work 
with other accounts? Are there any other pre-processing methods? How do we 
analyse the prediction capability in a practical way? For that purpose, ANNA 
was further designed and tested. 

6.3 New account selection for ANNA-model (ANNA.02) 

To get further evidence on ANNA’s prediction capability it was tested with 
new account selection criteria (Koskivaara 1997). This time a Certified Public 
Accountant, CPA-auditor, assisted in choosing the accounts. The accounts that 
presented the major and the most interesting monthly balance categories were 
selected. Based on this selection, two different kinds of models, ANNA.021 
and ANNA.022, were built with the same data set as in the first step. 

ANNA.021 used two previous months to predict a third one. Therefore, 
ANNA.021 had 18 input data streams to represent the data from each of the 
nine financial accounts. ANNA.022 uses four previous months to predict a 
fifth one. ANNA.022 had 36 input data streams to represent the data from 
each of the nine financial accounts. The month indicator was the same as in 
the first step. To summarise, ANNA.021 had 30 input data streams and 
ANNA.022 had 48 input data streams in the input layer. Both models have 
nine neurons in the output layer, one for each financial account. 
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The data was pre-processed by a linear transformation to a [0,1] range. The 
linear transformation has the advantage of preserving the relative positions of 
each data point along the range (Swingler 1996, 31). I selected the linear 
scaling procedure because I did not want to lose any relative information 
between account values before the data is fed into the ANN-system. 

The average difference between all the target values and all the output 
values was 12%/ANNA.021 and 10%/ANNA.022 in the testing period. The 
results indicated that the average prediction ability of the ANN models to 
monitor the non-linear dynamics of account values in the monthly balances 
was good. ANNA.022 was slightly better than ANNA.021. However, the 
results on average were slightly worse than in the first step. Therefore, the 
decision was made to expand the research to include more companies in the 
study, to investigate whether there are more sophisticated networks than the 
standard sigmoid based backpropagation network and try to get more monthly 
data for training purposes. 

6.4 New parameters for ANNA-model (ANNA.03) 

To take the advantage of the new training approaches of backpropagation 
network, which the Neuralyst v1.41 provided, once again ANNA was tested 
(Koskivaara 2000a). Especially, the adaptive learning rate seemed an 
attractive feature to support the ANN learning process. 

Moreover, I managed to receive more monthly data to build and test the 
models. This time the ANN models used 72 monthly balances of a 
manufacturing firm. The last 12 months data were pertained for testing 
purposes.

I used the same account selection and the same pre-processing method as in 
step two (ANNA.02). Therefore, ANNA.031 and ANNA.032 were modified 
from ANNA.021 and ANNA.022. As mentioned earlier, the accounts were 
chosen with the help of a CPA-auditor in the way that they presented the 
major and the most interesting monthly balance categories. The following 
results were received. 

The average difference between all the target values and all the output 
values was 6% for both models. The prediction capabilities of the models 
according to the accounts are presented in Table 6.2 (cf. Koskivaara 2000a: 
Table 437).

Table 6.2 presents the prediction capabilities (average difference in per 
cents, difference range in per cents [min,max], and differences less than 10%) 

                                             
37 ANNA.031 corresponds to Model 1 and ANNA.032 corresponds to Model 2 in Koskivaara (2000a). 
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of the ANN models according to the accounts. Table 6.2 shows, for example, 
that the average difference for the output and the target values of receivables 
in ANNA.032 is 2%, and the difference range in per cents is [-1,5]. This 
means that all the values (100%) are inside the limit of 10% ( true and fair 
view). Overall 11% (14 data item out of 108) of the test data were not inside 
the 10% limit. 

Table 6.2  The prediction capabilities of the models according to the accounts 

(Average difference/difference range/less than 10%) 

Chosen accounts ANNA.031 ANNA.032
Net sales 4/[-13,5]/92 5/[-10,12]/83
Materials + Change in inventory 3/[-7,12]/92 5/[-8,9]/100
Personnel costs 3/[-5,5]/100 2/[-4,4]/100
Gross margin 4/[-9,5] /100 5/[-11,8]/92
Administration 1/[-1,2] /100 1/[-1,4]/100
Total indirect 5/[-6,15]/83 6/[-7,15]/83
Operating profit 5/[-11,9]/92 5/[-7,12]/92
Receivables 2/[-3,4]/100 2/[-1,5]/100
Trade debts 28/[-23,88]/0 21/[-36,51]/33

Overall, we can conclude that ANNA.031 and ANNA.032 produce good 
results from the chosen accounts (materials + change in inventory, personnel 
costs, gross margin, administration, operating profit, and receivable accounts). 
The accounts net sales and total indirect attained by the ANN model are also 
on average within the true and fair view. The worst case was the account trade 
debt. The results of trade debt were fairly poor when comparing them to other 
account values. The reason for this might be that the trend of the trade debt 
does not follow the dynamics of the other account values and therefore the 
ANN-model was not able to predict the trade debt values as well as the other 
account values. For example, the average change of the trade debt values from 
the last training period to the test period is big, 20%. At the same time, the 
average change of all other accounts from the last training period to test period 
is 6%. Another reason for the poorer learning ability might be the fact that the 
trade debt account is the only big credit account in the data. Moreover, one 
explanation for this odd behaviour of the trade debt might be that the 
manufacturing company has bought raw material when it has been inexpensive 
or easily available. Also, when the company has been a little short of money it 
has delayed the payment of the trade debt. Those were some explanations why 
the trend of the trade debt was not as stable as the trend of other accounts. 
When an account behaves like this it is of course also a hint to the auditor to 
pay more attention to that account. ANNA.032 gave slightly better results with 
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the smaller difference range. So with more months and with a more 
sophisticated learning method the results were better. 

ANNA.032 was selected for further investigation. It was tested by seeding 
fictitious sales in May, which means that the net sales and the receivables 
should go up while others do not. ANNA.032 detected the error, when the 
amount of seeded error was 5% of the year’s average net sales in two ways. In 
the case of fictitious sales the RMSE went up from 0.142205 to 0.162205 and 
the target values were unusually high and they were not inside the 10% limit 
in May. One might argue that the amount of seeded error is relatively high and 
the change in the RMRE is not so informative. Therefore the results were 
illustrated both by a graph on the computer screen and in the tables. This 
illustration is for monitoring and should tell whether further audit is required 
or not. More detailed results can be found in (Koskivaara 2000a). 

The weaknesses of these ANNA versions were that their results were not 
compared to any other methods and that the results were counted from the 
scaled values. Therefore, the design of the comparison methods for ANNA 
was started. Before that I studied the effects of the different pre-processing 
methods.

6.5 Pre-processing data for  ANNA-model (ANNA.04)

Successful data pre-processing speeds up neural networks learning and gives 
better and more general results. Swingler (1996, 48–50) suggests four pre-
processing models for data: linear scaling, linear normalisation, logarithmic 
scaling, and softmax scaling. A linear scaling function moves the data from 
one interval to another interval. In a linear normalisation the data can be 
normalised, for example, using the average and the standard deviation (i.e. the 
inputs and targets have the zero average and unity standard deviation). In 
logarithmic scaling the data is first moved to the logarithmic values and then 
scaled from one interval to another interval. Softmax scaling squashes 
unevenly distributed data into an appropriate range: values, which are far from 
the average, are squashed most and a larger standard deviation requires a 
larger degree of scaling. 

Linear scaling has the advantage of preserving the relative position of each 
data point along the range. This means that with the linear scaling the original 
and normalised values are one-to-one. Therefore, this scaling does not move 
any relevant information from the data before it is fed into the neural network. 
Hence this scaling was selected for further investigation. Especially, the four 
different alternative linear scaling methods were investigated: all together, on 
a yearly basis, on a company basis, and on a yearly and company basis.
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ANNA.04 was built and tested using financial statements from 31 
manufacturing companies over four years. Five of the companies were 
selected to the test set. From the AR point of view the model compares 
information of a firm with similar information for the industry in which the 
organisation operates. A large Finnish bank provided the sample data for the 
research. Sixteen income statement accounts, which represent the major 
financial statement categories and the average number of staff, were included 
in the study. The training data set consisted of 25 companies and their 
financial statement values and other variables from four years. The remaining 
six companies and their financial statement values and variables were divided 
into the training and the testing set so that the first three years were put into 
the training set, and the fourth year's variables were left for testing. 

Firstly, all the data were scaled linearly. The reason for this was that the 
existing dynamics and relationships between all the variables should be kept 
totally one-to-one. In a case where there were any trends and relationships 
between the years and companies the ANN model might recognise them. In 
this case all data should always be checked and maybe pre-processed before 
entering new data into the support system. 

Secondly, the data were pre-processed linearly on a yearly basis. The 
assumption in this case was that it is easier for the ANN model to learn the 
dynamics and relationships between the variables if the year effect was 
minimised on a yearly basis pre-processing. In this case when the year or other 
selected period is closed there is no need for data re-pre-processing. 

Thirdly, the data were pre-processed linearly on a company basis. The 
assumption in this case was that it was easier for the ANN model to learn the 
dynamics and relationships between the variables if every company has its 
own sliding scale. All new data should be pre-processed when entered into the 
support system. 

Fourthly, the data were pre-processed on a yearly and company basis.
Correspondingly, the assumption in this case was that it is easier for the ANN 
model to learn the dynamics and relationships between the variables if every 
company had its own sliding scale on a yearly basis. The data from the period 
are ready after one pre-processing. 
The results differed depending on what pre-processing method was used. The 
best results were achieved when all the data were scaled either all together or 
on a yearly basis. More detailed results can be found in Koskivaara (2000b). 
The weakness of the study was that the results are not compared to any other 
methods.
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6.6 SOM-model

I also wanted to explore how an unsupervised neural network, especially 
Kohonen's self-organising map (SOM), can be used in the visualisation of
accounting data for analytical review purposes. I used the SOM for clustering 
ten years’ monthly income statements of a manufacturing firm. I used the
same accounts as in ANNA.02. 

I studied the account clusters and the yearly tendency in the data with the 
help of hexagonal lattice and the feature planes of the maps. I found that the 
data sets of various accounts and various years formed their own groups. In
Figure 6.2, the SOM-map is on the left and on the right I have identified and
named clusters according to the accounts these clusters contain. Thorough 
analysis of the accounts and the results are in Koskivaara (2004b). I labelled
the last two years’ accounts to see whether the accounts are close to each other 
and to name the clusters. I identified four main clusters: revenues, margins, 
costs, and trade debts. These clusters consist of the input variables with 
similar characteristics. 

Trade debts
Revenues

Costs

Margins

Trade debts
Revenues

Costs

Margins

Figure 6.2 The SOM-map and the clusters on the map

This algorithm can discover features that may be used to classify a set of 
input vectors. Or, this algorithm may reveal something about the data that 
might be left hidden otherwise. Therefore, the SOM can be a visual aid for
classifying and clustering accounting data sets, and it reveals if some cluster 
contains data that a priori should not be in it. Hence, it can be used for
signalling unexpected fluctuations in data. SOM could also be a tool for 
studying the relationships among elements of information. Therefore, the 
SOM could be a possible technique embedded in the continuous monitoring
and controlling tool. However, it could take some time before auditors accept 
this kind of approach to support their analytical procedures. As discussed 
earlier, the SOM could also be used for classifying the accounts into 
homogenous groups, which then can be inputs for a supervised ANN-system.
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6.7 Construction of ANNA 

The earlier version of ANNA seemed promising for supporting analytical 
review process. However, I needed a more flexible and effective environment 
to evaluate ANNA than Neuralyst was able to provide. Therefore ANNA was 
prototyped. The elements of ANNA are discussed in more detail in the 
following sections. 

6.7.1 Learning algorithm 

ANNA uses the supervised training method with the resilient backpropagation 
(RPROP) training algorithm with sigmoid function, which is one of the most 
efficient algorithms on pattern recognition problems (Demuth & Beale 2000). 
In my study I try to recognise patterns of different accounts by training an 
ANN with input–output data in order to approximate the underlying rules 
relating the input account values to the output account values. The selection of 
the RPROP learning algorithm is reasonable, since this algorithm was 
designed to overcome the difficulties caused by training with sigmoid 
functions, which have very small slopes when operating far from the centre 
point. Therefore, the RPROP has similarities to the adaptive learning rate 
described in section 4.4.1. Furthermore, the RPROP is not very sensitive to the 
settings of the training parameters, which might help to find some general 
values for the training parameters. The RPROP uses a batch training algorithm 
and therefore requires minimal storage. As mentioned in section 4.4.1, in the 
batch training weight updating is performed after the presentation of all the 
training examples that constitute an epoch. Moreover, as the account values in 
my prototype are presented to the network in a time series manner, the use of 
holistic updating of weights makes the search of weights occasional in nature. 
This in turn makes it less likely for the network to be trapped in a local 
minimum.

Training parameters included in the model are training cycles, weight
decay, delta0, and max delta. Training cycles refer to the number of training 
runs needed to complete the task. Smaller values can give the prediction 
results faster which can sometimes be advantageous. The weight decay, which 
is used by default, is very useful in the training, as it reduces overlearning and 
therefore increases the generalisation ability. Delta0 and max delta are 
parameters specific to resilient backpropagation. They are the initial step size 
and the maximum step size, respectively. The optimal parameter values vary 
depending on the data, the amount of training cycles, and the network 
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architecture. Figure 6.3 illustrates the options window in the system in which
these parameters are determined before the ANN is trained. 

Figure 6.3 Option-window in the system (screen copy) 

6.7.2 Choice of ANN architecture 

The ANN architecture used in ANNA is a fully connected feedforward 
network with a maximum of three hidden layers. The specific network
architecture is determined by a number of choices. 

ANNA has two options regarding the choice of input variables given to the 
network: the single variable option (Figure 6.4) and the multiple variables 
option (Figure 6.5). With the single variable option, each monthly account 
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value is predicted from the previous months' values of that account only. With 
this option, it is possible to predict only that single variable, and therefore 
there can be only one output variable. With the multiple variables option, each 
account is predicted from the values of all accounts in previous months. The 
output variables can be done either by one account at a time or all accounts at 
the same time. In the former case a separate ANN will be trained for each 
account. In the latter case, there is a single ANN with all the accounts in the 
input and output layers, i.e. multiple input–multiple output (MIMO) system. 

Figure 6.4 Single variable Figure 6.5 Multiple variables

The number of input months in ANNA may vary from one to twelve. 
Therefore, ANNA uses a flexible one-step-ahead prediction model. A month
indicator shows the number of previous months given as inputs. This means
that in ANNA the monthly account values of the organisation are regarded as 
a time-series and the aim is to recognise the models in the monthly account
values. The goal is to predict the value of a certain account for one year in the
future.

6.7.3 Data processing

In the ANNA-system the data is pre-processed by a linear transformation to a 
[0,1] range either one account at a time (locally) or all the accounts at the same 
time (globally). When only one account at the time is equalised, the value 0
would refer to the smallest value in the particular account, and 1 to the largest. 
When all the accounts at the same time are equalised, 0 and 1 would refer to 
the minimum and the maximum of the entire data. As mentioned earlier, the
linear transformation has the advantage of preserving the relative positions of 
each data point along the range (Swingler 1996, 31). I selected this scaling 
procedure because I wanted to hold the relative information between account 
values when feeding them to the network in order to let the ANN approximate
the unknown input–output mapping of the account values. The output data of 
ANNA is post-processed. The post-processing helps the comparison of results 
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and the outputs of ANNA resemble actual values, which might be an 
advantage in analytical review. 

6.7.4 Evaluation criteria of ANNA 

As mentioned in the introduction, research has consistently indicated that 
auditors prefer simple scanning, reasonableness tests, and ratio analysis to a 
sophisticated statistical or mathematical model in AR (e.g. Ameen & Strawser 
1994; Cho & Lew 2000; Fraser, Hatherly & Lin 1997; Turpiainen 1994; Lin, 
Fraser & Hatherly 2003; Lin & Fraser 2003). This is true also in the 
organisation that provided me with the data for building and evaluating 
ANNA. One explanation for the popularity of SQTs might be that they are 
quite straightforward and require only a few calculations. The AR procedures 
and techniques were discussed more thoroughly in sections 1.2 and 3.2. 

There are three reasons for selecting the following evaluation metrics for 
the results achieved with the ANN-system. First, as SQTs play a fundamental 
role in the AR process in practice, they are selected as the basis for the 
comparison metrics for the ANN-system. Second, these comparison metrics 
are based on the nature of analytical procedures in auditing given in ISA 520. 
Third, the inner core of the ANNA is based on time trend, which could be 
classified either under the SQT or AQT depending on the utilized technique. 
The abbreviations in brackets and explanations of the comparison metrics used 
in this study (= traditional AR methods) are as follows:

Previous year's value (PYS) is the same value from the previous year. 
Average of previous years (AVE) is the average of the same account 
values from all the previous years. 
Average delta prediction (DELTA) calculates an average of the monthly 
changes from previous years and makes predictions by adding the 
change to the account value of the previous month. 
Zero delta prediction (ZERO) values are the same as in the previous 
month.
Combined trivial method (CTM) combines the above mentioned simple 
prediction models. 

The predictions of these comparison metrics are made immediately when a 
data file has been loaded into the system. The predictions are displayed in the 
data analysis window. After the training of the ANN-system is finished it is 
possible to analyse the ANN’s prediction results together with these 
comparison metrics in the data analysis window. In effect, I have six 
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populations, one population associated with each method (i.e. ANN, CTM,
DELTA, AVE, PYS, ZERO). 

6.7.5 System environment

ANNA has been developed and tested in a Linux environment. It works
currently under Linux with the KDE1 desktop environment. It has four main
windows: a file, a data analysis, an option, and a help window. Figure 6.6
depicts the main window of the system.

Figure 6.6 Main window of the system (screen copy) 

It is possible to open the loaded data files from the file window. This data 
analysis window allows either viewing the prediction error statistics (see 
Figure 6.7) or plotting the prediction results together with the actual values 
(see Figure 6.8). It is also possible to illustrate the limits for the values 
achieved with ANNA, see dotted lines in Figure 6.8. The training settings for
the ANN-system are in the option window (see Figure 6.3). Once the training 
settings for the model are determined it is possible to train the ANN model 
from the data analysis window. After the training is finished it is possible to 
view the ANN's prediction results in the data analysis window. When the 
network has been trained with a particular data set, it can be saved as a file. A 
previously saved ANN can be restored from the file window. From the help 
window one can find the manual of the system. 
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Figure 6.7 Prediction statistics of the system (screen copy)

Figure 6.8 Actual monthly costs of all patients and the ANN predictions

(screen copy)
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7 EVALUATING ANNA 

In this chapter I compared the expectations, i.e. monthly account values, 
formed with the ANN-method and with the conventional AR methods. The 
results of ANNA are also compared with budget values. Finally, the 
implementation framework for the model is proposed. 

7.1 ANNA for different units 

The ANN-system was evaluated with the monthly data of ten units from one 
big municipality. Internal auditors and managers of the municipality assisted 
in the evaluation process. The data was from the six health care services (HS) 
units, the social welfare (SW) unit, the office facilities administration (OFA) 
unit, and from the port of town (PT) unit. The data was five to seven years' 
operating monthly account values from these units. The year 2001 was 
selected as the testing period and all the previous years were used for training 
the ANNs. The performance was evaluated with the comparison methods 
described in section 6.7.4. Furthermore, ANNA was assessed with the 
budgeted yearly account values. Survey of Johnson and Johnson (1995) 
proposed budget-to-actual comparison of financial data in municipal audit. 

In the raw data there were hundreds of accounts per unit. For the evaluation 
only those accounts that had entries in all the training and testing years were 
used. The numbers of accounts per unit ended up with a range of 29 to 157. 
For every unit two different kinds of models were built based on different 
account selection criteria. It was decided that the numbers of accounts per 
model were to be around ten in order to keep models user-friendly. First, those 
accounts per unit that were most stable compared to the previous year's values 
were selected. In most of the cases these accounts were the largest and most 
significant ones, such as salaries and salary-related accounts. These models 
were called A-models. Secondly, the internal auditors selected those accounts 
that were the most interesting from the auditing point of view. These models 
were called B-models. These selection criteria formed twenty models. Table 
7.1 presents the average ANN-architecture of the ANNA. The more detailed 
architectures are found in Koskivaara and Back (2003). The average training 
cycle, 2100, is not high, but neither is the amount of the data. The weight 
decay is quite close to one and the reason for that is that the data fluctuates 
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somewhat. This fluctuation is a reason for a low delta0 value. Multiple 
accounts were as input values and as output values 19 times, this indicates that 
the ANN utilises the relationships and dynamics between account values. The 
data are mostly equalised one account at a time; i.e. the values of the different 
accounts are in many cases far away from each other. On average there were 
no differences in the architectures between A- and B-models. 

Table 7.1  Average ANN-architecture of ANNA 

Average training parameters: 
Training cycles: 2100 
Weight decay: 0,96 
Delta0: 0,17 
Max delta: 50 
ANN architecture (topology): 
Inputs – Outputs: multiple – multiple accounts 19 times 
Inputs – Outputs: single – single accounts one time 
15 times one previous month data 
4 times 12 previous month data 
One time two previous month data 
Data equalisation: 
17 times one account at a time 
3 times globally 

Table 7.2  Average errors in money 

Model ANN-error Next best error Name of the method
HS1-A 1138 1269 CTM
HS1-B 3339 3527 CTM
HS2-A 2122 2170 CTM
HS2-B 2747 2944 PYS
HS3-A 1061 1201 CTM
HS3-B 1001 1027 CTM
HS4-A 1434 1471 CTM
HS4-B 277 268 AVE
HS5-A 6966 6532 CTM
HS5-B 7452 8640 AVE
HS6-A 2504 2581 PYS
HS6-B 2085 2103 AVE
SW-A 43880 46858 CTM
SW-B 22844 25417 CTM
OFA1-A 164569 155803 DELTA
OFA1-B 159156 165129 AVE
OFA2-A 154646 170119 CTM
OFA2-B 79382 80702 PYS
PT-A 127367 160502 PYS
PT-B 49444 94610 PYS

The ANN-method had better prediction accuracy with the lowest average 
errors in money than other AR methods used in the study (see Table 7.2 and 
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Figures 7.1 and 7.2). The ANN-method outperformed the second best method
(CTM) in 19 out of 20 cases. The ANN-models also had the lowest standard
deviations, which indicates that the ANN-method predicts more consistently. 
In Figure 7.3 the inner radars belong to the ANN-method and are smaller than 
the bigger radars, which belong to the CTM-method.
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At the top of Figures 7.4 and 7.5 are the yearly average errors of the ANN-
method and the budget method in percentages. The average error of the ANN-
method was 12%, and the average error of the budget was 19%. The biggest
average errors % are in the HS3-A and HS4-B cases, although in money they
are not the biggest error. The explanation might be that only one unexpected
cost has turned the situation upside down. At the bottom of these figures are 
the yearly budget, actual, and ANN-method values. The deeper the pillar is the 
bigger the cost is. In four cases, HS2-A, HS2-B, HS5-A, the budget value is
the biggest and the ANN-value is the smallest. These raise questions, why
have the costs been cut down during the period, or has something failed to 
full? The ANN-method is very able to compete with the budget method. The
ANN-method is especially competitive in cases where the budget values are 
missing for one or another reason. 
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7.2 ANNA for modeling

The average results of ANNA were good compared to the related results, but 
there were no significant differences between the AR methods. Therefore, the 
evaluation of the ANN-method was duplicated with new data. Once again, I 
tested the ANN-method’s modeling accuracy in the monthly account values
and compared the results with the simple quantitative AR methods using real 
world data. The prediction accuracy of the ANN-method is compared to the 
results of the traditional AR methods (i.e. PYS, AVE, DELTA, DELTA, and 
CTM) described in section 6.7.4.

This time the unit from the municipality was selected with the help of their 
executive management. Eight years' monthly account values were collected 
from this unit. The data for year 2002 was held out for testing and all the data 
from the previous years were used for training the ANNs. Once again in the
raw data there were hundreds of accounts. However, only those accounts that 
had entries in all the training and testing years were used. From these accounts
the management of the municipality unit selected the accounts which they 
thought were the most significant. 

Although it is doubtful from the auditing point of view to let the 
management of the organisation select those accounts that should be audited it
is acceptable in a research setting. The management of the organisation should
know which accounts follow the trends best and are related to each other. 
However, in principle, all the accounts should be audited in one way or 
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another. Therefore, this selection basis might give the auditor an idea of which 
accounts would be the most suitable for the ANN-assisted auditing. Indeed, 
researchers have also proposed AR procedures to management accounting for 
controlling operations (Lee & Colbert 1997; Colbert 1994). 

The number of accounts ended up as 25. They were divided into three 
models according to the level of account category and specialities. 
ANNA.USE includes three accounts from the upper levels. The accounts 
include all expenses of outpatients and bed patients as well as the total costs of 
all patients. These account values had the biggest entries in this data sample. 
ANNA.ONE includes eleven accounts from the outpatients’ ward. The 
specialities are internal diseases, neurology, pulmonary diseases, surgery, 
gynaecological diseases, eye diseases, otolaryngology, psychiatry, adolescent 
psychiatry, and child psychiatry. ANNA.TWO includes the accounts from the 
same eleven specialities from the bed patient ward. These account values in 
ANNA.ONE and ANNA.TWO are from a lower account category level than 
in ANNA.USE. 

7.2.1 Training options for ANNA 

Table 7.3 presents the optimal network training parameters achieved for the 
ANN-models. The values of the training parameters were similar to the 
previous study. However, the training parameters were the same for all the 
ANN-models. The training cycles per model were 1000. This is not a high 
value, but neither is the amount of the data per models. The value of the 
weight decay was 0.99999 and the delta0 values were 0.1. These indicate the 
fluctuating nature of the data. Max delta was 50 in all the cases. 

Table 7.3  Training parameters 

Training Weight Delta0  Max 
ANNA Cycles Decay Delta
USE 1000 0.99999 0.1 50
ONE 1000 0.99999 0.1 50
TWO 1000 0.99999 0.1 50

Table 7.4 presents the network architectures per models. The models have 
multiple variables as inputs and outputs. The models have the biggest 
difference in the number of the month indicator input. Either one, four or five 
previous months’ data is given as input. All the models have one hidden layer. 
The data in ANNA.USE and ANNA.TWO were equalised globally, while the 
data in ANNA.ONE was equalised one account at a time. 
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Table 7.4  Network architectures 

Inputs Outputs Input Data Neurons in 
ANNA months Equalisation Layers 
USE Multiple Multiple 1 Global 15–8–3 
ONE Multiple Multiple 5 Local 55–11–11 
TWO Multiple Multiple 4 Global 44–11–11 

7.2.2 Comparison of the AR methods 

A good measure of the accuracy of the methods is to compare the average 
errors and their standard deviations in the holdout group. Table 7.5 presents 
these values of all the methods used in this study. The ANN-method has in 
each case the lowest average error in money and the lowest standard deviation. 
This indicates that the ANN-method has the best average prediction accuracy. 
The lowest standard deviation illustrates that the values of the ANN method 
are less dispersed from the average value. So, the ANN-method predicts 
monthly account values more consistently than the conventional AR methods 
in the study. Based on the average errors and the standard deviations in money 
it seems that the ANN-based system’s expectation values for monthly account 
values are the closest to the actual monthly account values. But is there a 
significant difference between the ANN-based expectations and the 
expectations achieved with the traditional AR methods38.

Table 7.5  Average errors and standard deviations of the AR methods 

ANNA ANN CTM DELTA AVE PYS ZERO
USE: average error 279540 396297 352831 752253 358826 365795 
USE: standard deviation 214154 271171 273852 413668 294126 301408 
ONE: average error 23383 29404 33580 46568 32832 33726 
ONE: standard deviation 5395 7727 9785 7937 7573 9745 
TWO: average error 34261 63304 66100 61884 54474 68347 
TWO: standard deviation 5340 10243 10528 9358 6879 10766 

As mentioned earlier, in effect, I have six populations, one associated with 
each method (i.e. ANN, ATM, DELTA, AVE, PYS, ZERO). I will test the 
following hypothesis: 

                                             
38 The statistical differences between the populations are studied with the help of SPSS for Windows 
11.5 computer program. 
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H0: There is no significant difference between the expectations in the 
monthly account values of the ANN methods and the conventional AR 
methods.

If H0 cannot be rejected, I will not have evidence to conclude that the ANN-
based system differs from the traditional AR methods. However, if H0 can be 
rejected, I will conclude that the ANN-based system differs from the 
traditional AR methods. 

The methodology for the parametric matched-sample analysis, the t test on 
paired differences, requires quantitative data and the assumption that the 
population of differences between the pairs of observation is normally 
distributed (Anderson, Sweeney & Williams 1999, 813). The skewness and 
kurtosis of the pair observations are in Table 7.6. In general, a skewness value 
greater than one indicates a distribution that differs significantly from a 
normal, symmetric distribution, i.e. the differences in ANNA.USE are 
normally distributed. With this assumption, the t distribution can be used to 
test the null hypothesis of no differences between the population averages in 
ANNA.USE. The differences in ANNA.ONE and ANNA.TWO are not 
normally distributed. Therefore in the cases of ANNA.ONE and ANNA.TWO 
the nonparametric Wilcoxon signed-test is used (Anderson, Sweeney & 
Williams 1999, 813). 

Table 7.6  Skewness and kurtosis of the pair observations 

Skewness Kurtosis
Statistic Std. Error Statistic Std. Error 

Difference: USE: ANN–CTM -0,694 0,393 1,808 0,768
Difference: USE: ANN–DELTA -0,306 0,393 -0,176 0,768
Difference: USE: ANN–AVE  0,146 0,393 0,630 0,768
Difference: USE: ANN–PYS -0,471 0,393 0,456 0,768
Difference: USE: ANN–ZERO -0,213 0,393 0,643 0,768
Difference: ONE: ANN–CTM -5,345 0,211 58,662 0,419
Difference: ONE: ANN–DELTA -7,192 0,211 65,210 0,419
Difference: ONE: ANN–AVE -4,213 0,211 35,661 0,419
Difference: ONE: ANN–PYS -4,679 0,211 48,903 0,419
Difference: ONE: ANN–ZERO -6,932 0,211 61,956 0,419
Difference: TWO: ANN–CTM -6,467 0,211 48,301 0,419
Difference: TWO: ANN–DELTA -4,958 0,211 31,845 0,419
Difference: TWO: ANN–AVE -3,295 0,211 13,788 0,419
Difference: TWO: ANN–PYS -3,662 0,211 22,586 0,419
Difference: TWO: ANN–ZERO -5,797 0,211 41,168 0,419

As shown in Table 7.7, there is a significant difference between the ANN-
method and the traditional AR methods at the 0.05 level in four (in bold) out 
of five cases in ANNA.USE. Therefore, H0 can be rejected in these cases. 
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There was no significant difference between the account values achieved with 
the ANN-system and with the PYS-method. 

Table 7.7  Prediction accuracy of ANN-methods vs. AR methods in ANNA.USE 

Paired Samples Test 
t-value df Sig. (2-tailed) 

ANN – CTM -2,448 35 0,020 
ANN – DELTA -2,125 35 0,041 
ANN – AVE -6,416 35 0,000 
ANN – PYS -1,651 35 0,108 
ANN – ZERO -2,293 35 0,028 

As shown in Table 7.8, there is a significant difference between the ANN-
method and the traditional AR methods at the 0.05 level in eight (in bold) out 
of ten cases in ANNA.ONE and ANNA.TWO. Therefore, H0 can be rejected 
in these cases. There was no significant difference between the account values 
achieved with the ANN-system and with the CTM-method or with the ZERO-
method in ANNA.ONE case. 

Table 7.8  Prediction accuracy of ANN-methods vs. AR methods 

Test Statistics of ANNA.ONE and ANNA.TWO
Wilcoxon Signed Ranks Test Z Asymp. Sig. (2-tailed)
ONE: CTM – ONE: ANN -1,835 0,066
ONE: DELTA – ONE: ANN -1,978 0,048
ONE: AVE – ONE: ANN -7,370 0,000
ONE: PYS – ONE: ANN -3,012 0,003
ONE: ZERO – ONE: ANN -1,606 0,108
TWO: CTM – TWO: ANN -5,583 0,000
TWO: DELTA – TWO: ANN -4,731 0,000
TWO: AVE – TWO: ANN -4,717 0,000
TWO: PYS – TWO: ANN -4,954 0,000
TWO: ZERO – TWO: ANN -5,764 0,000
Z=Based on negative ranks. 

7.3 Weak market test of ANNA 

Kasanen, Lukka, and Siitonen (1993) present a three-level market test as a 
validation method of constructions. The weak market test answers the question 
whether any manager responsible for the financial results of his or her 
business unit has been willing to apply the construction in question in his or 
her actual decision-making. The semi-strong market-test answers the question 



104

whether the construction has become widely adopted by companies. The 
strong market test answers the question whether the business units applying 
the construction systematically produced better financial results than those 
which are not using it. The weak market test suits the validation of prototypes. 
The semi-strong and strong market tests are more appropriate in the product 
development and technology transfer phases. 

My first intention was to test ANNA in real auditing situation, however, I 
did not get enough companies to commit themselves to the project. My second 
intention was to test ANNA in a firm of accountants. I contacted several 
accountancy companies. The smaller companies were ready to cooperate, but 
they did not have enough data. The bigger ones were not ready to cooperate, 
and they appealed to the confidential nature of their business relationships. 
Therefore, ANNA was evaluated with the data achieved from the public 
sector.

Within the evaluation process, the ANNA-system and its results were 
shown four different times to the internal auditors of the municipality. Two 
times the meeting was held together with the unit executives of the 
municipality. The main feedback from these discussions was that this kind of 
system could support the analytical review process. However, it should work 
quite automatically and monitor unusual expectations in the records and only 
give alarms when something is wrong. 

7.4 Implementation framework for the model 

Figure 7.6 depicts the framework of the ANNA-system in accounting data for 
continuous auditing purpose, which was discussed in section 3.3. This system 
could work in users’ workstations or on the web. And the system would pick 
up the necessary data from the accounting data warehouses. In general, this 
accounting data should illustrate the business process. ANNA takes advantage 
of the data that already exists in accounting systems. It utilises the data and 
constructs expectations which can be either values or visualised pictures of the 
models in the data. The system could give new kind of information to analysts 
and therefore make the interaction between a human actor and information 
system more valuable. 

Generally, the human actors may refresh ANNA in three ways. Firstly, they 
can make changes in the business processes. For example, allocate the use of 
material in the accounting system more timely. Secondly, they can correct, for 
instance, the faulty accounting records. Thirdly, a human actor may refresh the 
ANN-system either by changing the parameters and the network architecture 
in the model or by changing the variables of the model. 
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ANNA could serve a continuous monitoring and controlling purpose as 
follows. It could automatically give, for example once a month, a report of 
those accounts which follow the trend (i.e. are inside a certain percentage or 
money limits) based on the ANN-method and two conventional AR methods.
Furthermore, it could raise the alarm to those accounts which occasionally 
either start or stop to follow the trend. Then the user may plot those accounts
on the screen to see and decide whether further investigation or action is
needed. The investigation should include statistical sampling of the data in 
order to cover all the data statistically. 

In any case users have to remember that the adaptability of an ANN-system 
implies that we should not allow an ANN to operate as a static tool. The ANN-
system has to be refreshed continually when new data is entered into the 
system. For example, data gathered from the completed real audits with 
reasonably well know results could be used to develop and refine the ANN-
system.

7.5 Limitations of the research 

Since ANNA was built for a specific situation, it had a limited view of an AR 
procedure. The developed prototype focused on the monitoring models in the 
monthly data. Therefore the prototype had a narrow view of all the material
control in auditing. Hence, other control indicators could produce some other 
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auditing tasks. In spite of these limitations, the prototype is appropriate for my 
research aims since it highlights the building and evaluation process of an 
ANN-based system for AR. Furthermore, the development process assisted in 
highlighting the possible benefits, problem areas, and limits of this type of 
ANN-system.

Although, ANNA had the best and most consistent prediction accuracy and 
some general guidelines for modelling were found, some limitations occurred. 
It seems that every ANN-model needs to be trained individually. ANNA also 
used a limited number of accounts and a limited amount of data. However, this 
is also a common feature in other ANN-studies in auditing. Moreover, 
companies do not store the data forever, and even if the data are available very 
old data might not be so relevant. 

The best results were achieved when the management of the organisation 
selected the accounts. This is not surprising: the management of the 
organisation should know which accounts follow the trends best and are 
related to each other. However, from an auditor’s point of view this result is 
doubtful because auditors have a mandate from the owners to also control the 
management of the organisation. Nevertheless, researchers have stated that 
AR procedures are tools which also the management could use as a part of its 
control (Lee & Colbert 1997; Colbert 1994). A management accountant could 
effectively utilise the same benefits of AR procedures that auditors do. If AR 
procedures are applied before the amounts are integrated into the financial 
statements and prior to auditors’ investigations, possible faults can be 
corrected in time. 
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8 CONCLUSIONS 

The purpose of this thesis was to research whether artificial neural networks 
(ANNs) are feasible for supporting analytical review (AR) in auditing. In order 
to realise the purpose of the research, an ANN-based system was built as a 
computer program with monthly accounting data. The ANNA-system was 
developed using an iterative approach to answer the following research 
questions: 1) How to model an ANN-based monthly account predictor? 2) 
How to illustrate the monthly account models for auditing purpose? 3) How to 
construct the ANNA-system? 4) Which criteria should be used in evaluating 
the ANNA’s capability to model monthly account values? 5) How good is the 
ANNA-system based on these criteria? The ANNA-system was iteratively 
constructed with five different data selection basis: literature, CPA-auditor, the 
biggest and most stable accounts compared to the previous year’s values, 
internal auditors, and the management of the organisation. 

The research started by considering the demands of today’s business 
environment set for auditors. Auditors are faced with a dilemma. On one hand 
they are asked to prevent manipulation of the accounting data. On the other 
hand hangs the reality that auditing is a competitive business, subject to the 
same demands for profitability and the return on capital as other businesses. 
These economic demands create a conflict for auditors by constraining their 
ability to prevent data manipulation. In fact, Enron and its aftermath hit the 
headlines and put the reputations of auditors to shame. Although AR is one 
way to increase the effectiveness and efficiency of auditing, research has 
consistently indicated that auditors prefer simple scanning, reasonableness 
tests, and ratio analysis to sophisticated statistical or mathematical models in 
AR (Lin, Fraser & Hatherly 2003; Lin & Fraser 2003). Auditing by 
expectations on a continuous basis is proposed as a solution for monitoring 
actual values (Woodroof & Searcy 2001). Furthermore, Vasarhelyi, Kogan, 
and Alles (2002) argue that while many believe that a well-performed 
traditional audit could have detected many of Enron’s operational problems, a 
well-performed continuous audit would have brought them to light much 
sooner. Besides, the development of IT makes the use of advanced methods 
easier and more cost effective. The current research argued that one possible 
way to develop continuous auditing is to develop AR tools and that they could 
be applied in the continuous monitoring context and that the ANN-technique 
is feasible for developing expectations for accounting data. 
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In order to build and evaluate the ANN-based system different kinds of 
research approaches were examined to achieve a coherent basis for the 
research process. These approaches were as follows: the constructive research 
approach, the design science research approach, the systems development 
approach, the development cycle approaches, and the spiral model approach. 
Different parts of these approaches were utilised to build and evaluate the 
ANN-based system. The constructive research approach gave the general 
guidelines with its seven phases. The design science research approach 
provided a basis for the research questions and activities. The systems 
development approach presented the accumulative research process of the 
information system. The development cycle approaches gave the main phases 
of the ANN development process. Altogether, the development process has 
been an evolutionary spiral approach with several iterations. 

The ANN technology was selected as a technical platform in order to form 
expectations due to the following reasons. ANNs are data driven and they 
learn from examples. They are good at handling data, and once trained, they 
can predict and classify new examples very quickly. ANNs provide a non-
linear dimension that captures the underlying representations within the data 
sets. They might reveal something in the data that is left hidden otherwise or 
they might find a function between data items that is hard to find with other 
techniques. Therefore, auditors may benefit from applying ANNs in revealing 
trends in accounting data or in the comparison of accounting records. In brief, 
auditors may benefit from the ANN’s ability to learn from data to support the 
auditors’ experience and knowledge about a client company. 

Parallel with the development of the ANNA-system, both the research 
domain, i.e. analytical review in auditing and the ANN-research in auditing 
were analysed. The AR is a way of thinking and behaving to obtain audit 
evidence with the help of analytical procedures, in which again some special 
techniques, such as ANNs, might be embodied. The timing and purposes of 
analytical procedures as well as the characteristics of different kinds of AR 
techniques differ. The understanding of the AR procedures and techniques 
helps auditors to choose the best and possible AR tools and the level of 
application. Continuous auditing was proposed as a possible audit domain for 
AR tools. 

The review of ANN-research in the auditing gave a summary of what has 
been done in this field. The ANN-application areas in auditing were detecting 
material errors (six studies), detecting management fraud (three studies), 
supporting going concern decision (five studies), and determining financial 
distress problems (one study). ANNs have also been applied to internal control 
risk assessment (three studies) and audit fee forecasting (one study). All the 
researches fit into AR procedures. Most of the authors state that the ANNs 
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have the potential to improve the AR procedure. Indeed, the analysis revealed 
the open ends in the field and unveiled what kinds of ANN-models have been 
applied to auditing purposes. This research tended to fill the following open 
ends.

No ANN-research in the auditing field has previously compared ANN-
based results to the budgeted values, although comparison of the current 
information with the budget or forecast is mentioned as one possible AR 
procedure. In Koskivaara and Back (2003) the results of the ANN-based 
system were compared with the budgeted values of the management. 

Comparison of current information with ANN-based information based on 
similar information for prior periods was very common in the auditing ANN-
studies. My research is a continuation of the line of research that Coakley and 
Brown (1991a) started on. They used monthly aggregated data based on 
financial statements whereas my research used the real operational monthly 
data (Koskivaara & Back 2003; Koskivaara 2004c). 

My studies were the first studies to apply the resilient backpropagation 
(RPROP) training algorithm (Koskivaara & Back 2003; Koskivaara 2004c) 
and the SOM algorithm to analysing monthly account data sets for auditing 
purposes (Koskivaara 2004b). 

While the pre-processing has an effect on what the network learns and the 
successful data pre-processing might speed up ANNs’ learning and give better 
and more general results, the effect of pre-processing has not been studied in 
an auditing context. The ANNA-model was tested with financial statement 
values and different pre-processing models were compared (Koskivaara 
2000b).

The performance measure of auditing ANN-applications varied a lot and it 
was not always clear whether the performance was calculated from actual data 
or scaled data. Therefore, one aim of the current research was to receive 
further evidence on whether the ANN-method is better than the conventional 
AR methods with actual values. Furthermore, the visualisation of the results 
might give some added value to auditors. Hence, the aim of finding an 
appropriate way of illustrating data to reveal unexpected values was included 
in my research. 

8.1 Contributions of the research 

For example by Simon (2002) stressed that new technology can be used as a 
research instrument. He states that we would look on the new technology as 
better ways of understanding problems and finding solutions to the problems. 
My research focuses on auditors’ work in the sense that it tackles an important 
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and inherent aspect of auditors’ work: forming expectations to compare with 
client data. The expectations developed by the auditor are in the heart of the 
definition of analytical procedures. ANNs are an appealing technology 
embedded in the analytical procedures for forming expectations for auditing 
purposes. The precise application domain in AR was detecting material errors 
in the accounting data. Especially, the model attempted to monitor real 
operating data in order to model the monthly accounting data. 

The contribution of my research is in the intersection between two areas: 
AR and ANN, i.e. in using and testing a technique in an area where new 
techniques are urgently needed. The analytical review contribution includes:
(1) an analytical review theory synthesis (view of auditing with AR, synthesis 
from analytical procedures and from analytical review techniques, and their 
relationships for continuous auditing domain) and (2) a demonstration of the 
ANN-method vs. conventional AR methods for forming expectations for AR 
purposes. The ANN-technology in auditing contribution includes: (1) a 
comprehensive overview of ANN-studies done in the field of auditing and (2) 
building the model and choosing parameters for the ANN-based system for 
analytical review purposes, and building and evaluating the ANN-based 
system with several iterations. The contribution is discussed more thoroughly 
by answering research questions. 

According to March and Smith (1995), the research contribution lies in the 
novelty and the effectiveness of the artifact. The ANNA-system is a novel 
construction because of the following reasons. First, the research presented the 
first attempt to apply the flexible one-step-ahead prediction model in the 
auditing domain. The architecture of ANNA is a fully connected feedforward 
network with a maximum of three hidden layers. ANNA includes both the 
single variable options and the multiple variable options for the choice of input 
and output variables. Second, this research is a first attempt to apply the 
RPROP learning algorithm in the analytical review context. The prediction 
capabilities of ANNA were based on its function approximation capability 
from previous years. Third, ANNA was developed based on real world 
operating data with several iterations and with five different variable selection 
basis.

The scaling of the data has effects on ANN’s performance, i.e. it makes a 
difference how the data is pre-processed. In this study the best results were 
achieved in most of the cases by scaling the monthly data on an account basis. 
Furthermore, the linear scaling has the advantage of preserving the relative 
position of each data point along the range. The results of ANNA are 
presented both in tables and in figures on computer screen. It is also possible 
to illustrate the limits of ANNA (see dotted lines in Figure 6.8). 
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The evaluation criteria for the ANN-method were founded on the analytical 
procedures and AR techniques in use. The ANN-method had better and more 
consistent prediction accuracy than the conventional AR methods used in the 
study. The ANN-method had the lowest average errors and standard 
deviations. In some cases the difference was even significant in the favour of 
ANN-method. Indeed, the ANN-method was better than the organisation's 
budget method. 

However, the auditor must never trust on only one method. Therefore, 
ANNA could serve the continuous monitoring and controlling purpose as 
follows. It could automatically give, for example once a month, a report of 
those accounts which follow the trend (i.e. are inside a certain threshold value) 
based on ANN-method and two conventional AR methods. Furthermore, it 
could give an alarm of those accounts which occasionally either start or stop to 
follow the trend. Then the user may plot those accounts on the screen to see 
and decide whether further investigation or action is needed. To sum up, the 
ANN-method was able to compete with the conventional AR methods used in 
this study. Based on the results of the study and the literature review, it seems 
that ANNs are feasible techniques for supporting AR.

8.2 Managerial implications 

One advantage of this kind of ANN-system is that it can provide auditors with 
objective information about a client company. With the help of ANNA an 
auditor may focus substantive testing on the right places. 

ANNA can also prove to be a persuasive analytical tool when an auditor 
discusses problems with the clients and recommends changes in operations. 
Thus, the prototype illustrates an ANN's usefulness for effective 
communication which is important not only for every auditing system but also 
for the planning part of management. 

This kind of system could work on the web or on the user’s workstation 
using the data in the accounting databases. It could automatically report to the 
user about those accounts that follow the rules and alert about those accounts 
which irregularly begin or end to follow the trend. Therefore, ANNA is a 
possible future tool for continuous auditing and controlling. 

Furthermore, management accountants could apply ANNA to different 
accounts to search for figures that do not appear reasonable. If ANNA is 
applied before the amounts are integrated into the financial statements and 
prior to auditors’ examinations, possible faults can be corrected before they 
become problems. 
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8.3 Future work 

The future of ANNs in auditing is open and will be brighter as more and more 
research efforts are devoted to this area. There are many research questions 
and problems in this area. Are there any new application areas, such as 
authority checking and analysing minutes that would be suitable for ANNs? 
Budgets, forecasts, on-line analytical procedures, and data mining are areas in 
organisations where ANNs embedded in the systems may provide auditors 
with the business intelligent information they need to make decisions. 

How do we systematically build an appropriate ANN-based model for 
auditing problems? Although some guidelines from the literature have been 
derived, we are still generalising across problem areas. Replication of the 
studies using different architectures and data sets is needed to refine these 
guidelines within auditing application areas. Research is also needed to 
examine the circumstances under which ANNs perform better than other 
techniques. Are some training methods and algorithms more suitable than 
others for auditing problems? Generalisation from these limited experiments is 
difficult. Again, replication of the experiments and further research is needed. 

So far, only a few attempts have been made to combine ANNs with other 
advanced methods. Davis, Massey, and Lovell (1997) presented a construction 
of a prototype, which integrated an ES and an ANN in the control risk 
assessment domain. Additional research is clearly needed to evaluate the 
efficacy of hybrid models that combine the advantages of statistical methods, 
ANNs, fuzzy logic, and genetic algorithm based systems. Therefore, the future 
of ANNs in the auditing area may see increased integration with other existing 
or developing technologies and statistical techniques. Although ANN-based 
systems or other advanced methods cannot entirely replace professional 
judgement, they offer a promising alternative tool to AR procedures.  

As advancements are made in information technologies and computer-
based systems, there should be new opportunities to apply information 
technology to auditing. This would encourage and motivate academics and 
practitioners to collaborate in further exploration of the potential of IT in 
auditing. This is important, because a big challenge is to get practitioners to 
update (Fleming 2004; Blocher, Krull, Tashman & Yates 2002) and adopt new 
AR tools in today’s rapid and demanding business environment. To say the 
least, there is a place for innovations39 in AR tools in the continuous auditing 
environment. 

                                             
39 See ”The Discipline of Innovation” by Drucker (1985, 1998, 2002).
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Eija Koskivaara
Turku Centre for Computer Science and T urku School of Economics and

Business Administration, Turku, Finland

K eyw ords Auditing, Neural nets, Financial performance

Abstrac t T his article gives an overview of arti�cial neural network (ANN) studies conducted in
the auditing �eld. T he review pays attention to application domains, data and sample sets,
ANN-architectures and learning parameters. T he article argues that these auditing
ANN-applications could serve the analytical review (AR) process. The summary of the �ndings
pays attention to whether authors state that ANNs have potential to improve analytical review
(AR) procedures. Furthermore, the article evaluates which are the most in�uential contributions
and which are open ends in the �eld. T he article makes some practical suggestions to motivate
academics and practitioners to collaborate in further exploration of the potential of ANNs.

1. Introduction
The article gives an overview of arti�cial neural network (ANN) studies
conducted in the auditing �eld. The development of tools for auditors is
important with regard to the workload and demands of auditors. Furthermore,
the recent events in the business and auditing environment have highlighted
problems in the auditing process.

Auditors may need to take the necessary steps to restore public con�dence
in the capital market system and accounting profession that might have been
shaken by the collapse of Enron and Arthur Andersen and many others. A
well-known fact is that too many companies have problems with their
bookkeeping. Siebel Systems, Qwest, WorldCom, and Xerox are examples of
companies that have been “cooking the books”. We can call the year 2002 “the
horrible year” from a bookkeeping point of view. Unfortunately the year 2002
was not an exception. This manipulation is still going on. A fairly recent
example is the Dutch retail trade company Royal Ahold, whose subsidiary in
the USA manipulated the operating pro�t. There are also examples from earlier
years. Two of them come from the banking world, where the UK Baring’s Bank
and the Japanese Daiwa’s Bank lost millions of dollars because they did not
have effective control systems. The third one is a Finnish multinational
company, whose subsidiary in Italy overestimated the work in progress and
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recorded �ctitious sales. Although the above examples are the tip of the
iceberg, they re�ect the changing nature and demands in the audit process.

A common fact is that many parties, such as shareholders, investors,
creditors, tax authorities, and managers are interested in the accuracy of
organisations’�nancial performance. Auditors are in a key position to monitor
and control operations in organisations. The increasing use of information
technology (IT) and computers in organisations requires auditors to obtain and
evaluate evidence electronically. Technology has made the input of information
for transactions and events easier and the evaluation of the relevant events
more critical. Companies report their �nancial outcome quarterly and an
increasing number of companies present their �nancial information on a public
network. Sometimes the speed at which these reports are made makes one
wonder whether all the relevant information is audited and reliable.

Needless to say, auditors need tools and methods that provide them with
objective information about a client company (Willet and Page, 1996;Lee, 2002;
Bazerman et al., 2002). Sophisticated auditing tools could be a possible solution
for preventing companies from manipulating account value and for helping
auditors to answer the demands of today’s business environment. One possible
way to develop auditing tools is to embed ANNs in analytical review (AR)
procedures.

The article proceeds as follows. Section 2 provides an overview of the AR in
auditing. Section 3 gives a brief description of ANNs. Section 4 summarises
ANNs studies conducted in the �eld of auditing. The discussion section
discusses the �ndings.

2 . Analytical review in auditing
The role of AR in auditing is to obtain audit evidence. The AR is an umbrella
term for different kinds of analytical procedures. Various methods or
techniques may be used in performing the analytical procedures.

In Woolf’s (1994) book Auditing Today the AR is shown as a decision-type
�ow diagram (Figure 1). The �owchart suggests that the existence of available
analytical evidence, and the creation or procurement of evidence by the auditor
herself/himself may be embodied in the report.

The �owchart suggests that the existence of available analytical evidence
and the creation or procurement of evidence may be viewed as alternatives. In
practice, where both appropriate and practicable, the auditor will make use of
both sources of evidence. The �owchart makes reference to “check-lists of
internally and externally generated analytical evidence”. The terms
“internally” and “externally” should be taken to relate respectively to
evidence created within the client organisation and that which has been
independently generated by the auditor. The precise form of such a check-list
will vary considerably from one �rm to another.
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2.1 Analytical procedures
Analytical procedures use comparison and relationships to assess whether
account balances or other data appear reasonable (Arens et al., 2003).
Analytical procedures are performed principally at any of the three phases
(planning, testing, and completion) during an audit engagement. For example,
in the USA, the use of analytical procedures in the planning and completion
phases of an audit is required under generally accepted auditing principles
(GAAP). As the statement on auditing standards (SAS) No. 56 states:

Analytical procedures involve comparisons of recorded amounts, or ratios developed from
recorded amounts, to expectations developed by the auditor. The auditor develops such
expectations by identifying and using plausible relationships that are reasonably expected to

Figure 1.
Flowchart frameworks of

analytical review
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exist based on the auditor’s understanding of the client and of the industry in which the client
operates (AICPA, 1988).

The emphasis in the SAS 56 de�nition is on expectations developed by the
auditor. Analytical procedures use methods and techniques to improve the
ef�ciency of audits by developing these expectations and by comparing them
with recorded amounts. The use of analytical procedures entails the
examination of the accuracy of account balances without considering the
details of the individual transactions, which make up the account balance.
They play an important role in assisting the auditor in determining the nature,
timing and extent of his or her substantive testing, and in forming an overall
opinion as to the reasonableness of recorded account values (Weber and
Goldstein, 1999). Basically , analytical procedures compare expected
relationships among data items with actual observed relationships.

Examples of the purposes of analytical procedures for each of the three
phases are shown in Table I. The X in the boxes in the matrix indicates that a
certain purpose is applicable to a certain phase. The purposes vary for different
phases of the audit. Analytical procedures are performed during the planning
for all four purposes, whereas the other two phases are used primarily to
determine appropriate audit evidence and to reach conclusions about the fair
presentation of �nancial statements.

An important part of using analytical procedures is selecting the most
appropriate procedures. According to Arens et al. (2003), there are �ve major
types of analytical procedure:

(1) compare client and industry data;

(2) compare client data with similar prior-period data;
(3) compare client data with client-determined expected results;

(4) compare client data with auditor-determined expected results; and
(5) compare client data with expected results using non-�nancial data.

These procedures are facilitated by many of the �rm’s software tools, which
provide direct linkages to client data. In practice the auditor decides which of
the available analytical procedures to use, enters the data to make the
calculations, and evaluates the results.

Phase
Purpose Planning Testing Completion

Understand client’s industry and business
Assess going concern
Indicate possible misstatements
Reduced detailed test

Source: Adapted from Arens et al. (2003)

Table I.
Timing and purposes of
analytical procedures
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2.2 Analytical review techniques
Methods and techniques embedded in analytical procedures range from simple
comparisons to complex analyses using advanced statistical techniques
(Woolf, 1994) or systems based on computational paradigms such as neural
networks. Auditing researchers have developed and used a variety of models
and techniques to assist in the AR process. Blocher and Patterson (1996) have
identi�ed three types of AR techniques: trend analysis, ratio analysis, and
model-based procedures. Fraser et al. (1997) have provided a slightly broader
classi�cation perspective for AR techniques: non-quantitative (NQT) or
judgemental, such as scanning; simple quantitative (SQT), such as trend, ratio
and reasonableness tests; and advanced quantitative (AQT), such as regression
analysis and ANNs.

These procedures differ signi�cantly in their ability to identify potential
misstatement. Judgemental techniques constitute subjective evaluations based
on client knowledge and past experience. Trend analysis assesses whether
there is a functional relationship between the variables over time. Ratio
analysis incorporates directly the expected relationships between two or more
accounts. For example, turnover ratios are useful because there is typically a
stable relationship between sales and other �nancial statement accounts,
especially receivables and inventory. Although ratios are easy to compute,
which in part explains their wide appeal, their interpretation is problematic,
especially when two or more ratios provide con�icting signals. Indeed, ratio
analysis is often criticised on the grounds of subjectivity, i.e. the auditor must
pick and choose ratios in order to assess the overall performance of a client. In a
reasonableness test, the expected value is determined by reference to data
partly or wholly independent of the accounting information system and, for
that reason, evidence obtained through the application of such a test may be
more reliable than evidence gathered using other analytical procedures. For
example, the reasonableness of the total annual revenue of a freight company
may be estimated by calculating the product of the total tons carried during the
year and the average freight rate per ton. Regression analysis predicts �nancial
and operating data by incorporating economic and environmental factors into
formal models.

This article reviews the ANN studies carried out in the auditing �eld. The
article argues that ANNs are a technique that aids auditors in creating
expectations and these expectations can then be compared with actual values
automatically (cf. SAS 56). ANNs have many bene�cial aspects in comparison
with other techniques. They are adaptive tools for processing data. They can
learn, remember, and compare complex patterns (Medsker and Liebowitz,
1994). They are claimed to be able to recognise patterns in data, even when the
data are noisy, ambiguous, distorted, or variable (Dutta, 1993). Basically, ANNs
learn from examples and then generalise the learning to new observations.
Compared with regression analysis we do not need an a priori model because
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ANNs are data-driven. ANNs are, unlike traditional statistical techniques,
capable of identifying and simulating non-linear relationships in the data
without any a priori assumptions about the distribution properties of the data.
Therefore, one advantage of ANN-systems could be that they provide
additional information to the decision process. With the help of an ANN an
auditor may �nd something from the data that might be left hidden otherwise
and therefore ANNs are potentially suitable for many tasks within auditing.
Furthermore, ANNs have been considered one of the emerging technologies
(Halal et al., 1998). Information technology development and the processing
capacities of PCs have made it possible to model ANN-based information
systems for monitoring and controlling operations.

3 . Arti�cial neural networks
An ANN consists of a set of neurons (nodes) (Figure 2a) that interact through a
dense web of interconnections. Each neuron has a value yj, which is propagated
through connections to other neurons in the network. Each connection has a
weight denoted by wij, which dictates the effect of the jth neuron to the ith
neuron.The neuron �res if the combined signal strength of the weights exceeds
a certain threshold, j. A net value, uj, is yielded by an activation function. The
standard form of the activation function is: uj w; x

P
wij; xj . There are also

other activation functions, like the logistic function and the tanh function
(Swingler, 1996).

The net value is immediately transformed by a transfer function of the
neuron. There are many possible transfer functions, i.e. step, sigmoid,
hyperbolic, linear, bubble, Gaussian, and Mexican-hat function. The sigmoid
transfer function, f uj 1= 1 e u

j , is often used. It ranges from 0 to 1. The

Figure 2 .
Part (a) is an arti�cial
neuron; part (b) is a
typical feed-forward
ANN

MAJ
19,2

196



�nal output y can usually be expressed as a function of the input and the
weights.

The neurons in an ANN are organised into layers (Figure 2b). The �rst layer
is called the input layer and the last layer is the output layer. The inner layers
are known as hidden layers. The numbers and also the names of the layers
differ between different neural networks. A self-organising map (SOM) has no
hidden layer at all (see Section 3.2.2). A backpropagation network (BPN) has
one or more hidden layers. A categorical learning network (CLN) has
normalization and pattern layers. The normalization layer helps the pattern
layer to develop correct classes for the input vectors. The pattern layer uses
unsupervised learning to distinguish between categories. A probabilistic
neural network (PNN) has normalization, pattern, and summation layers. The
summation layer helps in classifying data sets. Etheridge et al. (2000)compared
the performance of the BPN, CLN, and PNN architectures (see Section 4.2.3).

Two layers of neurons communicate via a weight connection network. There
are three types of connections. Feed-forward connections mean that data from
neurons of a lower layer are propagated forward to neurons of an upper layer
via feed-forward weight connection networks. Feedback connections networks
bring data from neurons of an upper layer back to neurons of a lower layer. An
example of a lateral connections network is the winner-takes-all circuit, which
serves the important role of selecting the winner.

There are multiple approaches depending on, for example, how the weights
are connected and what the basic and activation functions are. These
interconnections and functions can make ANNs mathematically very complex
and sophisticated. Each of these approaches has a unique mix of, for example,
information-processing capabilities, domains of applicability, techniques for
use, required training data, and training methods (Hecht-Nielsen, 1990). The
different approaches do not compete against one another; rather, they represent
various specialisations in solving different types of problems. Indeed, the
approach strongly in�uences, for example, what the network can do (Hertz
et al., 1991). Section 3.1 discusses an important and attractive feature of an
ANN. This is its learning capability.

3.1 T raining and testing
As mentioned earlier, ANNs are data-driven models. This means that ANNs
are assumption-free approaches for estimating functions from sample data. To
build an ANN model one typically needs training and a test sample. The
training sample is used to determine the weights and parameters that de�ne
the ANN model. The test sample is adopted for evaluating the model. The
training and testing set size depends on the problem domain and on available
data. Sometimes a third one called the validation sample is utilised to avoid the
over�tting problem or to determine the stopping-point of the training process.

Arti�cial neural
networks

197



Occasionally, only one set is used for both validation and testing purposes,
particularly with small data sets.

The training of neural networks can be classi�ed into three categories:
(1) supervised;
(2) graded (reinforcement); and
(3) unsupervised (self-organisation) (Hecht-Nielsen, 1990).

Reinforcement learning is a special case of supervised learning (Hertz et al.,
1991). Thus, a learning mode is simply supervised or unsupervised. The
distinction between supervised and unsupervised learning depends on
information, e.g. pattern recognition is supervised if the training algorithm
requires knowledge of the class membership of the training samples,
unsupervised if it does not require it (Kosko, 1990). In the following we have
taken a closer look at the different learning modes.

3.2 Learning modes
Learning occurs by training and, as mentioned above, there are two ways to
train a network, supervised and unsupervised. In supervised learning a teacher
has some knowledge of the environment that is unknown to an ANN. The
teacher expresses this knowledge with training examples, which consist of
input variables together with desired target values (Hecht-Nielsen, 1990). The
network processes its output values from the input variables and compares
them with the target output values. If an error, i.e. a difference between outputs
and targets, exists, the network adjusts the weights by a small amount in some
direction in a step-by-step manner until the error is at an acceptable level.
Therefore, supervised learning is an instructive feedback system.

In unsupervised learning nobody oversees the learning process. Therefore,
the network is given only the training data inputs from which the network
organises itself into some useful con�guration (Hecht-Nielsen, 1990). The input
vectors are classi�ed according to their degree of similarity. The similar input
vectors activate the same output cluster. The user is responsible for giving an
interpretation to the clusters.

The hybrid use of learning paradigms can provide a better solution than one
paradigm alone. For example, when similar input vectors produce similar
outputs, it may be rational to categorise the inputs �rst with unsupervised
learning and use that information for supervised learning (Hertz et al., 1991).

A learning algorithm is a set of well-de�ned rules for the solution of a
learning problem. Several alternative learning algorithms, e.g. scale conjugate
gradient (SCG), Levenberg-Marquardt (LM), backpropagation (BP) and
conjugate gradient with Powel-Beale restarts (PBR), and competitive learning
algorithm, exist and they all have their own speci�c advantages. The
differences between them are based on various weight adjustments (Haykin,
1994). Detailed descriptions of learning algorithms can be found in the
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ANN-books of Hecht-Nielsen (1990), Hertz et al. (1991), Freeman and Skapura
(1991), Smith (1996), Swingler (1996), or Demuth and Beale (2000).

3.2.1 Backpropagation algorithm . The BP algorithm is used in supervised
learning mode and it operates on a multi-layered feed-forward network (see
Figure 2b). When the relationship between the input and output variables is
non-linear, a hidden layer helps in extracting higher level features and
facilitates the generalisation of outputs. This kind of network could include
more hidden layers but it has been proven that one hidden layer can
approximate even complex functions quite well. The network can also include
several output neurons. Each neuron in the hidden or output layer is connected
to all of the neurons in the layer below it and a weight is associated with each of
the incoming connections of the neuron.

For a given input vector, the BP generates the output vector by a forward
pass. When a neuron receives inputs, it computes its output value and sends it
to the neurons on the next layer above. Thus, the inputs are fed forward
through the entire network until they reach the output layer. Then, the
difference between the output vector and the desired target vector, the root
mean square error (RMSE), is backpropagated through the ANN to modify the
weights for the entire neural network. This iterative process is called training.
After the BP network has been trained, it is tested against the records of a
testing data set that have not been previously met with the network. For these
records, the desired target output is known. The output generated for each
record of these testing data is checked against the desired target output for that
record. If there is a match, it is concluded that the trained network could
recognise the record correctly.

The BP algorithm has two important parameters: learning rate and
momentum. The learning rate affects the speed with which the network settles
on a solution by allowing us to regulate how much the error decreases in each
iteration. The adaptive learning rate accelerates the learning process by
utilising the concept of the direction in which the error has been decreasing
recently (Smith, 1996). It speeds up the training process when the ANN is far
away from the correct weights and slows down when the ANN gets closer.
Momentum is another way to increase the speed of convergence, when
calculating the weight change at each iteration; a fraction of the previous
direction is added. This additional term tends to keep the weight changes going
in the same direction.

The BP algorithm has become the most popular one for prediction and
classi�cation problems (Sohl and Venkatachalam, 1995). In business
applications, BP is the most commonly used algorithm (Wong et al., 1995;
Wong and Selvi, 1998). Classi�cation and prediction tasks, which require some
modelling, are especially suitable for this type of network (Klimasauskas, 1991;
Lehtokangas et al., 1994). Hence, a multi-layer perceptron ANN can be
considered, e.g. for forecasting where statistical methods like Box-Jenkins are
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used (Klimasauskas, 1991). This algorithm could also be possible for online
process controls or adaptive controllers. It turned out to be the most popular in
the auditing applications, as the review shows.

3.2.2 Self-organising maps. The SOM is an example of competitive learning
(unsupervised learning mode). It is a clustering and visualisation method and
the purpose is to show the data set in another representation form (Kohonen,
1997). A SOM has an input layer and an output layer. It is an example of an
unsupervised learning algorithm where all the output neurons compete against
one another (Haykin, 1994). One of them will be a winner in accordance with a
chosen metric and only it will be activated. The winner’s weight vector is
updated to correspond more closely with the input vectors. This means that
two input items, which are close in the input space, are mapped into the same or
neighbouring neurons on the map. Output neurons create groups, which
together form a map of the input neurons. It creates a two-dimensional map
from n-dimensional input data. This map resembles a landscape in which it is
possible to identify borders that de�ne different clusters (see Figure 3). The
SOM-map is on the left in Figure 3 and on the right we have identi�ed and
named clusters according to the accounts these clusters contain. These clusters
consist of the input variables with similar characteristics. This algorithm can
discover features that may be used to classify a set of input vectors. Or, this
algorithm may reveal something from the data that might be left hidden
otherwise.

The SOM has six learning parameters: topology, neighbourhood type, X-
and Y-dimensions, training rate, training length, and network radius. The
network topology refers to the form of lattice. There are two commonly used
lattices: rectangular and hexagonal (Figure 4). In a rectangular lattice each
neuron is connected to four neighbours, except for the ones at the edge of the
lattice. In a hexagonal lattice structure neurons are connected to exactly six
neighbours, except for the ones at the edge of the lattice. The SOM-map in
Figure 3 is built using a hexagonal lattice. Neighbourhood type refers to the
neighbourhood function used and the options are Gaussian and bubble. X- and

Figure 3 .
The SOM-map and the
clusters on the map
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Y-dimensions refer to the size of the map. In too small maps differences
between clusters are hard to identify and in too large maps clusters will appear
to be �at. The training rate factor refers to how much the neuron in the
neighbourhood of the winning neuron learns from the input data vector. The
training length measures the processing time, i.e. the number of iterations
through the training data. The network radius refers to how many nodes
around the “winning” neuron are affected during the learning process. The
training process of the network consists of two parts. In part one, the map is
trained “roughly”. In the second part, the network is �ne-tuned.

4. ANNS in auditing
The following review takes a broad scope of auditing and encompasses both
internal and external auditing. The scope and criteria for literature search are
presented in Section 4.1. The review focuses on the application domains of the
articles found. We argue that these auditing ANN-applications could serve the
analytical review process. In reviewing the modelling issues we have paid
special attention to the following issues: data and sample sets,
ANN-architectures and learning parameters, and whether the model was
evaluated with a hold-out sample. In the summary of the �ndings in Table VI
we have paid attention to whether authors state that ANNs have potential to
improve AR procedures.

4.1 Scope and criteria for literature search
For �nding the studies on ANNs in auditing we used the ABI Inform/Proquest,
Ebscohost, Emerald, JTORS, and Elsevier with search words “audit and
neural”. We also reviewed the electronic tables of contents of Intelligent Systems
in Accounting, Finance and Management, Expert Systems with Application &
Auditing: A Journal of Practice and Theory for Years 1990-2003, and a small
number of proceedings from our university library. Furthermore, we reviewed
special survey articles on ANNs applied to business situations. Wong et al.
(1995) and Wong and Selvi (1998) surveyed articles from 1988-1996 and
classi�ed the articles among others by application areas. Only one article was
categorised as belonging to the auditing discipline. O’Leary (1998) analysed 15
articles that applied ANNs to predict corporate failure. He provided
information on data, ANN models, software, and architecture. Zhang et al.

Figure 4.
Forms of lattice
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(1998) surveyed 21 articles that addressed modelling issues when applying
ANNs for forecasting. They compared the relative performance of ANNs with
traditional methods in 24 cases. None of these articles pertained to auditing
problems; however, the paper provides insights into modelling issues by
summarising suggestions. Vellido et al. (1999) surveyed 123 articles from 1992
to 1998, of which six articles pertained to auditing problems. Besides modelling
issues they summarise the most frequently cited advantages and
disadvantages of the ANN models. Coakley and Brown (2000) surveyed
accounting and �nance ANN applications and classi�ed them by research
question, type of output (continuous versus discrete), and parametric model.
None of these articles was categorized into audit discipline.

Altogether 22 articles, either focusing on or connected with the auditing
environment, were found.This is seven auditing ANN articles more than in the
Calderon and Cheh (2002)study, where they focus on ANNs as an enabler of the
business risk auditing framework. They had also included in their study 12
bankruptcy studies, which we have excluded. Our review focuses only on those
applications that are conducted from the auditing perspective. We focus on the
application areas and the auditing point of view in applications. We also found
that the ANN applications �t in different application areas in analytical
auditing.

4.2 ANN applications in auditing
The main ANN-application areas in auditing are material errors (nine studies),
management fraud (three studies), and support for going concern decision (�ve
studies), and for �nancial distress problems (one study) ANNs have also been
applied to internal control risk assessment (three studies), and audit fee
forecasting (one study). Next, we outline the studies in chronological order by
application areas. Every application area review ends with the summarisation
table of modelling issues in that particular area. Almost every model was
evaluated with a hold-out sample. The performance rate of ANN models is
based on the hold-out samples in the following review.

4.2.1 Material errors. The major ANN-application area in auditing is
material errors. Material error applications direct auditors’ attention to those
�nancial account values where the actual relationships are not consistent with
the expected relationships. An auditor has to decide whether and what kind of
further audit investigation is required to explain the unexpected results.
Material error ANN-models either predict future values or classify data. Table II
summarises the modelling issues of ANN literature pertaining to material error
problems.

Coakley and Brown (1991a,1993)and Coakley (1995) tested whether an ANN
offered improved performance in recognising material misstatements. They
used four years’monthly data of a medium-sized distributor. Their ANN-model
was based on trend prediction. Three years’ data were used for a training set
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and the fourth year of data was used as the forecast period to evaluate the
performance of the ANN.They selected 15 income statement and balance-sheet
accounts or aggregates to represent the major balance-sheet categories. The
inclusion of all accounts values was not feasible due to the impact of the
number of neurons on the time it takes to train an ANN. Coakley and Brown
compared a presumed lack of actual errors and seeded material errors to
evaluate the ANN’s performance. The results of the study were divided into
�ndings based on: �nancial ratios, comparison of methods (�nancial ratio,
regression, ANN), effect of error size, effect of statistical level of con�dence,
effect of source of material error and applying methods to base period. The
results were compared with the results achieved with �nancial ratio and
regression methods, and the ANN demonstrated better predictive ability with
less overall variation in the predicted values. However, the researchers argue
that the �uctuating nature of the �nancial data within their studies limited the
effectiveness of all the AR procedures. The fact is that bigger unexpected
�uctuations present in �nancial data sets cannot be effectively analysed by any
known forecasting method.

Coakley and Brown (1991b) also tested ANN technology for recognising
patterns in �nancial ratios of a medium-sized manufacturing �rm. In this study
they also predicted future values with an ANN. The �nancial accounts were
selected so that they provided information about a company’s solvency and the
movement of accounts receivable and inventory. The ANN was trained using
36 months of data with an auto-association process, which means that the input
pattern and the desired output pattern were the monthly account balances.
Thus each pattern was associated with itself. Coakley and Brown evaluated the
effectiveness of the model by seeding errors in the data. Their preliminary
results indicated that the use of ANNs for pattern recognition across related
�nancial data sets might be viable. The weakness in the Coakley and Brown
models is that, although the results are carefully reported from the auditing
point of view, the results and the power of the ANN are not so clearly seen.

Wu (1994)applied the ANN system to classify tax cases to ascertain whether
further audit was required or not. The 180 sample companies were carefully
gathered from an expert tax auditors’ audit case �le, 90 of which required a
further audit and 90 of which required no further audit. The input data (16
attributes) consisted of both reported values and ratios. Half of the cases were
used as the training set and the other half were held out as the testing set to
validate the implemented network. The cases consisted of information about a
�rm’s business income tax behaviour. The classi�cation accuracy for the
neural network was 94 per cent with a two-layer neural network and 95 per
cent with a three-layer neural network. The weakness of this model is that the
results are not compared with those of any other methods.

Busta and Weinberg (1998) used an ANN to distinguish between “normal”
and “manipulated” �nancial data. They generated 800 data sets containing 200
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two-digit numbers by simulating these data sets with the help of Benford’s law
and non-Benford’s law[1]. The ANN analysed the input variables and
generated an estimation of the degree on contamination in the data sets. After
that they tested six ANN designs to determine the most effective model. In each
design, the inputs to the ANN were the different subsets of the 34 variables.
The results showed that, if data have been contaminated at a 10 per cent level
or more, the ANN will detect this 68 per cent of the time. If the data are not
contaminated, the test indicated that the data are “clean” 67 per cent of the time.
A key limitation of their study is that it uses simulated data.

Koskivaara (2000b) illustrated a business line ANN-model to compare
information of a �rm with similar information from the industry in which the
organisation operates. Furthermore, the four different alternative models
investigated the effect of the year and company on the ANN’s performance.
The ANN model used in this study was built by using the �nancial statements
of 31 manufacturing companies over four years. Five of the companies were
selected to the test set. One bank provided the sample data for the research. The
values of the accounts were regarded as a time-series. Koskivaara selected 16
income statement accounts to represent the major �nancial statement
categories; the average number of staff was also included in the model. The
account values included �nancial assets and short-term liabilities, which were
taken into the model in order to calculate quick ratio. The data were
pre-processed linearly in four different ways: all together, on a yearly basis, on
a company basis, and on a yearly and company basis. The results differed
depending on what pre-processing method was used. The best results were
achieved when all the data were scaled either all together or on a yearly basis.
The weakness of these models is that the results are not compared with those of
any other methods.

Koskivaara et al. (1996) modelled intelligent systems based on ANNs for
auditing with the subset of Coakley and Brown (1991b)accounts. They used 66
actual monthly income statements from a manufacturing company. The model
was trained using the �rst 54 months’�nancial data. The rest of the data were
held out for testing. They introduced a one-step-ahead prediction model to
observe the non-linear dynamics and the relationships between accounts based
on monthly income statements and in that way monitored whether there were
unusual �uctuations. Koskivaara (2000a) illustrated how an auditor can use an
ANN model to support the planning of auditing monthly balances by a graph
on the computer screen that signals either that “no further audit is required” or
that “further audit is required”. The ANN models used 72 monthly balances of
a manufacturing �rm. The last 12 months’ data were retained for testing
purposes. The accounts were chosen with the help of a CPA-auditor in the way
that they presented the major and the most interesting monthly balance
categories. This study has similarities to Wu’s (1994) study. Two models were
presented in the study. Model 1 operates inside the quartile and Model 2 has
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previous quartile data as input variables. The latter model gave slightly better
results. The weakness in these models is that the results of the ANN are not
compared with the results of any other methods.

4.2.2 Management fraud. Auditors cannot assume that the management is
honest or dishonest. They should take a hard, cold look at the possibility of
management misrepresentation at the start of the audit and re-examine the
likelihood of management misrepresentations as the audit progresses.
Management fraud (MF) can be de�ned as deliberate fraud committed by the
management that injures investors and creditors through materially
misleading �nancial statements. Table III summarises the modelling issues
of ANN literature pertaining to management fraud problems.

Green and Choi (1997) developed an ANN fraud classi�cation model
employing �nancial data. They used �ve ratios and three accounts as input
variables. The selection of variables was determined by both practical and
empirical research. The fraud sample consisted of Securities and Exchange
Commission (SEC)-�led �nancial statements of various companies that had
been subsequently found to contain fraudulent account balances. The �nancial
statements of the non-fraud sample received unquali�ed auditor opinions for
the year of selection. They were selected directly from COMPUSTAT and
matched the fraud sample on the basis of year, size, and industry (four digit
SIC). The training samples consisted of 44-49 companies and the hold-out
samples consisted of 42-46 companies respectively. The results showed that
ANNs have signi�cant potential as a fraud investigative and detection tool. All
sums of the Type I and Type II error rates are signi�cantly less than the
random chance benchmark of 1.00[2]. Another contribution of their ANN
models is the consistently low Type II error. As the sample is limited to SEC’s
data �le, generalising may not be possible.

Fanning and Cogger (1998) used an ANN (AutoNet) to develop a model for
detecting management fraud. They compared the results of an ANN with linear
and quadratic discriminant analysis as well as logistic regression. The sample
consisted of 150 �rms in the training sample and 54 �rms in the hold-out
sample. The variables were selected by AutoNet and they were the outsider
director, having a non-“Big Six” auditor, the geometric growth rate, accounts
receivable to sales, net plan property and equipment to total assets, debt to
equity and the trend variables for accounts receivable and gross margin. The
prediction accuracy of the ANN for the training sample was 75 per cent and 63
per cent for the hold-out sample. The result of their models suggested that there
is potential in detecting fraudulent �nancial statements through analysis of
public documents. Fanning and Cogger also showed that ANNs offer better
ability than standard statistical methods in detecting fraud. A key limitation of
this study was that it was carried out with a sample that covered the period
1972 to 1984. The business environment has dramatically changed since then.
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Feroz et al. (2000) illustrated the application of the ANNs in order to test the
ability of selected statements of auditing standards (SAS) No. 53 red �ags to
predict the targets of SEC investigations. They used both �nancial ratios and
non-�nancial turnover red �ags mentioned in SAS No.53. They tested the ANN
model with the sample of 42 �rms from various industries. A total of 28 �rms
were used for training the ANN and 14 �rms were used for testing. The ANN
models classi�ed the membership in target (investigated) �rms versus control
(non-investigated) �rms with an accuracy of 81 per cent. The testing was
biased because they only used those red �ags that can be constructed from
publicly available information. However, authors believed that the sampling
choice was sound, given the data constraints in that particular case.

4.2.3 Going concern and �nancial distress. SAS 59 requires the auditor to
evaluate whether there is a substantial doubt about a client’s ability to continue
as a GC for at least one year beyond the balance-sheet data (Arens et al., 2003).
Going concern (GC) and �nancial distress (FD) research as an application area
of ANNs has been minimal, although it resembles bankruptcy studies, which is
one of the most popular ANN research areas in business. An auditor gives a GC
an uncertainty opinion, when the client company is at risk of failure or exhibits
other signs of distress that threaten its ability to continue as a GC. In fact, there
are different degrees of �nancial distress and the auditors do have a choice
between two types of going concern report: modi�ed audit report and
disclaimer audit report. The latter is a �nancial distress situation (FD).
Bankruptcy is a situation where there is no ability to continue business and the
auditor gives an unquali�ed audit report (see, for example, Tam and Kiang
(1992)). The decision to issue a GCopinion is an unstructured task that requires
the use of the auditor’s judgement. Table IV summarises the modelling issues
of ANN literature pertaining to going concern and �nancial distress problems.

Hansen et al. (1992) samples consisted of 80 FD companies (40 that received
the GC audit report, 40 that did not receive the GC audit report) and of 98 �rms
involved in litigation. The source of the sample was the Disclosure II Database
that reported on all publicly traded companies whose �scal year ended between
31 March 1981 and 28 February 1982. This database contains the �nancial
statements of all �rms on the New York Stock Exchange (NYSE) and the
American Stock Exchange (AMEX). The hold-out sample consisted of 50 per
cent of the total sample. Hansen et al. (1992) had two models with different
variable settings. The audit opinion model had either 12 ratios from �nancial
statements or other closing of the books information as variables. The litigation
model had nine variables, which were client-, auditor- or engagement-speci�c.
The average error of the audit opinion model was 8.43 per cent and 20.11 per
cent for the litigation model. The results indicated that, in the case of predicting
audit opinions, the qualitative-response models perform at a competitive level
with the machine-learning models. Theoretical results inferred that this might
be especially true when the training sets were relatively small. The authors
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stated that qualitative response models might be a desirable alternative when
the training samples are relatively small and there is a need to incorporate
additional parameters such as prior probabilities and error costs. Still, the small
training set and old data are the weaknesses of this study.

Fanning and Cogger (1994)examined the ef�ciency of a generalised adaptive
neural network algorithm (GANNA) processor in comparison with earlier
model-based methods:

. a backpropagation ANN; and

. logistic regression approaches to data classi�cation.

The research used the binary classi�cation problem of discriminating between
failing and non-failing �rms to compare the methods. The sample consisted of
190 matched pairs, of which the �rst 75 were selected for the training sample in
chronological order and the last 115 matched pairs de�ned the hold-out sample.
All the ANN models had three inputs: the mean adjusted cash �ow divided by
its standard deviation, the �rm’s adjusted cash position divided by its standard
deviation, and the number of years prior to failure for the failed year. No single
approach studied was uniformly superior across all comparison and statistics.
The reason for this might be the limited number of input variables. However,
the results indicated the potential in time-savings and the successful
classi�cation results available from GANNA and ANN processors. Another
limitation to this study is that it was carried out with fairly old data (1942 to
1965).

Lenard et al. (1995) studied the generalised reduced gradient (GRG2)
optimiser for ANN learning, a backpropagation ANN, and a logit model to
predict which �rms would receive audit reports re�ecting a GC uncertainty
modi�cation. GRG2 is a solver used in lieu of backpropagation’s gradient
decent algorithm for training feedforward supervised learning neural
networks. The sample for the study was drawn from the 1988 Disclosure II
Database. The training sample consisted of 70 �rms and a hold-out sample of
ten �rms. The selection of variables was intended to determine whether the GC
decision could be made from publicly available �nancial statement
information. The variables consisted of ratios and account values. The ANN
model formulated using GRG2 had the highest prediction accuracy of 95 per
cent. It performs best when tested with a small number of variables on a group
of data sets, each containing 70 observations. The GRG2-based ANN was
proposed as a robust alternative model for auditors to support their assessment
of GC uncertainty affecting the client company. Lenard et al. (1995) state that a
possible limitation to the model is whether all factors have been considered that
affect the auditor’s going concern uncertainty decision.

Anandarajan and Anandarajan (1999) compared ANN, expert system (ES)
and multiple discriminant analysis models to facilitate the decision on the type
of GC report that should be issued. The experimental sample of the study was
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drawn from the 1992 Disclosure database. The data consisted of 14 ratios
calculated from the �nancial statements of 61 companies, of which 27 were
reserved for a hold-out sample. The validity of the models was tested by
comparing their predictive ability of the type of audit report that should be
issued to the client. The prediction accuracy of the ANN in the hold-out sample
for all reports was 85.8per cent. This was better than the prediction accuracy of
the ES (69.1 per cent) or the multiple discriminant (74.1 per cent) models. The
results of the study indicate that the ANN model predicts the type of GC audit
report that should be issued to the client best when compared with the ES and
the multiple discriminant analysis. Anandarajan and Anandarajan state that
many qualitative variables are not incorporated into the models.

Koh and Tan (1999) predicted a �rm’s GC status from six �nancial ratios
with an ANN model. Their data set contained a sample of �rms divided into
165 non-GCs and 165 matched GCs. Of the cases 300 were used for training the
ANN and the remaining 30 cases were reserved for testing. On an evenly
distributed hold-out sample, the trained network model correctly predicted all
30 test cases. Koh and Tan compared the GCresults of the ANN with the probit
model and the audit opinion.Their results suggested that the ANN was at least
as good as both the auditors and the probit model for predicting the GC status
of �rms from �nancial ratios. In this study the ANN was tested only with six
ratios.

Etheridge et al. (2000) compared the performance of three ANN approaches,
backpropagation (BPN), categorical learning network (CLN), and probabilistic
neural network (PNN) as classi�cation tools to assist and support the auditor’s
judgement about a client’s continued �nancial viability in the future (GC
status). The data were provided by a “Big Six” CPA �rm and consisted of 57
�nancial ratios for the years 1986-1988 for 1,139 banks in various regions of the
USA. The hold-out sample consisted of 215 banks. They had three, two, and
one year prior to failure models. When the overall error rate was considered, the
probabilistic ANN (estimated error rate one year prior to failure 2.4 per cent)
was the most reliable in classi�cation, followed by backpropagation (3.48 per
cent) and categorical learning ANN (7.15 per cent). When the estimated relative
costs of misclassi�cation were considered, the categorical learning ANN was
the least costly, followed by backpropagation and probabilistic ANN. The
authors state that the results are only based on a single industry, banking, and
this limits the generalizability of the results to other industries.

4.2.4 Control risk assessment and audit fee. An auditor considers a huge
amount of data when assessing the risk of the internal control (IC) structure of
an entity failing to prevent or detect signi�cant misstatements in �nancial
statements. The relationships between IC variables that must be identi�ed,
selected, and analysed often make assessing a control risk a dif�cult task.
Therefore, control risk assessment (CRA) is a systematic process for
integrating professional judgements about relevant risk factors, their relative
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signi�cance and probable adverse conditions and/or events leading to
identi�cation of auditable activities (IIA, 1995, SIAS No. 9). Table V
summarises the modelling issues of ANN literature pertaining to control risk
assessment and audit fee problems.

Davis et al. (1997) (see also Davis (1996)) presented a construction of a
prototype, which integrated an ES and an ANN. The rules were contained in
the ES model basic CRA heuristics, thus allowing for ef�cient use of
well-known control variable relationships. The 64 observations of auditors
from Grant Thornton were used to develop and test an ANN model. The ANN
training sample and testing sample each contained 32 observations. The ANN
provided a way to recognise patterns in the large number of control variable
inter-relationships that even experienced auditors could not express as a logical
set of speci�c rules. The ANN was trained using actual case decisions of
practising auditors. The input variables were judgement cues/variables from
the general environment, computer processing, general computer and
accounting controls. The ANN model provided the auditor with information
on how close a risk category border was. The testing resulted in an accuracy
rate of 78 per cent. The model is limited because of the number of cases and the
fact that auditors were from the same �rm.

Ramamoorti et al. (1999) used both quantitative (26 variables) and
qualitative (19 variables) risk factors as input variables in the models. The risk
was de�ned in an internal auditing context. The models were in the context of
public state university departments. The sample consisted of 141 university
departments and they used a training size, which covered 70 per cent of the
data and hold-out data of 30 per cent. The quantitative data were downloaded
from the University of Illinois �nancial and administration system. The
qualitative risk factor values were elicited from audit staff using a pre-de�ned
scale from 0 to 9. The eventual number of variables selected to construct the
models were in the seven to 18 range. The research project included a Delphi
study and a comparison with statistical approaches, and presented preliminary
results, which indicated that internal auditors could bene�t from using ANN
technology for assessing risk. The ANN models captured the top 25 risky
departments at an accuracy rate of 72-84 per cent. The results are based on a
single industry, university, and this might limit the generalizability of the
results to other industries (as in the Etheridge et al. (2000) study).

Curry and Peel (1998)provided an overview of the ANN modelling approach
and the performance of ANNs, relative to conventional ordinary least squares
(OLS) regression analysis, in predicting the cross-sectional variation in
corporate audit fees (AF). The data were derived from a sample of 128
unquoted UK companies operating in the electronic industrial sector. The data
were collected from years 1986-1988 from Kompass 1990 and Macmillan’s
Unquoted Companies 1990. The audit fee, the dependent variable in the study,
must be disclosed (under UK company law) in a note to a company’s annual

MAJ
19,2

212



R
es

ea
rc

he
r

co
un

tr
y

In
du

st
ry

da
ta

ty
pe

T
ra

in
/t

es
t

se
t

N
o.

in
pu

ts
N

o.
hi

dd
en

la
ye

rs
/n

od
es

N
o.

ou
tp

ut
s

T
ra

ns
fe

r
fu

nc
ti

on
L

ea
rn

in
g

al
go

ri
th

m
P

er
fo

rm
an

ce
m

ea
su

re

D
av

is
(1

99
6)

U
SA

Sa
m

pl
e

of
�

rm
s’

IC
ri

sk
da

ta
,o

bs
er

va
ti

on
s

of
au

di
to

rs
37

/2
7

10
7

1:
5

1

N
A

B
P

P
er

ce
nt

ab
so

lu
te

er
ro

r

D
av

is
et

al
.(

19
97

)
U

SA
Sa

m
pl

e
of

�
rm

s’
IC

ri
sk

da
ta

,o
bs

er
va

ti
on

s
of

au
di

to
rs

32
/3

2a
21

0
1:

30
1

Si
gm

oi
d

B
P

R
M

SE
P

ea
rs

on
’s

co
ef

�
c.

,
ac

cu
ra

cy
pe

r
ce

nt

R
am

am
oo

rt
ie

ta
l .

(1
99

9)
U

SA
Sa

m
pl

e
of

un
iv

er
si

ty
de

pa
rt

m
en

ts
’q

ua
lit

at
iv

e,
qu

an
ti

ta
tiv

e
ri

sk
fa

ct
or

da
ta

10
0/

41
a

10
N

A
1

N
A

B
P

R
-s

qu
ar

ed
pe

r
ce

nt
,

D
el

ph
i

ov
er

la
p

C
ur

ry
an

d
P

ee
l

(1
99

8)
U

K
Sa

m
pl

e
of

el
ec

tr
on

ic
�

rm
s’

�
na

nc
ia

l,
no

n-
�

na
nc

ia
l

da
ta

96
/3

2
86

/4
2

64
/6

4a
25

1:
2

1:
3

1:
4

1

Si
gm

oi
d

B
P

M
SE

N
ot

e:
a

A
ho

ld
-o

ut
sa

m
pl

e
w

as
em

pl
oy

ed

Table V.
Summary of modelling

issues of internal control
risk assessment and

audit fee applications

Arti�cial neural
networks

213



statements. The input variables were related to auditee size, audit complexity,
audit risk, auditee pro�tability, and auditor size. They tested the ANN’s ability
to generalise with three separate training and hold-out samples: 96 and 32, 86
and 42, and 64 and 64 companies in the samples. The estimation accuracy for
the hold-outs was 56.2 per cent, 68.6 per cent, and 64.5 per cent respectively.
These results were achieved with four hidden neurons. The ANN models also
exhibited better forecasting accuracy than their OLS counterparts (31.9 per
cent, 59.7 per cent, and 52.9 per cent respectively). Curry and Peel state that,
although the study demonstrated that the ANN outperformed conventional
linear techniques in forecasting audit fee data, there is a need for further
research relating to the optimal architecture of ANNs, namely the number of
hidden layers and neurons.

4.3 Issues in ANN modelling for analytical review
Auditing ANN research started at the beginning of the 1990s. The applications
have mainly been developed in the USA (16 studies). Some development work
has been done also in Finland (three studies), Taiwan (one study), and the UK
(one study). Many of the cited articles applied the ANNs as an extension of a
previous statistical model-based study, and used publicly available stock
market data. Table VI summarises the �ndings of ANN studies in
chronological order by application areas. All the authors state that ANNs
have potential to improve AR procedures.

4.3.1 Data. Both quantitative and qualitative data were used as input
variables in the applications. Most of the data are quantitative and gathered
from public databases. Financial statement values and ratios and monthly
account values were mostly used as quantitative input variables. Opinions and
observations of auditors or red �ag data de�ned by SAS in the USA were
included in quantitative input variables. In ten cases the sample data were
gathered from various industries. Seven cases focused on one particular
industry, for example, the manufacturing, bank, university or electronic
industry. Focusing on one particular industry is one way of conducting
analytical procedures.

Many of the studies applied the ANNs as an extension of a previous
statistical study. Therefore, in some cases the data were fairly old. Also to use
only publicly available information might simplify the auditor’s task too much
and does not reveal any signi�cant problems in the client company.

4.3.2 Samples. All but two applications reviewed in this survey had
relatively small data samples with which to train and test the models. ANNs
can be more appropriate for large data sets. The material error ANN-model of
Busta and Weinberg (1998) had bigger data sets than other studies in the
review, but their data set was simulated. The GC application of Etheridge et al.
(2000)had a data set of �nancial ratios from 1,139 banks, which was provided
by a “Big Six” CPA �rm.
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Authors Summary of �ndings

Material errors
Coakley and Brown (1991a) Results tentatively suggest that the ANN recognised patterns

across �nancial ratios more effectively than �nancial ratio and
regression methods

Coakley and Brown (1991b) The use of ANNs for pattern recognition across related �nancial
data sets may be viable

Coakley and Brown (1993) ANNs applied as a forecasting tool seem useful for identifying
patterns that can indicate potential investigations of a �rm’s
unaudited �nancial data in the current year

Wu (1994) The results strongly suggest that ANNs can be used to identify
�rms requiring further auditing investigation, and also suggest
future implications for intelligent auditing machines

Coakley (1995) Results suggest that the use of an ANN to analyse patterns of
related �uctuations across numerous �nancial ratios provides a
more reliable indication of the presence of material errors than
either traditional analytic procedures or pattern analysis, as well
as providing insight into the plausible causes of the error

Koskivaara et al. (1996) ANNs seem a promising technology for predicting monthly
�nancial statement values

Busta amd Weinberg (1998) The results show that, if data are contaminated at a 10 per cent
level or more ANNs will detect this 68 per cent of the time. If the
data are not contaminated, the test will indicate that the data are
“clean” 67 per cent of the time

Koskivaara (2000a) The best result was achieved when all the data were scaled either
linearly or linearly on a yearly basis

Koskivaara (2000b) The results achieved indicate that ANNs seem promising for
recognising the dynamics and the relationships between �nancial
accounts

Management fraud
Green and Choi (1997) The results show that ANNs have signi�cant potential as a fraud

investigative and detection tool
Fanning and Cogger (1998) The study showed that ANNs offer better ability than standard

statistical methods in detecting fraud
Feroz et al. (2000) The ANN models classify the membership in target versus control

�rms with the accuracy of 81 per cent across the board

Going concern and �nancial
distress
Hansen et al. (1992) The results indicate that the ANN model predicted more

consistency than the other advanced statistical models used in the
study

Fanning and Cogger (1994) The results indicate the potential in time-savings and the
successful classi�cation results available from an ANN processor

Lenard et al. (1995) The ANN model is proposed as a robust alternative model for
auditors to support their assessments of going concern
uncertainty

(continued)
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It seems that it is common to use small data sets in the early developing phase
of ANN models. Small data sets also limit the number of possible inputs into
the models. However, it is critical to have both the training and test set
representative of the population or underlying mechanism. The selection of the
training and test set may affect the performance of an ANN. The literature
offers little guidance in selecting the training and the test sample. Most authors
select them based on the rule of 90 per cent vs 10 per cent, 80 per cent vs 20 per
cent, or 70 per cent vs 30 per cent, etc.; 50 per cent vs 50 per cent was used in
four cases. Some choose them based on matched pairs. The median training
samples and testing sample sizes are 64 and 36, respectively.

4.3.3 Architecture. The determining of the numbers of input nodes, hidden
layers and nodes and output nodes is problem-dependent and is still part of the
art in ANNs. For example, all the income statement account values could be
selected as input variables in many applications. However, some selection of
variables might have helped an ANN to get better results. For example, the
selection of input variables for the prediction task was a dif�cult task in many
studies. The hidden nodes in a hidden layer allow the ANN to detect the
feature, to capture the pattern in the data, and to perform complicated

Authors Summary of �ndings

Anandarajan and
Anandarajan (1999)

The results of the study indicate that the ANN model has a
superior predictive ability in determining the type of going
concern audit report that should be issued to the client

Koh and Tan (1999) The results suggest that ANNs can be a promising avenue of
research and application in the going concern area

Etheridge et al. (2000) When the overall error rate was considered,the probabilisticANN
was the most reliable in classi�cation, followed by
backpropagation and categorical learning ANNs. When the
estimated relative costs of misclassi�cation were considered, the
categorical learning ANN was the least costly, followed by
backpropagation and probabilistic ANN

Control risk assessment
Davis (1996) The results show that the ANN models have been able to acquire,

represent and store the auditors’knowledge for selecting relevant
information to assess control risk

Davis et al. (1997) The model was able to classify the auditors’control risk
assessment in the testing sample with a 78 per cent accuracy rate

Ramamoorti et al. (1999) The ANN, logistic regression and stepwise multiple regression
produced results that compared favourably together in terms of
the variance in the rankings obtained

Audit fee
Curry and Peel (1998) The ANN models exhibited better forecasting accuracy than their

OLS counterparts, but this differential reduces when the models
are tested out-of-sampleTable VI.

MAJ
19,2

216



non-linear mapping between input and output variables. Linear relationships
between the variables are very often a simpli�cation of the natural �nancial
data. The number of output nodes is relatively easy to specify as it is directly
related to the problem under study. The median audit ANN architecture
consists of 24 inputs with 14 nodes in one hidden layer and one output node.
The majority of the auditing ANN-applications under study had one output
node. This is common in classi�cation models, whereas prediction models
might have one or more nodes in the output layer. The choice network
architecture is mostly subject to trial and error without guarantee of reaching
an optimal solution. However, properly con�gured and trained, ANNs appear
to make consistently good classi�cations or generalisations.

4.3.4 Learning parameters. There are no clear guidelines on the selection of
the performance and transfer function. All but one study used the supervised
learning mode. Fanning and Cogger (1998) used the self-organising learning
mode in a management fraud application. Most studies used the
backpropagation learning algorithm or some variation of it. A sigmoid or a
modi�ed sigmoid transfer function was used in nine studies, a logistic function
in three studies. Seven applications used some other transfer function.

4.3.5 Performance. Almost every model was evaluated with a hold-out
sample. The performance results of the ANN models in the previous review are
based on hold-out samples.

The performance measurement of the models varied a lot. Root mean square
error, prediction accuracy, and average error were mostly used. In some cases
also a comparison with the traditional statistical methods was used. It is not
always clear whether the performance is calculated from actual data or scaled
data.

Researchers should emphasise the measurement of the performance from the
auditing point of view. Visualisation of the results might help auditors to see
the bene�t of the ANNs.

4.4 Limitations of ANNs
An inherent weakness of ANNs is that the internal structure makes it dif�cult
to trace the process by which output is reached. This is why ANNs lack clear
explanatory capabilities. Therefore, justi�cations for the results are dif�cult to
obtain because the connections’ weights do not usually have obvious
interpretations. However, if the results are obvious from the auditing point of
view, this “black box” problem is not a problem for auditors.

5. Discuss ion and conclus ions
An accounting system’s capacity to produce data and information in terms of
volume and speed is vast. An accounting system means the series of tasks and
records of an entity by which transactions are processed as a means of
maintaining �nancial records. Such systems identify, assemble, analyse,
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calculate, classify, record, summarise and report transactions and other events.
Accounting systems are also vulnerable to manipulation and fraud.

The auditor’s work in each case is to con�rm the reliability of the accounts.
The auditor should ascertain the entity’s system of recording and processing
transactions and assess its adequacy as a basis for the preparation of �nancial
statements. Therefore, the auditor should carry out such a review of the
�nancial accounts which is as suf�cient, in conjunction with the conclusions
drawn from the other audit evidence obtained, as possible, to give her/him a
reasonable basis for her/his opinion on the �nancial statements. This review
may include generating trends in accounting values or comparing accounting
data items. This is called AR and it is supported by analytical procedures, in
which different kinds of techniques might be embedded.

The research and development of audit tools are important, since the task of
the auditor today is both more onerous and more complex than ever before.
Today’s business environment is very commercial and time pressure is hard.
Also, tight relationships between auditing �rms and their clients do not make
the auditing tasks any easier. The unveiling of the manipulation of accounting
data could have serious consequences both for the companies and their stock
value and for auditors and their reputations. The development of information
technology support systems makes the use of advanced methods easier and
more cost-effective.

As information technological changes occur at an increasing rate,
auditors must keep pace with these emerging changes and their impact on
their client’s information-processing systems as well as on their own audit
procedures. This article started by providing an overview of the AR in
auditing and a brief description of ANNs. ANNs are an appealing
technology embedded in the analytical procedures for forming expectations
for auditing purposes. They are good at handling data and, once trained,
they can predict and classify new examples very quickly. For example,
with the BP algorithm the auditor may generate evidence based on internal
trends in accounting data and then compare ANN results with actual
values. With the SOM algorithm the auditor may cluster the data and
reveal unexpected �uctuations in the data. In brief, auditors may bene�t
from the ANN’s learning from data ability to support auditors’ experience
and knowledge about a client company. Therefore, we argue that auditors
may bene�t from applying ANNs in revealing trends and classes in
accounting data or in the comparison of accounting records.

In this article we analysed a number of ANN studies carried out in the area.
Indeed, the analysis revealed the open ends in the �eld. The main �ndings are
summarised as follows.

All the studies �t into analytical review (AR) procedures. All the authors
stated that ANNs have potential to improve AR procedures. ANNs
outperformed the statistical methods in six cases. In many cases the results
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really do serve the AR procedures, such as comparison of client and the
industry data or forming expectations to compare client’s data.

The application areas were material errors, management fraud, and support
for going concern decision, internal control, risk assessment, audit fee, and
�nancial distress problems. Since the ANNs were built for speci�c situations,
they have a limited view of AR procedures. Therefore, a question arises. Are
there any new application areas, such as authority checking and analysing
minutes that would be suitable for ANNs?Budgets, forecasts, online analytical
procedures, and data mining are areas in organisations where ANNs embedded
in the systems may provide auditors with such business-intelligent information
they need to make decisions.

Data samples used in the studies might limit the generalisability of the
results. Most of the reviewed applications used quite small data sets. In some
case the data were also quite old. Researchers should focus on developing
models with data sets that are not publicly available in order to investigate
client data more deeply. For example, researchers should study ANNs with the
operational data. Many of the analytical procedures are based on the client
company’s data and therefore this is an important research area. Indeed, many
important qualitative variables such as management ability and future plans
were not formally incorporated into the models.

The determining of the ANN architecture is problem-dependent and is still
part of the art in ANNs. Further research is needed to �nd out optimal ANN
architectures.

Most studies used the backpropagation algorithm, while others employed
some variants of it. There is clearly a need for methods and networks that can
handle the �uctuating �nancial data. For example, the supervised training
method with the resilient backpropagation (Rprop) training algorithm with
sigmoid function, which is one of the most ef�cient algorithms on pattern
recognition problems (Demuth and Beale, 2000), may be possible, or the SOM
algorithm for classifying accounting data sets.

There are no clear guidelines on the selection of the performance measure.
The performance measure of applications varies a lot and it is not always clear
whether the performance is calculated from actual data or scaled data. More
emphasis should be put on the measurement of the performance of ANNs.
Although the results are encouraging, further research is needed to examine
whether ANN models are better than AR procedures in use. Furthermore, the
visualisation of the results might give some added value to auditors.

One advantage of an ANN-based system is that it can provide auditors with
objective information about a client company. With the help of an ANN-based
system an auditor may, for example, focus substantive testing on the right
places. The ANN-based system could work on the Web or on the user
workstation using the data in the accounting databases. It could automatically
alert the user when certain amounts of the data are not inside the agreed limits.
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Therefore, the ANN is a possible future technique for analytical auditing, and
suitable for continuous auditing and controlling.

Although ANN-based systems cannot entirely replace professional
judgement, they offer a promising alternative approach to AR procedures. It
should also be emphasised that the number of variables, which can be inputs
and outputs of the models, is limited. However, ANNs provide a non-linear
dimension that captures the underlying representations within the data sets.
Therefore, the future of ANNs in auditing is open and will be even brighter as
more and more research efforts are devoted to this area.

So far, only a few attempts have been made to combine ANNs with other
advanced methods. Davis et al. (1997) presented a construction of a prototype,
which integrated an ES and an ANN in the control risk assessment domain.
Additional research is clearly needed to evaluate the ef�cacy of hybrid models
that combine the advantages of ANNs, fuzzy logic- and genetic
algorithms-based systems.

Furthermore, the future of ANNs in the auditing area may see increased
integration with other existing or developing technologies and statistical
techniques. As advancements are made in AI technologies and computer-based
systems, there should be new opportunities to apply ANNs to auditing. This
would encourage or motivate academics and practitioners to collaborate in
further exploration of the potential of ANNs.

Notes

1. Benford’s law says that the digits of naturally occurring numbers are distributed on a
predictable and speci�c pattern.

2. Type I: There was fraud but ANN did not �nd it ( inef�cient auditing).Type II:There was
no fraud but ANN detected one ( ineffective auditing).

References

AICPA (1988), Statement on AuditingStandards # 56, AnalyticalProcedures, American Institute
of Certi�ed Public Accountants, New York, NY.

Anandarajan, M. and Anandarajan, A. (1999), “A comparison of machine learning techniques
with a qualitative response model for auditors’going concern reporting”, Expert Systems
with Applications, Vol. 16, pp. 385-92.

Arens,A.A., Elder, R.J. and Beasley,M.S. (2003),Auditingand AssuranceServices:An Integrated
Approach, Prentice-Hall, Upper Saddle River, NJ.

Bazerman, M.H., Loewenstein, G. and Moore, D.A. (2002), “Why good accountants do bad
audits”, Harvard Business Review, Vol. 80 No. 11, pp. 97-102.

Blocher, E. and Patterson, G.F. Jr (1996), “The use of analytical procedures: the importance of
expectation and precision”, Journal of Accountancy, February, p. 53.

Busta, B. and Weinberg, R. (1998), “Using Benford’s law and neural networks as a review
procedure”, Managerial Auditing Journal, Vol. 13 No. 6, pp. 356-66.

Calderon,T.G. and Cheh, J.J. (2002), “A road-map for future neural networks research in auditing
and risk assessment”, International Journal of Accounting Information Systems, Vol. 3
No. 4, pp. 203-36.

MAJ
19,2

220



Coakley, J.R. (1995), “Using pattern analysis methods to supplement attention-directing
analytical procedures”, Expert Systems with Applications, Vol. 9 No. 4, pp. 513-28.

Coakley,J.R. and Brown, C.E. (1991a),“Neural networks applied to ratio analysis in the analytical
review process”, paper presented at Expert Systems Symposium, Pasadena, CA.

Coakley, J.R. and Brown, C.E. (1991b), “Neural networks for �nancial ratio analysis”, paper
presented at The World Congress on Expert Systems, Orlando, FL.

Coakley, J.R. and Brown, C.E. (1993), “Arti�cial neural networks applied to ratio analysis in the
analytical review process”, Intelligent Systems in Accounting, Finance and Management,
Vol. 2, pp. 19-39.

Coakley, J.R. and Brown, C.E. (2000), “Arti�cial neural networks in accounting and �nance:
modeling issues”, InternationalJournal of Intelligent Systems in Accounting, Finance and
Management, Vol. 9, pp. 119-44.

Curry, B. and Peel, M.J. (1998), “Neural networks and business forecasting: an application to
cross-sectionalaudit fee data”, InternationalJournalof Commerce and Management, Vol. 8
No. 2, pp. 94-120.

Davis, J.T. (1996), “Experience and auditors’ selection of relevant information for preliminary
control risk assessments”, Auditing: A Journal of Practice & T heory, Vol. 15 No. 1,
pp. 16-37.

Davis, J.T., Massey, A.P. and Lovell, R.E.R. II (1997), “Supporting a complex audit judgement
task: an expert network approach”, European Journal of Operational Research, Vol. 103
No. 2, pp. 350-72.

Demuth, H. and Beale, M. (2000), Neural Network T oolbox, The Math Works, Inc., Natick, MA.

Dutta, S. (1993), Knowledge Processing & Applied Arti�cial Intelligence, Butterworth-Heinemann,
Oxford.

Etheridge, H.L., Sriram, R.S. and Hsu, H.Y.K. (2000), “A comparison of selected arti�cial neural
networks that help auditors evaluate client �nancial viability”, Decision Science, Vol. 31
No. 2, pp. 531-50.

Fanning, K.M. and Cogger, K.O. (1994), “A comparative analysis of arti�cial neural networks
using �nancial distress prediction”, Intelligent Systems in Accounting, Finance and
Management, Vol. 3, pp. 241-52.

Fanning, K.M. and Cogger, K.O. (1998), “Neural network detection of management fraud using
published �nancial data”, International Journal of Intelligent Systems in Accounting,
Finance & Management, Vol. 7 No. 1, pp. 21-41.

Feroz, E.H., Kwon, T.M., Pastena,V.S. and Park, K. (2000),“The ef�cacy of red �ags in predicting
the SEC’s targets: an arti�cial neural networks approach”, International Journal of
Intelligent Systems in Accounting, Finance & Management, Vol. 9, pp. 145-57.

Fraser, I.A.M., Hatherly, D.J. and Lin, K.Z. (1997), “An empirical investigation of the use of
analytical review by external auditors”, T he British AccountingReview, Vol. 29, pp. 35-47.

Freeman, J.A. and Skapura, D.M. (1991), Neural Networks Algorithms, Applications, and
Programming T echniques, Addison-Wesley Publishing Company, Menlo Park, CA.

Green, B.P. and Choi, J.H. (1997), “Assessing the risk of management fraud through neural
network technology”, Auditing: A Journal of Practice & T heory, Vol. 16 No. 1, pp. 14-28.

Halal, W.E., Kull, M.D. and Leffmann, A. (1998), “The George Washington university forecast of
emerging technologies: a continuous assessment of the technology revolution”,
T echnologicalForecasting and Social Change, Vol. 59, pp. 89-110.

Arti�cial neural
networks

221



Hansen, J.V., McDonald, J.B. and Stice, J.D. (1992), “Arti�cial intelligence and generalized
qualitative-response models: an empirical test on two audit decision-making domains”,
Decision Science, Vol. 23 No. 3, pp. 708-23.

Haykin, S. (1994), Neural Networks: A Comprehensive Foundation, Macmillan, New York, NY.

Hecht-Nielsen, R. (1990), Neurocomputing, Addison-Wesley Publishing Company, Inc., San
Diego, CA.

Hertz, J., Krogh, A. and Palmer, R.G. (1991), Introduction to the T heory of Neurocomputing,
Addison-Wesley Publishing Company, Redwood City, CA.

Klimasauskas,C.C. (1991), “Applying neural networks.Part 1: an overview of the aeries.Part 2: a
walk through the application process.Part 3: training a neural network.Part 4: improving
performance. Part 5: integrating a trained network into an application. Part 6: special
topics”, PC/AI Magazine, No. 5.

Koh, H.C. and Tan, S.S. (1999), “A neural network approach to the prediction of going concern
status”, Accounting and Business Research, Vol. 29 No. 3, pp. 211-16.

Kohonen, T. (1997), Self-Organizing Maps, Springler-Verlag,Berlin.

Koskivaara, E. (2000a), “Arti�cial neural network models for predicting patterns in auditing
monthly balances”, Journal of the OperationalResearch Society, Vol. 51 No. 9, pp. 1060-9.

Koskivaara, E. (2000b), “Different pre-processing models for �nancial accounts when using
neural networks for auditing”, paper presented at European Conference on Information
Systems, Vienna.

Koskivaara, E., Back, B. and Sere, K. (1996), “Modelling intelligent information systems for
auditing”, paper presented at the Intelligent Systems in Accounting and Finance
Conference, Huelva.

Kosko, B. (1990), “Unsupervised learning in noise”, IEEE T ransactions on Neural Networks,
Vol. 1 No. 1, pp. 44-57.

Lee, B. (2002), “Professionalsocialisation,commercial pressures and junior staff’s time-pressured
irregular auditing – a contextual interpretation”, British AccountingReview, Vol. 34 No. 4,
pp. 315-33.

Lehtokangas,M., Saarinen, J. and Kaski, K. (1994), “Aikasarja ja ennusteet”, in Koikkalainen,P.
(Ed.), Neurolaskennan mahdollisuudet, TEKES, Paino-Center Oy, Helsinki.

Lenard, M.J., Alam, P. and Madey, G.R. (1995), “The application of neural networks and a
qualitative response model to the auditor’s going concern uncertainty decision”, Decision
Science, Vol. 26 No. 2, pp. 209-27.

Medsker, L. and Liebowitz, J. (1994), Design and Development of Expert Systems and Neural
Networks, Macmillan College Publishing Company, Inc., New York, NY.

O’Leary, D.E. (1998), “Using neural networks to predict corporate failure”, InternationalJournal
of Intelligent Systems in Accounting, Finance & Management, Vol. 7, pp. 187-97.

Ramamoorti, S., Bailey, A.D. Jr and Traver, R.O. (1999), “Risk assessment in internal auditing:a
neural network approach”, International Journal of Intelligent Systems in Accounting,
Finance & Management, Vol. 8 No. 3, pp. 159-80.

Smith, M. (1996), Neural Networks for Statistical Modeling, International Thompson Computer
Press, London.

Sohl, J.E. and Venkatachalam, A.R. (1995), “A neural network approach to forecasting model
selection”, Information & Management, Vol. 29, pp. 297-303.

Swingler, K. (1996), Applying Neural Networks: A Practical Guide, Academic Press Limited,
London.

MAJ
19,2

222



Tam, K.Y. and Kiang, M.Y. (1992), “Managerial applications of neural networks: the case of
bank”, Management Science, Vol. 38 No. 7, pp. 926-47.

Vellido, A., Lisboa, P.J.G. and Vaughan, J. (1999), “Neural networks in business: a survey of
applications (1992-1998)”, Expert Systems with Applications, Vol. 51, pp. 51-70.

Weber, J.C. and Goldstein, E.J. (1999), Public Accounting – Practice Alert: CPA Letter
Supplements, Vol. 98 No. 1.

Willet, C. and Page, M. (1996), “A survey of time budgets and irregular auditing practices among
newly quali�ed UK chartered accountants”, T he British Accounting Review, Vol. 28,
pp. 101-20.

Wong, B.K. and Selvi, Y. (1998), “Neural network applications in �nance: a review and analysis
of literature (1990-1996)”, Information & Management, Vol. 34, pp. 129-39.

Wong, B.K., Bodnovich, T.A. and Selvi, Y. (1995), “A bibliography of neural network business
applications research: 1988-September 1994”, Expert Systems, Vol. 12 No. 3, pp. 253-62.

Woolf, E. (1994), Auditing T oday, Prentice-Hall, Hemel Hempstead.

Wu, R.C-F. (1994), “Integrating neurocomputing and auditing expertise”, Managerial Auditing
Journal, Vol. 9 No. 3, pp. 20-6.

Zhang, G., Patuwo, B.E. and Hu, M.Y. (1998), “Forecasting with arti�cial neural networks: the
state-of-the-art”, International Journal of Forecasting, Vol. 14, pp. 35-62.

Arti�cial neural
networks

223



164



165

PUBLICATION 2 

Koskivaara (2002) Design Science Approaches in Information Systems 
Research. In: Proceedings of the Information Systems Foundations: Building 
the Theoretical Base Workshop, ed. by Shirley Gregor – Dennis Hart. 
Canberra, Australia, October 1–2, 2002, 205–216. Reprinted by permission. 



166



205

Design Science Approaches in Information Systems Research

Eija Koskivaara

TUCS Turku Centre for Computer Science, and
Turku School of Economics and Business Administration,

Finland
Eija.Koskivaara@tukkk.fi

Abstract

This paper outlines design science approaches in information systems (IS) research. Design
science attempts to create effective artifacts that serve human purposes. Therefore, design
science activities are an important part of knowledge representation in IS research. The paper
brings together different views of design science approaches. Furthermore, it illustrates how
these approaches are applied to designing artificial neural networks (ANNs).

Introduction
This paper focuses on the different design science approaches in information system (IS)
research. Whereas natural sciences and social sciences try to understand reality, design science
attempts to create effective artifacts that serve human purposes. If we think that science is an
activity that produces guidelines, then design science is an important part of it (Simon, 1969).
In this paper we illustrate how different approaches are brought together and apply them to
designing and developing artificial neural network (ANN) systems.

We have found four approaches in the literature to design and develop information systems that
are possible to follow in the ANN development process. March et al. (1995) make a distinction
between design science and natural science and argue that both design science and natural
science activities are needed to ensure that IS research is both relevant and effective. They refer
to Herbert Simon's (1969) work "The Sciences of the Artificial", where he uses the expression
"science of design" to refer to applied research. A science of design implies that this science is
concerned with how to make artifacts that have desired properties and how to design. Thus a
design theory has two aspects - one dealing with the process of design and one dealing with the
product. Nunamaker et al. (1991) have introduced the systems development methodology,
which fits into the category of applied science and belongs to the engineering type of research.
The results of applied sciences should be relevant, simple and easy to use (Kasanen et al.,
1993). In the engineering approach, the artistry of design and the spirit of "making something
work" are also essential. These refer to pragmatism, which is the philosophical background
theory of this kind of research. Pragmatism emerged in the USA by Charles Sanders Pierce
(1839-1914), William James (1848-1910), and John Dewey (1859-1952). Philosophical
pragmatists deny the correspondence notion of truth, proposing that truth essentially is what
works in practice (see e.g. Niiniluoto, 1986). Another research approach, which has similarities
to the system development, comes from the field of business administration, where a
constructive research approach has been developed (Kasanen et al., 1993; Lukka, 2002).
Medsker et al. (1994) have presented a development cycle methodology for designing ANN
systems. All these approaches are about one particular type of knowledge in IS, namely "theory
of design".
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Although the design of an ANN system resembles conventional information system design, it
includes some unique steps and considerations. According to our experience the approaches of
information systems design and development give too narrow a picture of building and
assessing ANN systems. Therefore, one purpose of this paper is to bring together these
approaches and thereby give a wider approach for the design of ANN systems.

ANNs are selected for illustration purposes for several reasons. ANNs are nowadays a well-
established computational paradigm in the field of artificial intelligence. They are usually seen
as a method for implementing complex non-linear mappings (functions) using simple
elementary units that are connected together with weighted, adaptable connections. The history
of ANNs can be traced far back to the birth of the digital computers (McCulloch et al., 1943;
Hebb, 1949). There was some enthusiastic research on ANNs in the fifties and sixties
(Rosenblatt, 1958; Minsky et al., 1969), but subsequently ANNs were almost forgotten. The
rise that began in the eighties is still going on. One reason for this is that information
technology development and the processing capacities of PCs have made it possible to model
ANN-based information systems.

ANNs are data driven systems that can be used for prediction, classifying, and clustering tasks.
They can learn, remember, and compare complex patterns (Medsker et al., 1994).They are also
claimed to be able to recognize patterns in data even when the data is noisy, ambiguous,
distorted, or variable (Dutta, 1993). Furthermore, they continue to perform well even with
missing or incomplete data, and they are capable of discovering data relationships. One
advantage of ANN-systems could be that they provide "intelligent real time" information to add
value to the decision process. These features make ANNs suitable for many business decisions.
ANNs have already been applied and have proven their usefulness in many different business
areas (Wong et al., 1995; Wong et al., 1998; O'Leary, 1998; Zhang et al., 1998; Vellido et al.,
1999; Coakley et al., 2000). Budgets, forecasts, on-line analytical procedures, and data mining
are areas in organizations where ANNs embedded in the systems may provide users such
business intelligent information they need to make tactical and strategic decisions.

The rest of the paper is organized as follows. In section 2 we review the different design
science approaches that at least partly suit the ANN development environment. Our aim is to
find an effective and efficient way for ANN-based system design and development. In section 3
we combine and compare these approaches. Section 4 brings together some different views of
the knowledge of these approaches in order to design ANN systems for organizations. This
developed approach is partly based on our experience in designing several ANN models.

Approaches and methodologies in information system research design

Design Science Research Approach

Design science is knowledge using activity, which produces and applies knowledge of tasks or
situations in order to create an effective artifact (March et al. 1995). Design science research in
information technology aims at improving performance. It is a technology-oriented attempt to
create things that serve human goals. Its products are assessed against criteria of value or utility
- does it work? is it an improvement? In the designing of ANN models this means that we apply
the existing technology to various situations to research whether any improvement occurs.

March et al. (1995) make the distinction between research outputs and research activities
(Figure 1.). The first dimension in the framework is based on design science outputs or
artifacts. The second dimension is based on broad types of research activities. Building and
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evaluating IT artifacts have design science intent. Theorizing and justifying have natural
science intent.

Build Evaluate Theorize Justify
Constructs
Model
Method
Instantiation

Research Activities

Research
Outputs

Figure 1. A research framework

Design science consists of two basic activities: build and evaluate. They are aimed at improving
performance. Build refers to the construction of the artifact, demonstrating that such an artifact
can be constructed. Evaluate refers to the development of criteria and the assessment of artifact
performance against those criteria. In the construction of an ANN system this means that we try
to find appropriate learning paradigms and parameters, and network architecture to receive
reasonable outputs. This research activity should be judged based on the value or utility to a
community of users. This means that we have to be able to show the value of the ANN's output
information to users. The research contribution lies in the novelty and the effectiveness of the
artifact. In analyzing the result of an ANN model we have to be able to show that it either
works more efficiently than the old method or it produces some added value to the user. In
comparing the efficiency of the methods, ANN vs. other, the criteria has to be the same for both
methods and hopefully not invented by the researcher. The development of the criteria might
bias the research results.

According to March et al. (1995) design science products are of four types, constructs, models,
methods, and instantiations. Constructs or concepts form the elements of the semantic field of a
research domain. They help to specify the research problem and its solutions. Models are
propositions and statements, which express the relationships between constructs. Methods are
sets of steps used to perform a task. The desire to utilize a certain type of method can influence
the constructs and models developed for a task. Instantiations are the actual realizations of the
artifact in the environment. They demonstrate the feasibility and effectiveness of the models
and methods. With the ANN's development process we may produce all these products
depending on the final status of the developed artifact.

Systems Development Research Approach

Nunamaker et al. (1991) propose a multimethodological approach to IS research that consists of
four research strategies: theory building, experimentation, observation, and systems
development. Theory building includes development of new ideas and concepts, frameworks,
new methods, or models. Experimentation includes research strategies such as laboratory and
field experiments, and computer simulations. Observation includes research methodologies
such as case studies, field studies, and surveys. According to Nunamaker et al. (1991) a system
development research consists of five sequential stages: concept design, constructing the
architecture of the system, prototyping, product development, and technology transfer. Concept
design is the adaptation and amalgamation of technological and theoretic advances into
potentially practical applications. A system architecture provides a road map for the systems
building process. Prototyping is used as a proof-of-concept to demonstrate feasibility. Much of
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the system development research stops at this stage because it fails to meet initial expectations.
In the ANN development process this mostly means that we have to redesign the ANN model
to get it to work. Those research projects that are judged successful are expanded into fully
articulated production systems. This allows a realistic evaluation of the impacts of the included
information technologies and their potential for acceptance. The transfer of technology to
organizations represents the final success of those theories, concepts, and systems that complete
this race. These latter phases of the system development approach are hard to carry out because
these applications may contain business secrets and therefore the models are kept secret.
Difficulties in the systems development process can be used to modify the concepts and
theories from which the application systems are derived.

Systems Development
Research Process

Research Issues

Construct a
Conceptual
Framework

Develop a
System

Architecture

Analyze and
Design the

System

Build the
(Prototype)

System

Observe and
Evaluate the

System

• Meaningful research question
• Understanding system's

building procedures

• Design architecture
• Define components

• Design processes to carry out
functions

• Develop alternative solutions,
select one

• Learn through the system
building process

• Gain insight about the
problems and the complexity
of the system

• Observe the use of system with
case and field studies

• Evaluate the system with
laboratory or field experiments

• Develop new theories
• Consolidate experience learned

Figure 2. A Process for Systems Development Research

The systems development research process and research issues are outlined in Figure 2. In the
development type of research, researchers do not usually formulate an explicit hypothesis, but
they do make assumptions about the research domain and the technical environment for
developing systems. In many ANN development processes researchers propose a new way of
doing things. Design involves the understanding of the domain under study, the application of
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relevant scientific and technical knowledge, the creation of various alternatives, and the
synthesis and evaluation of proposed alternative solutions. In designing a road map for the
ANN building process the researcher has to be aware of the learning paradigms, data needed or
available, and how to evaluate the ANN's output. Researchers state the system requirements
under the constraints of these assumptions, and design and implement the system according to
the requirements. Researchers in system development often conduct their research by building
the prototype system. The process of implementing a working process can provide researchers
with insights into the advantages and disadvantages of the concepts, the frameworks, and the
chosen design alternatives. Once the system is built, the researcher can test its performance and
usability as stated in the requirements definition phase. Experiences gained from the developing
of the system usually lead to the further development of the system, or even to the discovery of
a new theory to explain newly observed phenomena.

Constructive Research Approach

The aim of a constructive research approach is to solve a real-world problem with an
implemented new innovative construction, which has practical and theoretical contribution.
This kind of research result would satisfy all stakeholders of the research project. However,
from the academic point of view, practically failing projects could also have theoretical
implications. This resembles the systems development approach where the difficulties in the
research process can be used to modify the theory. The constructive research approach has been
developed in the field of business administration. However, its roots are in technical sciences,
education, clinical medicine, information systems and operations research. The constructive
type of studies have rarely been published because they have often been considered consulting
and, therefore, non-scientific. Another reason for non-publishing could be the business secrets
those studies contain. According to Lukka (2002) the constructive research approach is one of
the options currently available for a case researcher. It adds an alternative and a strong,
problem-solving type of intervention and an intensive attempt to draw theoretical conclusions
based on empirical work. Figure 3 illustrates the key elements of the constructive research
approach.

Construction
(Solution to the initial

problem)

Connection to
prior theory

Theoretical
contribution of
the study

Practical
functioning of the
solution

Practical relevance
of the problem and
the solution

Figure 3. The central elements of the constructive research approach

Lukka (2002) divides the constructive research process into the following phases:

1 Find a practically relevant problem, which also has potential for theoretical
contribution. An ideal topic has practical relevance, which is underanalyzed in prior
literature.
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2 Examine the potential for long-term research co-operation with the target
organization(s). This involves making a formal research agreement, which deals with
issues such as research funding, access to data, and particularly the conditions of
publishing the results of the project.

3 Obtain a deep understanding of the topic area both practically and theoretically. This
resembles a field study. With observations, interviews and analysis of archives the
researcher gets insights into the state of affairs in the organizations. This analysis may
reveal the explicit and implicit problems and should support the purposes of the research
subject. The researcher should be aware of the potentially existing prior theories of the
topic area. This is a basis for further development work based on prior knowledge, but
also later on, to be able to identify and analyze the theoretical contribution of the study.

4 Innovate a solution idea and develop a problem solving construction, which also has
potential for theoretical contribution. When an innovative construction cannot be
designed, there is no point in going on with the project. This phase is creative and
heuristic by nature. The implementation of an earlier designed construction should not
be regarded as a constructive research approach.

5 Implement the solution and test how it works. The first level practical test, "market
test", of the construction should be viewed as a key characteristic of the constructive
research approach. This approach differs from a typical analytical model building, in
which most sophisticated model designs are often just constructed while their empirical
feasibility is not tested in any way.

6 Ponder the scope of applicability of the solution. In this phase the researcher has to be
able to step back from the empirical work, control his or her level of commitment, and
start reflecting the learning process. This means analyzing the results of the process and
its preconditions. If the innovative construction passed the primary market test, i.e. it
produced positive results, the next phase is to study whether the construction might be
transferable to other organizations. Even if the market test failed, there will be room for
theoretical analysis, i.e. whether the causes of the failure could be avoided in other
projects.

7 Identify and analyze the theoretical contribution. The researcher has to be able to
explain the theoretical contribution of the project, i.e. reflect the findings back to prior
theories.

The constructive research approach differs from the other approaches in the strong
emphasis on the formal co-operation agreement. One explanation for this slightly
different emphasis might be that it has been developed in the field of business
administration. But as its developers state, its potential application field is broad, also
including information system science. This co-operation aspect is very important with
the design of ANN systems because they are data driven systems and the data is
normally owned by organizations.

Development Cycle Methodology

Medsker et al. (1994) suggest that the development cycle of an ANN includes four major
phases (Figure 2). 
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Figure 4. ANN development cycle

The concept phase focuses on an application assessment and selection of an appropriate ANN
architecture to guarantee a successful application. The point here is to focus on the applicability
of neurocomputing as an appropriate technology to solve the problem at hand. The available
data, software, and the experience level of the developer are selection criteria for choosing the
ANN paradigm for the problem. There are two basic learning paradigms in ANNs: supervised
and unsupervised. In supervised learning the network learns from previous correct input-output
values. In unsupervised learning the network is provided with no previous output values.

At the design phase, general and detailed designs of an individual system are created, the data
required are gathered, and a development environment is chosen. ANN system creation means
that a number of neurons, layers, and parameters like the transfer function are decided on.
Adequate data must exist and be obtained and then divided into the training and testing sets.
The developer must identify and clarify data relevant to the problem. Before the data is fed to
the ANN it is somehow pre-processed. The last part of design phase involves matching the
application's design to appropriate development environment. 

At the implementation phase, a network is created, trained, and tested. Besides, external
integration is included at this phase. The implementation phase involves the actual construction
of the ANN and makes use of the data gathered for training and testing. During the iterative
training process the ANN modifies the weights for the entire neural network. When the training
is over the network has learnt an appropriate set of weights, which allows the network to carry
out the desired task (Rumelhart et al., 1994). Validation refers to a process of demonstrating
that the correct system has been built. Verification involves proving that the system was
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constructed from the mechanical standpoint. Ongoing monitoring and feedback to the
developers are required for system improvements and long-term success.

The maintenance phase starts when the building process is finished and continues during the
application's entire lifetime. It evaluates periodically a system’s performance and modifies it
when necessary.

Although Medsker et al. (1994) have included some unique steps and considerations in the
development cycle of ANNs it still resembles a sequential process of a conventional
information systems design. One explanation for this might be that they have tried to develop
one joint design and development cycle for both the expert system (ES) and neural network
(NN). This is based on their argument that the processes for developing expert systems and
neural networks have important parallels. However, the idea of training a neural network
system to carry out an information processing function is something very special and unique in
comparison to i.e. the programming of rule and knowledge bases for expert systems.

Comparison of approaches and methodologies
If we compare the approaches in Section 2 with the product and with the process of design
aspects there are some differences. The design science (March et al. 1995) and the system
development (Nunamaker et al. 1991) approaches combine both these aspects. The constructive
research (Lukka 2002) approach puts emphasis on the process of the design aspect. The
development cycle of ANN (Medsker et al. 1994) deals mainly with the design of the product
aspect.

Design Science Approaches in IS

Constructive
Research

Lukka

Development
Cycle

M edsker et al.

Design
Science

M arch et al.

Systems
Development

Nunamaker et al.

Justify

Find problem

Co-operation

Understanding

Construction

Applicability

Theory
Contribution

Concept

Design

M aintenance

Implementation

Framework

Build

System
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Observe and
evaluate:
theorize

Analyze and
design

Build

Evaluate

Theorize

Figure 5. The comparison of approaches

In Figure 5 we have depicted the phases of these four approaches from top down. All the
approaches have the same general idea that we have the problem and try to solve it with new
artifacts. The new construction could be technology-oriented like ANNs. The aim is to get
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some improvement when comparing it to the traditional way of doing. However, the research
projects, which fail to get improvement, could also have theoretical contributions. We have in
Italics for those phases that have the issue of "theorize" in the approaches. With this "theorise"
we mean the modification of the approach or framework or the explanation of the theoretical
contribution.

In design science theorize activity involves explaining why and how the effects came about:
why and how the constructs, models, methods, and instantiations work (March et al., 1995).
This activity attempts to unify the known data (observations of effects) into viable theory -
explanations of how and why things happen. It may involve developing constructs with which
to theorize about constructs, models, methods, and instantiations. The justify activity performs
empirical and/or theoretical research to test the proposed theories. Such theories, once justified,
can provide direction for the development of additional and better technologies.

According to the systems development methodology, once the system is built the researcher can
test its performance and usability as stated in the requirement definition phase, as well as
observe its impacts on individuals, groups and organizations (Nunamaker et al. 1991). The test
results should be interpreted and evaluated based on the conceptual framework and the
requirements of the systems defined at the earlier stages. Experiences gained from the
developing of the system usually lead to the further development of the system, or the
discovery of a new theory to explain newly observed phenomena. There are several ways of
gaining experience e.g. experimentation and observation.

According to Lukka (2002) the constructive research approach has two major types of
theoretical contributions: 1) The novel construction itself is a contribution. It should be
regarded as a new means of achieving certain ends and therefore it is for further analysis. 2)
The positive relationships behind the constructions are an arena for applying, testing, and
developing the existing theoretical knowledge.

Medsker et al. (1994) do not emphasis the theory connection in the ANN development cycle at
all. However, the implementation phase could have the theory contribution part in it because
ANN development is an evolutionary process.

A new research approach for designing and developing ANNs
All these approaches mentioned above have many good guidelines to facilitate the design and
development of ANN systems. However, none of them is comprehensive alone. Therefore, we
present here a new approach based on these approaches and on our own experience. This
approach combines three aspects of design - one dealing with the artifact, another with the
process of design, and the third with the theory aspect. All these aspects should support each
other all the time during the research process. Therefore our approach is broader, more concrete
and detailed than the guidelines given before for designing and developing ANNs. This
research approach is outlined in Figure 6.
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Figure 6. An approach for ANN systems design and development research

We argue that there are three aspects in the design and development of ANN systems. The left
side illustrates the artifact aspect. It tells what the phase of the artifact is. It begins with the
concept phase, continues with prototyping and with possible product development. The right
side focuses on the theory aspect (in Italics). This theory aspect should support both the designs
of the artifact and the design process. In the beginning the prior theories have bigger influence
on the research process than in the latter phases. At the end of the research process the
emphasis can be opposite: the research process and the results may have influences on the
theory. This aspect also illustrates the theoretical groundwork needed to carry out during the
research process. This secures that the research is linked to prior knowledge. The experience
learned during the research process is also easier to identify and analyze when the existing
theories are understood. Our approach differs in this respect from the consulting approach.

In the middle is the core of ANN systems' design and development process. First of all, a
researcher needs to obtain general understanding on how artificial neural networks work and
what is possible to do with them. At the same time as the relevant problem is anticipated, one
should start serious research co-operation discussions with the target organizations. This may
also be needed to investigate whether the problem has practical concerns. Another reason is to
get data for an ANN system. With the ANN system design and development this phase is
extremely important because ANNs are data driven systems and data is needed to test whether
the designed model works in the real world. Arrows in this process of design aspect illustrate
the flow of data, information and knowledge needed to develop ANN systems for
organizations.

The design of the ANN system starts with the selection of the learning paradigm for the
problem. The available data and the assumption either the developer of the ANN system or the
users in the target organization have about data may influence the choice of an appropriate
leaning paradigm. If the output information is not known before, it is possible to first apply the
unsupervised learning paradigm to classify the data and then use the supervised learning
paradigm. The design of ANN architecture means that the number of neurons and layers is
decided. During the training process the optimal numbers of hidden layers and neurons, the
optimal values of parameters, and training times are determined. In order to test the ANN
system the data should be divided into training and testing sets. Sometimes the data is somehow
pre-processed before it is fed to the network. Very often it is useful to analyze the training and
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the testing results with possible users. The results of these analyses may lead to the redesigning
of the ANN architecture and collection of more data to get better results. This analyze phase
may also have such an effect that new problems are found that can be solved with the ANN
technique. For example, the ANN system developed for auditing monthly account values is
used for budgeting purposes. The careful analyses of the design process, the designed artifact,
and the results of the assessment of the artifact are a point for the theory contribution.

At the implementation phase the constructed ANN system is implemented into the
organization's processes. At the same time the maintenance phase starts. This means that
ongoing monitoring of the ANN system and feedback to the responsible user or developer is
required. This is needed to update the ANN system so that it works with new input data.
Modification of the ANN system based on the new theories or knowledge might also be
needed.
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Abstract-The aim of this study is to investigate the impact of
various pre-processing models on the forecast capability of
artificial neural network (ANN) when auditing financial
accounts.  Hence, the focus of this paper is on the pre-processing
of the data.  ANNs are selected for auditing purposes because
they are capable of learning complex, non-linear underlying
relationships.  Therefore, they are used to model the dynamics
and the relationships between account values in order to find
unexpected fluctuations.  This study uses a multi-layered neural
network with the backpropagation algorithm.  The artificial
neural network model used in this study was built by using the
financial statements of 31 manufacturing companies over four
years.  The values of the accounts were regarded as a time-
series.  The data were pre-processed in four different ways.
Firstly, all the data were scaled linearly.  Secondly, the data
were pre-processed linearly on a yearly basis.  Thirdly, the data
were pre-processed linearly on a company basis.  And fourthly,
the data were pre-processed on a yearly and company basis.
The best results were achieved when all the data were scaled
either linearly or linearly on a yearly basis.

I. INTRODUCTION

Auditing is a part of the control processes in
organisations.  One purpose of auditing is to examine and
observe the creditability of the account values, and that they
give a true and fair view of the company.  This means that an
auditor has to examine financial accounts or related financial
information of an entity.  However, manual auditing can
never cover all the evidence entirely and in detail, except in
very small companies.  Auditing of financial accounts and
other financial information is often made with the help of
analytical review procedures.  Analytical review procedures
are defined as an evaluation of financial information studying
plausible relationships among both financial and non-
financial information.  Analytical review techniques in the
literature are generally classified as non-quantitative or
judgmental such as scanning, simple quantitative such as
trend, ratio and reasonableness test, and advanced
quantitative such as regression analysis and neural networks.
However, techniques such as regression analysis have
attracted little use in the auditing practice [1][2].  Moreover,
the research of auditor judgement and decision-making has
focused on revealing the limitations of human auditors [3][4].
These research findings have concluded that developing tools
to overcome these limitations might enhance auditors'
effectiveness and/or efficiency [5].  Indeed, a growing

dimension in today's auditing is that a large amount of audit
material, e.g. receipts and accounting records, is increasingly
displayed only electronically.  Naturally this kind of
information also has to be audited.  Furthermore, the
American Institute of Certified Public Accountants (AICPA)
Committee believes that major changes are currently under
way involving both the kinds of information with which
auditors are involved and the nature of that involvement.
They describe this as a shift from an old audit paradigm to a
new audit paradigm.  This shift is also referred to as a
transformation from audit to assurance.  It also means that
auditors have more and more varying kind of work to do than
they had earlier.  The report about the future of the financial
statement audit is found on the homepage of AICPA
(http://www.aicpa.org).  These are some reasons why
auditors need more or maybe different kind of support
systems.

We are investigating the possibility to develop a support
system, which uses an artificial neural network (ANN), for
auditing financial accounts.  We think that an ANN is
suitable for these kinds of problems and will be one of the
emerging technologies in this millennium [6].  Many ANN
models are being developed in a wide variety of business
fields [7][8].  Auditing as an application area for ANNs is
also emerging [9][10][11][12][13][14][15][16][17][18][19].
As far as we know, ANNs are not yet used in practice within
auditing.

The aim of this study is to get further evidence of the
capability of an ANN to forecast and recognise patterns when
auditing financial accounts.  Therefore, the focus is on the
development and evaluation of an ANN as a new audit
method.  The ANN architecture category and the prediction
model for predicting and recognising patterns in this study is
similar to the one in Koskivaara's [18] study.  The difference
is that we have more accounts, and in addition we have the
number of staff turnover as variables.  Furthermore, we have
more companies in the study, because our aim is to build an
ANN-based support system which forecasts and recognises
patterns in financial accounts within one business line.  In
particular, we are focusing on the impact of various pre-
processing models on the forecast capability of an ANN
when auditing financial accounts.

The rest of the paper is organised as follows.  First, a brief
description of the multi-layer feedforward ANN method will
be given.  Then, the models used in prediction and pattern
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recognition will be specified.  Finally, results and outlines for
further research directions in this area will be presented.

II. ANN FOR FORECASTING

We will focus on a particular structure of an ANN, the
multi-layer feed-forward network, which is the most popular
and widely used network paradigm in forecasting.  We will
present a brief description of it here.  More details and
applications of ANNs can be found in standard textbooks on
ANNs [20][21][22][23][24].

The basic element of an ANN is a neuron.  A neuron has
many input vectors and one output vector.  Fig. 1 presents an
artificial neuron with three inputs and one output.  The
transfer function transforms the inputs into the output.  The
inputs are weighted within the transformation process. 

Fig. 1. Simple structure of an artificial neuron

An ANN is typically composed of layers of neurons.  The
first layer and the last layer within an ANN are called input
and output layers, respectively.  The inner layers (one or
more) are known as hidden layers.  The output of each
neuron in a given layer, except the output layer, is fed as an
input to every neuron of the next layer.  Fig. 2 shows a feed-
forward ANN with three layers.

Fig. 2. Structure of a multi-layered neural network

In designing an ANN model, one must determine the
following network architecture variables:
• The number of input neurons

• The number of hidden layers and hidden neurons
• The number of output neurons
• Transfer or activation function
• Training algorithm
• Pre- and post-processing
• Training sample and test sample
• Performance measures

The number of input neurons:  The number of input
neurons corresponds to the number of variables in the input
vector used to forecast future values.

The number of hidden layers and hidden neurons:  The
hidden neurons in the hidden layer allow neural networks to
detect the feature, to recognise the pattern in the data, and to
perform complicated non-linear mapping between input and
output variables.  When the relationship between the input
and output variables is non-linear, a hidden layer helps in
extracting higher level features and facilitates the
generalisation of outputs.

The number of output neurons:  The number of output
neurons is directly related to the problem under study.

Transfer or activation function: In practice, only a small
number of activation functions is used [25].  These include
the sigmoid (logistic) function, the hyperbolic tangent
function, the sine or cosine function, and the linear function.
The sigmoid transfer function is the most popular choice.

Training algorithm: During training, the weights of a
network are iteratively modified to minimize the overall
mean or total squared error between the desired and actual
output values.  Neural networks receive their intelligence
through this training, which is also called learning.  Although
there are number of learning algorithms to train an ANN, the
backpropagation paradigm has become the most popular one
for prediction and classification problems [26].  It operates on
a multilayered network like the one in Fig. 2.  The
backpropagation algorithm has two important parameters, the
learning rate and momentum.  The learning rate affects the
speed in which the network settles on a solution by allowing
us to regulate how much the error decreases at each iteration.
Momentum is another way to increase the speed of
convergence: when calculating the weight change at each
iteration, we add a fraction of the previous direction.  This
additional term tends to keep the weight changes moving in
the same direction.

Pre- and post-processing:  The input data should be in
such a form that a neural network can process it, this means
numeric values.  Furthermore, the numeric input values may
be pre-processed in a way that the network’s learning task is
easier.  In many practical applications, the choice of pre-
processing will be one of the most significant factors in
determining the performance of the ANN.  One commonly
used pre-processing method is data normalisation.  Pre-
processing is always performed before the training process
begins.  Sometimes the output data are also processed.  This
is called post-processing, which is the inverse of the pre-
processing transformation. 

Training sample and test sample: The data set used in
network development is divided into a training sample and a
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testing sample.  The training sample is used to build the
network.  Swingler [24] states that the training may be
stopped when one or more of the following criteria have been
satisfied: 1) The average training error has reached a
predetermined target value. 2) The average training error no
longer falls, or falls by an insignificant amount. 3) The
average independent test error starts to rise, indicating the
onset of overfitting.  After training, the ANN model is tested
against the records of a test sample that have not been
previously met with the network.  For these records, the
desired output is known.  The output generated for each
record of this test sample is checked against the desired
output for that record.  There can be many performance
measures for an ANN model, such as modelling time,
training time or development costs.  The most important
performance measurement is the prediction accuracy it can
achieve beyond the training data.

Performance measures: An accuracy measure is often
defined in terms of a forecasting error which is the difference
between the actual/desired and the predicted value.  The most
frequently used are the mean absolute deviation (MAD), the
sum of squared error (SSE), the mean squared error (MSE),
the root mean squared error (RMSE), and the mean absolute
percentage error (MAPE) [25].

III. THE PREDICTION MODEL USED IN THIS STUDY

Our aim is to build an ANN-based support system, which
will forecast and recognise patterns in financial accounts
within one business line.  The system could assist in the audit
decision by giving a suggestion that could either be “no
further audit required” or “further audit required”.  The
accounts in financial statements are regarded as a time-series
and the aim is to observe the dynamics and the relationships
between the accounts.  The goal is to predict the value of a
certain account for a short time in the future.  The feed-
forward network can be applied directly to such problems
[27].

Fig. 3. Generating a set of training data for a feed-forward
ANN. [27]

We can take a set of account values from a number of
periods, for example two successive periods xt-2, xt-1 and xt
to be the input vector of a network and use the next value
xt+1 as the target value as illustrated in Fig. 3.  This is called
one-step ahead prediction.  In the multi-step ahead prediction
the outputs of the neural network are cycled around the inputs
of the network, then predictions can be made for further
points.  By moving along the time axis we can create a
training data set consisting of many sets of input vector
values with corresponding target values [27].

The one-step ahead prediction model was selected for this
study because our aim is to forecast the account values for a
short time in the future.  This also means that all the input
values are based on real data.

IV. MONITORING THE FINANCIAL ACCOUNTS OF ONE LINE

OF BUSINESS WITH A NEURAL NETWORK

An ANN is a new possible method to be used in the
analytical review process.  An auditor needs to determine
whether a financial statement is free of material errors and
this can be done through an analytical review process [28].
For example, an auditor compares an estimated expected
value with the actual value to identify those accounts where
further audit testing seems to be needed.  Our aim is to
observe the dynamics and the relationships between accounts
in one line of business and in that way monitor if there are
unusual fluctuations.  Furthermore, we are investigating four
different ways to pre-process the data.

We will test the prediction model described above with a
multi-layer feed-forward neural network.  The study is based
on the financial statements of 31 manufacturing companies
over four years (1993-1998), all in the same line of business.
The companies were picked from one bigger database.  The
limited companies with a turnover of over 3 million Finnish
marks (~0.5 million euros) were accepted.  Next we will give
further information about the selection criteria of the
variables.  The variables and their averages and medians in
thousand FIMs are presented in Table 1.

Variables

The reasons for selecting the above accounts for our
models are as follows:

Net sales and other business earnings are significant
values to predict.  From the management’s point of view it is
better if the prediction value is lower than the actual value
because then there are fewer disappointments.  From the
auditor’s point of view this might raise doubts about whether
all sales are recorded if the actual value is much below the
prediction value.

Materials + change in inventory together should tell the
total use of material during a certain period.  The value
should be in alignment with the net sales as these are
manufacturing companies.
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External service is quite a significant cost for some
companies.

Personnel costs (manufacturing) and other direct costs
should be in alignment with production and the total use of
material.

Sales margin is an important value at least from the
prediction point of view as well as to see how much money is
left to cover indirect costs and profit.

Personnel costs (administration) and other indirect costs
are good values to see the overall trend of the costs in the
company and in the line of business.  These values should be
predicted always and everywhere because these costs do not
depend on sales.

Profit (total) is an interesting value at least from the
prediction point of view.  Furthermore, it is important to see
that operation is profitable in the long run.

Average staff number should be in alignment with
personnel costs.

Receivables are an interesting and important value to
follow in order to know how much of the company's money
is "outside".  Moreover, the receivables have been taken into
the model to illustrate how big the seeded fictitious sales
must be before the model gives an alarm.  In the case of
fictitious sales, both net sales and receivables should go up.

Accounts payable are interesting and important values to
follow, and they tell how much the company has to pay
"outside".  It should be in alignment with net sales and the
total use of material.

Financial assets and short-term liabilities are taken into
the model in order to calculate quick ratio (QR), which shows
the liquidity of the company.

TABLE I
Variables

Variable Averages Median
1. Net sales 19076 9389
2. Other business earnings 113 11
3. Materials + change in inventory 8966 3591
4. External service 686 5
5. Personnel costs (manufacturing) 3046 2386
6. Other direct costs 295 141
7. Sales margin 6437 2761
8. Personnel costs (administration) 1633 756
9. Other indirect costs 1979 626
10. Operating margin 2825 1387
11. Profit (total) 1433 606
12. Average staff (number) 26 19
13. Receivables 2862 895
14. Financial assets 5381 1709
15. Accounts payable 1331 535
16. Short-term liabilities 4171 1833

The implementation environment is a Pentium PC.  A
commercial development package, Neuralyst, developed by
Cheshire Engineering Corporation was selected for
prototyping because of its user-friendly features.  A
multilayer architecture was selected for our study.  Our aim is
to predict future values based on prior values.  The current
study used the back-propagation algorithm described in
Section II for training the networks.  The data were pre-

processed to a [0,1] range to make the network's learning task
easier.  This was done because the selected neural network
works best when its inputs range from 0 to 1 [29].  This pre-
processing is made in four different ways.

Four different pre-processing ways

Model A: All the data are scaled linearly.  The reason for
this is that we wanted to keep the existing dynamics and
relationships between the variables.  In the case where there
are any trends and relationships between the years and
companies the ANN model might recognise them.  In this
case all data should always be checked and maybe pre-
processed before entering new data into the support system.

Model Y: The data are pre-processed linearly on a yearly
basis.  An assumption in this case is that it is easier for the
ANN model to learn the dynamics and relationships between
the variables if the year effect is minimised on a yearly basis
pre-processing.  In this case when the year or other selected
period is closed there is no need for data re-pre-processing.

Model C: The data are pre-processed linearly on a
company basis.  Respectively, an assumption in this case is
that it is easier for the ANN model to learn the dynamics and
relationships between the variables if every company has its
own sliding scale.  All of the company's data should pre-
process when new data are put into the support system.

Model C&Y: The data are pre-processed on a yearly and
company basis.  Correspondingly, an assumption in this case
is that it easier for the ANN model to learn the dynamics and
relationships between the variables if every company has its
own sliding scale on a yearly basis.  The data from the period
are ready after one pre-processing.

Training and testing sets and the prediction model

The training data set consists of 25 companies and their
financial statement values and other variables from four
years.  The remaining 6 companies and their financial
statement values and variables were divided into the training
and the testing set so that the first three years were put into
the training set and the fourth year's variables were left for
testing.

The ANN models were used to make a one-step ahead
prediction described in Section III, for training and testing.
Therefore, the training data were presented to the network in
a chronological order.  Our models use two previous years to
predict a third one.  This required 32 input data streams to
represent the data from each of the 16 account values.  Four
additional input neurons indicate the year of the input
variable.  The input value of this neuron was set to one if the
neuron corresponded to the year of the data, and otherwise to
zero.  An additional input neuron was added to indicate the
company.  To summarise, the model has 37 input data
streams in the input layer, and 16 neurons in the output layer,
one for each account variable.

The following results are based on experiments to find
(train) the network architecture that minimised the RMSE
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between the target account balances and the predicted output
balances.  The transfer function is the sigmoid function.  We
built (trained) the neural network model to monitor the
dynamics of variables in such a way that it accepts 5 %
difference between the target (= real, desired) and the output
(= the value the networks give) values.  We varied both
layers and numbers per layer to find the best results.  The
training tolerance has no effect on the learning algorithm.

However, when the Neuralyst finds 100% right, as defined by
training tolerance, it will stop training.  After training the
ANN models were tested.  The testing data set consists of the
previous year's variables from six companies.  The output
values were compared to the target values.  Table 2
summarises the best-achieved prediction capability of the
models.

TABLE 2
Test statistics of the models

Model A Model Y Model C Model C&Y
Layers 5 3 6 4
Neurons per Layer 37-32-26-20-16 37-27-16 37-33-29-25-21-16 37-27-16
Training Epochs 3002 4091 3627 2593
RMSE 0.0048932 0.069367 0.132907 0.187114
Number of Items 96 96 96 96
Number Right 91 89 61 61
Number Wrong 5 7 35 35
Percent Right 95 % 93 % 64 % 64 %
Percent Wrong 5% 7 % 36 % 36%

The neural network output and the test target values are
scored as “right” if they are within the testing tolerance,
which was 10 %.  From table 2 we can see that Model A
received the best results with five layers.  91 data items out of
96 are within the 10% testing tolerance whilst others are not.
Model Y was almost as good.  Models C and C&Y attained
much lower results.

Another way to compare the models is to calculate the
quick ratio (QR) in the testing period.  The QR shows the
liquidity of the company and its financial assets divided by
short-term liabilities.  From table 3 we can see the calculated
QRs in the testing period and that they support the test

statistics of the models.  Model A is best followed by Model
Y.

TABLE 3
Quick Ratio in the test period

QR Right A Y C C&Y
Company 26 0.8 1.0 1.0 0.5 0.1
Company 27 1.1 1.6 0.8 1.0 2.1
Company 28 1.3 1.3 1.3 2.2 2.7
Company 29 1.5 1.2 1.5 0.8 1.3
Company 30 1.1 1.1 1.2 2.6 1.8
Company 31 1.2 1.1 2.4 1.5 0.6

Fig. 4. Company 31, difference between target and output variables in the testing period

The columns in Fig. 4 show the difference between the
target and the output values with Model A of Company 31’s
variables in the testing set.  The difference values between
targets and outputs are scaled and the number of the column
equals the number of the variables in table 1.

The biggest differences are in:
(1) Net sales 7%
(3) Materials + change in inventory 17%

(5) Personnel costs (manufacturing) -11%
(7) Sales margin -14%
(8) Personnel costs (administration) 17%
(9) Other indirect costs -13%
(10) Operating margin -22%
(11) Profit -17%

The predicted output values of net sales (1) and materials
+ change in inventory (3) are bigger than the actual value. 
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However, these differences are in line.  But if only the net
sales were bigger an auditor might doubt whether all sales are
recorded.  The actual values of sales margin (7), operating
margin (10), and profit (11) are bigger than the predicted
output value.  This indicates that the company attains better
results than an average company in the same line of business.
Personnel costs (manufacturing) (5) and other direct costs (6)
also support this conclusion.  However, personnel costs
(administration) (8) do not support this conclusion.

We tested Model A by seeding fictitious sales into
Company 31's data, which means that the net sales and
receivables go up while the others remain at the initial level.
The amount of the seeded error was 10 % of the average net
sales.  Fig. 5 shows that the target values of both net sales (1)
and receivables (13) are clearly above the ANN output
values.

Fig. 5. Company 31, difference between target and output variables when seeding fictitious sales

V. DISCUSSION AND FURTHER RESEARCH

We applied neural network technology to forecast and
recognise patterns within one line of business when auditing
financial accounts.  The aim of this study is to get further
evidence of the capability of an artificial neural network
(ANN) to forecast and recognise patterns when auditing
financial accounts.  Therefore, the focus is on the
development and evaluation of the ANN as a new audit
method.  We had both financial account values and other
variables in our models.  In particular, we focused on the
impact of various pre-processing models on the forecast
capability of an ANN when auditing financial accounts.  The
data were pre-processed in four different ways.  Firstly, all
the data were scaled linearly.  Secondly, the data were pre-
processed linearly on a yearly basis.  Thirdly, the data were
pre-processed linearly on a company basis.  And fourthly, the
data were pre-processed on a yearly and company basis.  The
best result was achieved when all the data were scaled
linearly and linearly on a yearly basis.  These two models
give such encouraging results that it is worthwhile testing an
ANN-based support system in a real audit situation.  Before
applying these kinds of methods in practice it has to be
ensured that the results are stable enough.  Comparing an
ANN-model with other models such as regression analysis
with the same data can do this.

However, pre-processing data on a company or on a
yearly and company basis did not give as good results.  One
explanation for this might be that there were not enough data
for learning the dynamics between variables.  Another
explanation might be that these pre-processing methods

remove the existing dynamics and relationships between the
variables within the business line.  This has to be studied by
using a larger data sample, i.e. data from more companies or
by convincing that the sample data represent the whole
population.

We think that neural network technology provides new
opportunities for auditors and leads to improvements in the
efficiency and effectiveness in auditing financial records,
however, this has to be tested in further experiments.
Moreover, the question arises how big the difference between
the target value and output value might be without actions in
the management or in the bookkeeping procedure.
Furthermore, the question arises whether the neural network
technology provides any improvement in the efficiency and
effectiveness in auditing financial records.  We plan to
further apply the neural network technology to a real audit
situation to get more results.
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Abstract: This paper introduces an artificial neural network (ANN) based decision support system for budgeting. The 
proposed system estimates the future revenues and expenses of the organisation. We have built models 
based on four to six years’ monthly account values of a big organisation. The monthly account values are 
regarded as a time-series and the target is to predict the following year’s account values with the ANN. 
Thus, the ANN’s output information is based on similar information on prior periods. The prediction results 
are compared to the actual account values and to the account values budgeted by the organisation. We also 
evaluated our method with four other methods and found that ANN outperformed the second best method in 
19 out of 20 cases.

1 INTRODUCTION 

Many parties are interested in the future financial 
performance of a company. Managers want to 
estimate the future revenues and expenses, in order 
to optimise the operations during a certain period. 
Auditors want to assess the accuracy of an 
organisation's financial statements. Creditors want to 
analyse the organisation's payment ability. All these 
parties may use budgets of the organisation to 
support their decisions and often they also want to 
evaluate the budgets. There are common ways to 
create a budget: "break down", "build up", and 
collaboration methods (Riistama and Jyrkkiö, 1975). 
In the "break down" method the management creates 
the budget. In the "build up" method all the 
responsible people prepare the budget. The 
collaboration method joins the best practices from 
the "break down" and the "build up" methods. In 
many organisations budgeting is a long, involved 
and inefficient process and consumes a huge amount 
of management time and effort. Despite careful 
preparation the budgets very often fail in today's 
rapidly changing business environment. Information  

technology has an important role to play in 
improving the efficiency of the budgeting process. 
Harvey (1999) has suggested enhancing managerial 
intelligence activities through information systems 
for budgeting. Mosmans et al. (2002) developed a 
multicriteria-based decision support system for a 
Belgian hospital. Their system allows the decision-
makers several degrees of freedom in order to 
analyse the reality of consumption from a patient's 
point of view and to test a prospective scenario. 
From the theoretical point of view their system is 
based on fuzzy conjunctive aggregation operators (t-
norms) weighted through fuzzy implications 
operators. Another possible enhancement would be 
an artificial neural network (ANN) approach, which 
according to our information has not been applied 
earlier to support the budgeting of monthly account 
values. 

In this paper, we introduce an ANN-based 
decision support system for budgeting. With the 
proposed system one can either model the dynamics 
of the account values on a monthly basis or estimate 
the yearly account values. It also enables companies 
to adjust their budgets easily at any point during the 
year.
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The rest of the paper is organised as follows: 
Section 2 describes the methodology and the model 
and the selection criteria for the accounts included in 
the study. Section 3 presents a detailed analysis of 
the results. Section 4 presents the general 
characteristics of the decision support system. The 
conclusions of the paper are presented in Section 5. 

2 ANN DECISION SUPPORT 
MODEL

2.1 Prediction Model 

We have used the supervised training method with 
the resilient backpropagation (Rprop) training 
algorithm. Backpropagation with sigmoid function 
has become the most popular one for prediction and 
classification problems (Sohl and Venkatachalam, 
1995).

Learning parameters included in the model are 
training cycles, weight decay, delta0 and max delta
(Bishop, 1995; Sarle, 1995; Smith, 1996; SNNS, 
1995; Swingler, 1996). Training cycles refer to the 
number of training runs needed to complete the task. 
Smaller values can give the prediction results faster, 
which can be advantageous sometimes. The weight 
decay, which is used by default, is very useful in the 
training, as it reduces overlearning and therefore 
increases the generalisation ability. Delta0 and max 
delta are parameters specific to resilient 
backpropagation. They are the initial step size and 
the maximum step size, respectively. The optimal 
parameters' values vary depending on the data, the 
amount of training cycles, and the network topology. 

The network topology used in our model is a 
feed-forward multilayer perceptron topology with 
the sigmoid function. Our model can have a 
maximum of three hidden layers. The specific 
network topology is determined by a number of 
choices. Our model has two options regarding the 
choice of input variables given to the network. With 
the single variable options, each monthly account 
value is predicted from the previous months' values 
of only that account. With this option, it is possible 
to predict only that single variable, and therefore 
there can be only one output variable. With the all 
variables option as inputs, each account is predicted 
from the values of all accounts in previous months. 
The output variables can be done by either one 
account at a time or all accounts at the same time. In 
the former case a separate ANN will be trained for 
each account. In the latter case, there is a single 
ANN with all the accounts in the output layer. The 

number of input months may vary from one to 
twelve. A month indicator indicates the number of 
previous months given as inputs. 

The monthly account values of the organisation 
were regarded as a time-series and the aim was to 
recognise the dynamics and the relationships 
between the accounts. The goal was to predict the 
value of a certain account for a short time in the 
future. The feed-forward network can be applied 
directly to such problems (Bishop, 1995). 

We take a set of account values from a number 
of periods, for example four successive periods xt-2,
xt-1, and xt to be the input vector to a network and 
use the next value xt+1 as the target value as 
illustrated in Figure 1. This is called one-step-ahead 
prediction. In the multi-step ahead prediction the 
outputs of the neural network are cycled around to 
the inputs of the network, then predictions can be 
made for further points. By moving along the time 
axis we can create a training data set consisting of 
many sets of input vector values with corresponding 
target values (Bishop, 1995). 

Figure1: Generating a set of training data for feed-forward 
ANN (adapted form Bishop, 1995).

2.2 Choice of sample and data

For the study, we have selected ten units from one 
big municipality with the help of internal auditors. 
We have six units from the Health Care Services 
(HS) and one from the Social Welfare (SW). We 
also have account values from the Office Facilities 
Administration (OFA) and from the Port of Town 
(PT). We have collected five to seven years' monthly 
account values from these units. The year 2001 was 
selected as the testing period and all the previous 
years were used for training the ANNs. In the raw 
data there were hundreds of accounts per unit. In this 
preliminary experiment we have not used all 
accounts. We only used those accounts that had 
entries in all the training and testing years. We first 
ended up with a range of 29 to 157 accounts per 
unit.
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Table 1 - Number of accounts per models. 

For every unit we then built two different kinds 
of models based on different account selection 
criteria. We decided to have about ten accounts per 
model in order to keep it user-friendly. First, we 
selected those accounts per unit that were most 
stable compared to previous year's values. In most of 
the cases these accounts were the largest and most 
significant ones like salaries and salary-related 
accounts. We called these models A-models. 
Secondly, we let the internal auditor select those 
accounts which were the most interesting from the 
auditing point of view. We call these models B-
models. With these selection criteria we received 
twenty models. 

Our data file contains a number of monthly 
account values from consecutive time periods. The 
last 12 months of the data are used as test data, and 
the rest is used as training data. The training data is 
used to predict the account values for the most 
recent period. The prediction results are compared to 
the actual account values and to the account values 
budgeted by the organisation. 

The data in our model was pre-processed with 
linear equalisation, which maps the account values 
linearly to range [0,1]. It is possible to equalise the 
values either one account at a time or all accounts at 
the same time (globally). If we equalise only one 
account at a time, the value 0 will refer to the 
smallest value in the particular account, and 1 to the 
largest. If we equalise all the accounts at the same 

time, 0 and 1 will refer to the minimum and the 
maximum of the entire data. 

In the evaluation of the models we have used 
four different kinds of comparison methods for 
ANN's prediction results: Previous year's value 
(p.year's) is the same value from the previous year. 
Average of previous years (ave of p.) is the average 
of the same account values from all the previous 
years. Average delta prediction (ave delta pre) 
calculates an average of the monthly changes from 
previous years, and makes predictions by adding the 
change to the account value of the previous month. 
Zero delta prediction (z delta pre) does not predict 
anything, the values are the same as in the previous 
month. Combined trivial prediction (ctm) combines 
the above mentioned simple prediction methods. 
These comparison metrics, as well as comparison 
with budgets and forecasts, are mainly based on 
analytical review procedures that are used in 
auditing (Gauntt and Gletzen, 1997). 

For evaluating purposes we collected the account 
values of year 2001 budgeted by the organisation. 
We noticed that some budgeted values were missing 
in the system. Table 1 shows the years and number 
of accounts per units and models. 

2.3 ANNs for organisation units 

Table 2 - Error in currency. 

 ANN Next best Name of  
Model error error the method 
HS1-A 1138 1269 ctm 
HS1-B 3339 3527 ctm 
HS2-A 2122 2170 ctm 
HS2-B 2747 2944 p. year's 
HS3-A 1061 1201 ctm 
HS3-B 1001 1027 ctm 
HS4-A 1434 1471 ctm 
HS4-B 277 268 ave of p. 
HS5-A 6966 6532 ctm 
HS5-B 7452 8640 ave of p. 
HS6-A 2504 2581 p. year's 
HS6-B 2085 2103 ave of p. 
SW-A 43880 46858 ctm 
SW-B 22844 25417 ctm 
OFA1-A 164569 155803 z delta pre  
OFA1-B 159156 165129 ave of p. 
OFA2-A 154646 170119 ctm 
OFA2-B 79382 80702 p. year's 
PT-A 127367 160502 p. year's 
PT-B 49444 94610 p. year's 

Number of accounts in  
Model Years Total Model Budgeted 
HS1-A 1995-2001 157 10 10 
HS1-B  10 10 
HS2-A 1995-2001 64 10 10 
HS2-B  10 10 
HS3-A 1995-2001 47 10 10 
HS3-B  10 9 
HS4-A 1995-2001 56 10 10 
HS4-B  10 10 
HS5-A 1995-2001 76 10 9 
HS5-B  10 10 
HS6-A 1995-2000 29 10 9 
HS6-B 10 10 
SW-A 1995-2001 133 9 9 
SW-B   10 10 
OFA1-A 1995-2001 48 10 10 
OFA1-B   10 9 
OFA2-A 1997-2001 136 10 3 
OFA2-B   14 0 
PT-A 1997-2001 94 10 10 
PT-B  10 10 
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We performed several tests in order to determine 
suitable parameters and topologies for every model. 
We compared the ANN's results with the previously 
mentioned comparison methods (previous year's 
value [p. year's], average of previous years [ave of 
p.], average delta prediction [ave delta pre], zero 
delta prediction [z delta pre], combined trivial 
prediction [ctm]). Only in three cases, models HS4-
B, HS5-A, and OFA1-A, the ANN was the second 
best method as to errors in currency, otherwise 
ANN-models were the best. However, the results of 
these three ANN-models were very close to the best 
(ave of p., ctm, z delta pre) methods. In the other 
cases the average errors of the next best method 
were also close to the ANN error values. However, 
the second best method is not the same for every 
model, although ctm is the second best model most 
frequently - ten times. Table 2 presents the average 
error in euros of the ANN and the second best or 
best (in bold) method. We have presented the error 
of the methods in currency, because we think that it 
is more valuable for the decision-makers. The error 
per model shows the average error over the 12 
predicted months for all the accounts in the model. 
The amount of the error depends on the values of 
accounts included in the model. The bigger the 
account values the bigger the errors. Therefore, one 
cannot compare the ANN models against each other 
by comparing these error amounts. 

Table 3 - Training parameters. 

Training Weight Delta0  Max 
Model cycles decay  delta 
HS1-A 500 0.9991 0.1 50 
HS1-B 1000 1 1 50 
HS2-A 2000 0.98 0.09 50 
HS2-B 1000 0.99 0.09 50 
HS3-A 1000 0.9991 0.1 50 
HS3-B 1000 0.99 0.1 50 
HS4-A 5000 0.98 0.1 50 
HS4-B 1000 0.9 0.1 50 
HS5-A 1000 0.95 0.09 50 
HS5-B 1000 0.99 0.09 50 
HS6-A 500 0.9992 0.1 50 
HS6-B 1000 1 0.11 50 
SW-A 1000 0.9 0.2 50 
SW-B 1000 0.9 0.2 50 
OFA1-A 20000 0.95 0.1 50 
OFA1-B 1000 0.95 0.2 50 
OFA2-A 500 0.9992 0.1 50 
OFA2-B 1000 0.9 0.2 50 
PT-A 500 0.9991 0.1 50 
PT-B 1000 0.84 0.3 50 

The achieved optimal network training 
parameters per model are presented in Table 3. The 
training cycles per model differ from 500 to 20 000, 
however, the best result was most often achieved 
with 1000 training cycles. The value of the weight 
decay was 19 times between 0.9 and 1, it was below 
0.9 i.e. 0.84 only once. The delta0 values were 
between 0.09 and 0.3. In general it seems that the 
smaller the weight decay the bigger the delta0. Max 
delta was 50 in all the cases. 

The network topologies per models are presented 
in Table 4. In 19 out of 20 the models have all the 
variables as inputs and outputs. Only once, in HS3-
A, the topology was based on the single variable 
option as input and output. This strengthens our 
assumption that the network was able to capture the 
dynamic and some relationships between the 
account values. There are two general models for the 
month indicator input, either one previous month's 
data is given as inputs (14/20) or twelve previous 
months' data is given as inputs (5/20). Only once, in 
HS3-A, the number of previous months is something 
else, namely two. In 19 out of 20 the models have 
one hidden layer. Three models, HS1-B, HS3-A and 
HS6-B, were equalised globally, while others were 
equalised one account at a time. 

Table 4 - Neural networks topologies. 

Inputs Outputs Input Neurons in 
Model   months layers 
HS1-A all All 1 22-10-10 
HS1-B all All 1 22-10-10 
HS2-A all All 1 22-20-20-20-10 
HS2-B all All 1 22-10-10 
HS3-A single One 2 14-6-1 
HS3-B all All 1 22-10-10 
HS4-A all All 1 22-10-10 
HS4-B all All 1 22-10-10 
HS5-A all All 12 132-10-10 
HS5-B all All 1 22-10-10 
HS6-A all All 1 22-10-10 
HS6-B all All 1 22-10-10 
SW-A all All 12 120-9-9 
SW-B all All 12 132-10-10 
OFA1-A all All 12 132-10-10 
OFA1-B all All 1 22-10-10 
OFA2-A all All 1 22-10-10 
OFA2-B all All 1 26-26-10 
PT-A all All 12 132-10-10 
PT-B all All 1 22-44-10 
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3 ANALYSIS OF THE ANN 
OUTPUT DATA AND 
BUDGETING DATA WITH 
ACTUAL DATA 

In this section we compare the results of the above 
mentioned ANN models and the account values 
budgeted by the organisation to the actual account 
values. We have collected the yearly budget values 
and counted the yearly actual values from the 
bookkeeping system. We counted the yearly ANN 
values of the accounts included in the models. These 
values are presented in Table 5. We also counted the 
average per cent and euro errors of the ANN and 
budget values. These values are presented in Table 
6.

Table 5 - The yearly budget, actual and ANN values of the 
units.

Model Budget Actual ANN 
HS1-A -184 090 -195 840 -191 866 
HS1-B -116 454 -118 403 -99 992 
HS2-A -240 230 -223 664 -208 545 
HS2-B -97 465 -92 761 -80 608 
HS3-A -41 283 -42 718 -42 662 
HS3-B -17 929 -26 496 -21 452 
HS4-A -154 095 -147 218 -143 134 
HS4-B -6 198 -5 607 -4 164 
HS5-A -269 553 -258 522 -213 753 
HS5-B -51 589 -65 291 -56 465 
HS6-A -183 491 -174 973 -176 986 
HS6-B -136 647 -132 842 -130 980 
SW-A -4 092 573 -4 411 907 -4 359 886 
SW-B -1 796 247 -1 941 962 -1 987 871 
OFA1-A 4 659 310 4 878 824 5 396 956 
OFA1-B -2 948 503 -2 888 307 -2 590 945 
OFA2-A 946 898 -3 489 975 -2 583 310 
OFA2-B 0 -1 219 423 -1 036 741 
PT-A 2 913 546 2 739 970 2 254 394 
PT-B 176 967 226 548 131 724 

On average the ANN method was better than the 
budgeting method. The average error of the ANN 
method was 12% and the average error of the 
organisation's budget was 19%. The ANN values 
were closer to the actual values eleven times 
whereas the organisation's budget values were closer 
to the actual values eight times. Once they were 
equally good. If we think that anywhere between 
plus or minus 10% may be sufficient for decision 
purposes (Wheelwright and Makridakis, 1977), then 
the values budgeted by the organisation were better. 
The account values budgeted by the units of the 

organisation were 14 times within this 10 % 
marginal whereas the ANN was nine times within 
this marginal (columns two and three in Table 6). 
Next we compared the average difference between 
the A-models and the B-models. With the A-models 
the ANN was better seven out of ten times and with 
the B-models ANN was better five times and the 
budget was better five times. So on average ANN 
was better in those cases where the account values 
were more stable. On average both models were 
equal in those cases which were more interesting 
from the auditing point of view. 

Table 6 - The average % errors and euro errors 

Model Bud/Act Ann/Act Bud/Act Ann/Act 
HS1-A 6 % 2 % -11 750 -3 974 
HS1-B 2 % 16 % -1 949 -18 412 
HS2-A 7 % 7 % 16 566 -15 119 
HS2-B 5 % 13 % 4 704 -12 154 
HS3-A 3 % 0 % -1 434 -56 
HS3-B 32 % 19 % -8 567 -5 044 
HS4-A 5 % 3 % 6 877 -4 084 
HS4-B 11 % 26 % 591 -1 443 
HS5-A 4 % 17 % 11 031 -44 770 
HS5-B 21 % 14 % -13 702 -8 826 
HS6-A 5 % 1 % 8 517 2 013 
HS6-B 3 % 1 % 3 806 -1 862 
SW-A 7 % 1 % -319 334 -52 021 
SW-B 8 % 2 % -145 715 45 909 
OFA1-A 4 % 11 % 219 514 -518 132 
OFA1-B 2 % 10 % 60 196 -297 362 
OFA2-A 127 % 26 % -4 436 873 -906 664 
OFA2-B 100 % 15 % -1 219 423 -182 682 
PT-A 6 % 18 % -173 576 485 576 
PT-B 22 % 42 % 49 581 94 824 
Average 19 % 12 % -297 547 -72 214 

For further analysis we compared the values of 
individual accounts of the units. We counted how 
many individual account values of the ANN and the 
budget were inside a 10% marginal. The budgeted 
values were 96 times inside this marginal whereas 
the ANN values were 82 times inside this marginal. 
When comparing the A-models and B-models the 
budget account values were inside the 10% marginal 
55 times and the ANN account values were 52 times 
within this marginal. If we look at the individual 
accounts the budget by the organisation was slightly 
better. With the B-models this difference was 41 to 
30 in favour of the budget by the organisation. So in 
the individual account level the budget by the 
organisation was better than the ANN method. 
However, these figures were a little bit biased 
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because not all accounts had a budget value at all. 25 
out of 203 accounts did not have a budget value in 
the system. Table 7 shows the number of the 
individual account per units, whose values are inside 
the 10% marginal. 

Table 7 - Number of accounts per models in 10% 
marginal. 

Model Budget ANN 
HS1-A 10 10 
HS1-B 3 1 
HS2-A 5 9 
HS2-B 2 3 
HS3-A 7 6 
HS3-B 5 3 
HS4-A 4 7 
HS4-B 3 0 
HS5-A 9 9 
HS5-B 7 6 
HS6-A 6 5 
HS6-B 5 3 
SW- A 5 5 
SW-B 8 9 
OFA1-A 3 1 
OFA1-B 3 1 
OFA2-A 0 0 
OFA2-B 0 0 
PT-A 6 0 
PT-B 5 4 
Total 96 82 

The worst units with the ANN are OFA and PT. 
With the models from OFA and PT the ANN did not 
learn the dynamics and the trends as well as in the 
HS as SW units. There are some explanations for the 
ANN's bad performance in these cases. The training 
data of OFA2- and PT-models consisted of four-year 
data whereas in the other models there were either 
five or six years' training data sets. Also the 
organisational changes in the OFA-units might have 
influences in the data. The data in the PT-model was 
entered in the system on a monthly basis only in the 
last training year, which is all too short a time for the 
network to learn the dynamics and relationships in 
the data. We conclude that there are not enough 
training data for the PT- and the OFA-units. If we 
skip these units both the budgeted and the ANN 
values are on average equally close to the actual 
values. 

The extra power of the ANN model described in 
this study lies in it's ability to model the monthly 
dynamics of account values. The ANN model works 
best with accounts with a trend and with some 
causality to each other. These kinds of accounts in 
our models are salaries and salary-related accounts, 
as well as the use of materials in some cases. The 

ANN model does not work very well with those 
accounts which are mainly based on occasional 
decisions. However, sometimes the yearly ANN 
value of an account like this might be quite close to 
the actual value. In Figure 2 we show the dynamics 
the ANN model has learnt. This is a salary account 
from the HS1-A unit. The actual yearly value of this 
account is 127 416,26 euros and the budgeted value 
is 121 095,31 euros, the ANN´s yearly value is 125 
663,80 euros. Both budgeted and ANN values are 
within the 10% marginal. However, the ANN model 
also predicts the monthly variation of the salary 
expenses. For accounts that have a trend or causality 
this kind of model adds values in enabling to 
allocate money into the right places at the right time. 

Figure 2:The dynamics of a salary account. 

4 THE NEW DECISION SUPPORT 
SYSTEM

Our DSS has been developed and tested in Linux 
environment. It works currently under Linux with 
KDE1 desktop environment. It has four main 
windows: a file, a data analysis, an option, and a 
help window. It is possible to open the loaded data 
files from the file window. The predictions with the 
trivial methods are made immediately when a data 
file has been loaded. These predictions are displayed 
in the data analysis window. This data analysis 
window allows either viewing the error statistics or 
plotting the results. In the option window are the 
settings for the ANN training. Once the setting for 
the model is determined it is possible to train the 
ANN model from the data analysis window. After 
the training is finished it is possible to view the 
ANN's prediction results together with the trivial 
methods in the data analysis window. After the 
network has been trained with a particular data set, it 
can be saved as a file. A previously saved ANN can 
be restored from the file window. From the help 
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window one can find the manual for the DSS. 

5 CONCLUSION 

In this paper we have proposed an ANN-based 
decision support system for budgeting. The proposed 
system estimates the future revenues and expenses 
of an organisation. The ANN-model is trained and 
tested with the monthly account values of a big 
organisation. These monthly account values are 
regarded as a time-series and the target was to 
predict the account values for the most recent period 
with the ANN. Thus, the ANN’s output information 
was based on similar information from prior periods. 
Our model uses the one-step-ahead prediction 
model. The network topology used in the model was 
a feed-forward multilayer perceptron with sigmoid 
function. In the training of the models we compared 
ANN's prediction results with the previous year's 
values, average values of previous years, average 
delta prediction, zero delta prediction, and with 
combined trivial prediction. On average the ANN 
was the best method. With the training parameters it 
seems that in general the smaller the weight decay 
the bigger the delta0. In 19 out of 20 models we 
have all the variables as inputs and outputs, which 
indicates that there is a dynamic and relationships 
between the account values. We found two general 
models for the month indicator input, either one 
previous month is given as inputs or twelve previous 
months are given as inputs. In most cases the 
accounts were equalised one account at a time. 

We compared our prediction results and the 
organisation's budgeted account values to the actual 
account values. On average it seems that ANN was 
better than the organisation's method. The average 
error of the ANN method was 12% and the average 
error of the budget was 19%.  

The development of a decision support system 
(DSS) arises from the necessity to manage an 
organisation's internal operations better. For 
instance, budgets are usually adjusted either 
annually or quarterly based on income, expenses, 
and other factors. The ANN- model can be used for 
either predicting the yearly account values or even 
more specifically for modeling the dynamics of the 
account values on a monthly basis. This feature 
makes it possible for companies to adjust their 
budgets at any point during the year. Furthermore, it 
helps managers to estimate the future revenues and 
expenses in order to optimise the operations during 
the following periods. At the moment the system is 
at the prototype stage. It is worth noticing that a 
team of internal auditors and possible future users of 
municipal organisation supervise the work. 
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ABSTRACT
Analytical procedures play an important role in assisting the auditor in
determining the nature, timing and extent of their substantive testing,
and in forming an overall opinion as to the reasonableness of recorded
account values. The present study compares the artificial neural network
(ANN) system and traditional analytical procedures on pattern
recognition in monthly account values. The results of the study indicate
that the ANN-system has a better predictive ability on pattern recognition
in monthly account values than the traditional analytical procedures
used in this study.

1 INTRODUCTION
The demands in the auditing environment have led to the publica-

tion of several standards on analytical procedures (APs) in different
countries (e.g. AICPA, 1988; APB, 1995; KHT-yhditys, 2003). The US
standard (SAS 56) on AP1 has generally, in the literature, been considered
as an authoritative pronouncement to AP (AICPA, 1988). The empha-
sis in the SAS 56 definition is on expectations developed by the auditor.
It states as follows:

Analytical procedures involve comparing of recorded amounts, or
ratios developed from recorded amounts, to expectations developed by
the auditor. The auditor develops such expectations by identifying and
using plausible relationships that are reasonably expected to exist based
on the auditor’s understanding of the client and of the industry in which
the client operates.

SAS 96 contains amendments adding specific documentation re-
quirements to the SAS no. 56, which at the moment requires auditors to
document the factors they considered in developing the expectation for
a substantive analytical procedure (AICPA, 2002). Besides, they have
to document the expectation if it is not apparent from the documen-
tation of the work that they performed. The auditors also should
document (a) the results of their comparison of that expectation to the
recorded amounts or ratios that they developed from recorded amounts,
and (b) any additional auditing procedures they performed in response
to significant unexpected differences arising from the APs, as well as the
results of such additional procedures.

APs may be performed:

• in the client acceptance/retention stage in order to assist in
obtaining a better understanding of the client’s business

• in the audit planning stage to identify possible problem areas
• in the substantive testing stage as a means of gathering substantive

evidence in relation to one or more account balances or classes
of transactions

• in the opinion formulation stage, as a means of gathering
evidence as to the consistency of the financial statements with
the auditor’s knowledge of the business

Auditing researchers have developed a variety of models to assist
in the APs Techniques included in these models range from simple
comparisons to complex analyses (e.g. Leitch and Chen, 2003; Blocher,
et al. 2002; Fleming, 2004). Fraser, Hatherly, and Lin (1997) have
identified three types of AP techniques: non-quantitative (NQT) or
judgmental, such as scanning; simple quantitative (SQT) such as trend,

ratio and reasonableness tests; and advanced quantitative (AQT), such
as regression analysis. These techniques differ significantly in their
ability to identify potential misstatement. Judgmental techniques in-
clude auditor’s subjective evaluations based on client knowledge and past
experience. Trend analysis assesses whether there is a functional
relationship between the variables over time. Ratio analysis incorpo-
rates the expected relationships between two or more accounts directly.
For example, turnover ratios are useful because there is typically a stable
relationship between sales and other financial statement accounts,
especially receivables and inventory. Although ratios are easy to
compute, which in part explains their wide appeal, their interpretation
is problematic, especially when two or more ratios provide conflicting
signals. Indeed, ratio analysis is often criticized on the grounds of
subjectivity, i.e. the auditor must pick and choose ratios in order to assess
the overall performance of a client. In a reasonableness test, the
expected value is determined by reference to data partly or wholly
independent of the accounting information system, and for that reason,
evidence obtained through the application of such a test may be more
reliable than evidence gathered using only an accounting information
system. For example, the reasonableness of the total annual revenue of
a freight company may be estimated by calculating the total tons carried
during the year and the average freight rate per ton. With a regression
analysis model the auditor may predict financial and operating data by
incorporating e.g. economic and environmental factors into the model.
Sad to say, many of the AQT-based models have not found their way into
practice. Most of the AP models used in practice for signaling errors
throughout the audit include relatively simple techniques and are not
based on any statistical methods (Ameen and Strawser, 1994; Cho and
Lew, 2000; Fraser, Hatherly, and Lin, 1997; Lin, Fraser, and Hatherly,
2003) .

Needless to say, there is a need for better AP tools and this study
argues that ANNs (artificial neural networks) could be a feasible
technique to aid auditors in creating expectations, and these expecta-
tions can then be compared to actual values automatically (cf. SAS 56).
ANNs have many beneficial aspects in comparison to other techniques.
They are adaptive tools for processing data. They can learn, remember,
and compare complex patterns (Medsker and Liebowitz, 1994). They
are useful for recognition of patterns from noisy data and they are able
to dynamically adapt to a changing environment (Dutta, 1993). Basi-
cally, ANNs learn from examples and then generalize the learning to new
observations. Compared to regression analysis we do not need an a priori
model because ANNs are data driven. In addition, ANNs are, unlike
traditional statistical techniques, capable of identifying and simulating
non-linear relationships in the data without any a priori assumptions
about the distribution properties of the data. One advantage of the ANN-
systems could be that they provide additional information to the
decision process. With the help of an ANN an auditor may find
something from the data more effectively and efficiently than with
conventional APs.

Auditing ANN research started a little more than a decade ago
(Koskivaara, 2004). The main ANN-application areas in auditing are
detecting material errors, detecting management fraud, and supporting
going concern decision. ANNs have also been applied to internal control
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risk assessment, to determination of the audit fee, and to financial
distress problems. Going concern and financial distress are very close or
can even be included in bankruptcy studies. All these above mentioned
researches fit into APs. Most of the researchers state that the ANNs
have the potential to improve APs. This research can be classified under
detecting material error, especially illustrating monthly account values,
applications. The paper proceeds as follows: Section 2 identifies the
research settings; Section 3 presents the results; Section 4 discusses the
findings.

2 RESEARCH SETTINGS
2.1 Sample and data selection

For the study, we have selected three units from a big organization
with the help of their executive management. Although it is doubtful
from the auditing point of view to let the management of the organi-
zation select those accounts that should be audited it is acceptable in a
research setting. The management of the organization should know
which accounts follow the trends best and are related to each other.
Besides, in principle, all the accounts should be audited in one way or
another. Therefore, this selection basis might give an idea to the auditor
of which accounts would be the most suitable for ANN-assisted auditing.
Indeed, researchers have also proposed APs to management accounting
for controlling operations (Lee and Colbert, 1997; Colbert, 1994).

We collected eight years’ total monthly costs of theses units. The
data for year 2002 was held out for testing and all the previous years’
data were used for training the ANN. All the values had been audited, and
therefore, in theory, they should have been correct.

2.2. ANN- model
The ANN-model uses the supervised training method with the

resilient backpropagation (RPROP) training algorithm with sigmoid
function, which is one of the most efficient algorithms for pattern
recognition problems (Demuth and Beale, 2000). The forming expec-
tations for account values can be classified into the pattern recognition
problem. The purpose of the RPROP training algorithm is to eliminate
the effects of the magnitudes of the partial derivatives (Riedmiller,
1994; Riedmiller and Braun, 1993). Only the sign of the derivative is used
to determine the direction of the weight update; the magnitude of the
derivative has no effect on the weight update. The size of the weight
change is determined by a separate update value. The update value for
each weight and bias is increased whenever the derivative of the
performance function with respect to that weight has the same sign for
two successive iterations. The update value is decreased whenever the
derivative with respect to that weight changes sign from the previous
iteration. If the derivative is zero, then the update value remains the
same. Whenever the weights are oscillating the weight change will be
reduced. If the weight continues to change in the same direction for
several iterations, then the magnitude of the weight change will be
increased. There are two more reasons for selecting RPROP for the
learning algorithm for the prototype. First, the performance of RPROP
is not very sensitive to the settings of the training parameters. Second,
RPROP uses a batch training algorithm and is therefore efficient and
requires minimal storage. In the batch mode of learning weight updating
is performed after the presentation of all the training examples that
constitute an epoch. Besides, as the patterns in the system are presented
to the network in a time series manner the use of holistic updating of
weights makes the search in weight space stochastic in nature. This in
turn makes it less likely for the network to be trapped in a local minimum.

Training parameters included in the system are training cycles,
weight decay, delta0 and max delta. Training cycles refer to the number
of training runs needed to complete the task. Smaller values can give the
prediction results faster, which can sometimes be advantageous. The
weight decay, which is used by default, is very useful in the training, as
it reduces overlearning and therefore increases the generalization
ability. Delta0 and max delta are parameters specific to RPROP. They
are the initial step size and the maximum step size, respectively. The
optimal parameter values vary depending on the data, the amount of
training cycles, and the network architecture.

The achieved optimal network training parameters for the ANN-
system are as follows. The training cycles of the ANN-system were

1000, this is not a high value, but neither is the amount of the data in
the model. The value of the weight decay was 0.99999 and the delta0
values were 0.1. These indicate the fluctuating nature of the data. Max
delta was 50 in all the cases. The construction of the ANN-system is
presented more thoroughly in Koskivaara and Back (2003).

The network architecture of the ANN-system of the present study
is as follows. The ANN-system has multiple variables as inputs and
outputs (i.e. MIMO-system). Additional 12 input neurons indicate the
month of the input data. One previous month was given as input. The
ANN-architecture has one hidden layer with eight neurons. To summa-
rize, the ANN-system has 15 neurons in the input layer, eight neurons
in the hidden layer, and three neurons in the output layer. The data in
the ANN-system was equalized with linear scaling of all accounts at a
time. Linear scaling has the advantage of preserving the relative
position of each data point along the range. This means that with the
linear scaling the original and normalized values are one-to-one.
Therefore, this scaling does not move any relevant information from
the data before it is fed to the ANN.

2 .3 Development of comparison metrics and hypothesis
To study (with t test on paired differences) whether the ANN-

system recognize patterns in monthly account values more accurately
than traditional APs in the real data environment, requires the selection
of the traditional APs and an assumption that the population of
differences between the pairs of observations is normally distributed.
This was done.

As mentioned in the introduction, research has consistently indi-
cated that auditors prefer simple scanning, reasonableness tests, and
ratio analysis to sophisticated statistical or mathematical models in
APs. This is true also in the organization that provided us the data for
testing the ANN-based system. One explanation for the popularity of
simple techniques might be that they are quite straightforward and
require only few calculations. As simple techniques play a fundamental
role in the APs in practice, they are selected as the basis for the
comparison metrics for the ANN-based system. These comparison
metrics are based on the guideline for APs in auditing given by Gauntt
and Gletzen (1997). The abbreviations in brackets and explanations of
the comparison metrics (= traditional APs) used in this study are as
follows:

• Previous year’s value (PYS) is the same value from the previous
year.

• Average of previous years (AVE) is the average of the same
account values from all the previous years.

• Average delta prediction (DELTA) calculates an average of the
monthly changes from previous years, and makes predictions by
adding the change to the account value of the previous month.

• Zero delta prediction (ZERO) values are the same as in the
previous month.

• Combined trivial prediction (CTM) combines the above men-
tioned simple prediction models.

The predictions of these comparison metrics are made immediately
when a data file has been loaded in the system. In effect, we have five
populations, one population associated with each method (i.e. ANN,
CTM, DELTA, AVE, PYS, ZERO). The following hypothesis will be
tested:

H
0
: There is no significant difference between the prediction

accuracy in the monthly account values of the ANN-system and the
traditional APs.

If H
0

cannot be rejected, we will not have evidence to conclude that
the ANN-system differs from the traditional APs. However, if H

0
can

be rejected, we will conclude that the ANN-system differs from the
traditional APs.

3 RESULTS
First we measured the accuracy of the ANN-system and the

traditional APs in their expectations forming capability by comparing
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their mean errors and their standard deviations in the holdout sample.
Table 1 presents these values of all the methods used in this study. The
ANN-system has the lowest average error in money (= the average
difference between the actual account value and the account values
achieved with some method such as ANN) and the lowest standard
deviation of these average errors. The lowest average currency error
indicates that the ANN-system has the best average prediction accuracy.
The lowest standard deviation illustrates that the ANN-values are less
dispersed from the average value. So, the ANN-system forms expecta-
tions for monthly account values more consistently than the other
methods in the study.

Paired samples t-tests were conducted to assess the significance of
the differences of the methods, this was possible, because the population
between the differences between the pairs of observations was normally
distributed. As shown in Table 2, there is a significant difference between
the ANN-model and the traditional APs at the 0.05 level in four (in bold)
out of five cases. Therefore, H

0
can be rejected in these cases. There was

no significant difference between the account values achieved with the
ANN-system and with the PYS-method. Although the results are
encouraging, it should also be emphasized that the number of variables,
which were inputs and outputs in the system, were limited.

4 DISCUSSION
The Enron incident and other such scandals also highlight the use

and efficiency of APs. Recent research of Lin, Fraser, and Hatherly
(2003) conducted in Canada indicates that APs are extensively applied
in practice, particularly by larger audit firms, and that their use
dominates the completion phase of audit regardless of the firm size.
Their results are comparable with those from research conducted in the
US (Ameen and Strawser, 1994). One explanation for the greater use of
APs by larger audit firms is the client size. Larger clients are more likely
to have strong internal controls that facilitate the reliance of accounting
data and support documents and data for using APs. An important part
of using APs is to select the most appropriate procedures.

Despite investments by larger firms in technology and in audit
automation, audit firms of all sizes continue to emphasize judgment-
based procedures as compared with those which are more quantitative
based. However, the development of IT supports systems makes the use
of advanced methods easier and more cost effective. Therefore, auditors
must keep pace with the emerging IT changes and their impact on their
client’s information processing systems, as well as on their own audit
procedures. This also means the development of APs.

In this study, an ANN-based system was trained and tested with the
real world operating monthly data. The predictive ability of the ANN-
system was compared with the predictive ability of the five other AP
methods. The results indicate that the ANN-system has a better
prediction accuracy than the other AP methods used in the study. One
advantage of the ANN-based system such as used in this study is that it
can provide auditors with objective information about a client company.
Therefore, it can prove to be a persuasive analytical tool when an auditor
discusses problems with the clients and recommends changes in the
financial account values. The ANN-system could be adapted to the
changes in the environment by retraining it with the new audited data.
In our opinion the ANN-based system could serve a continuous moni-
toring and controlling purpose. For example, it could automatically
trace, once a month, those accounts that follow a trend and are inside
a certain threshold limit. Then the auditor could decide whether and what

kind of further audit with these accounts would be needed.
Although the ANN-based systems cannot entirely replace profes-

sional judgment, they offer a promising alternative approach to APs.
Indeed, ANNs provide a non-linear dimension that captures the under-
lying representations within the data sets. Therefore, the future of
ANNs in auditing is open and challenging, but it will be brighter as more
and more research efforts are devoted to this area. Another challenge
is to get practitioners to adopt ANN-based or other feasible statistical
methods.

1 Statement of Auditing Standards (SAS) No. 56 of the AICPA
(American Institute of Certified Public Accountants). AP first appeared
in the authoritative literature of the AICPA in 1972 (Kinney, Jr. and
William Jr., 1980).
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Table 1. Means and standard deviations of the comparison methods

ANN CTM DELTA AVE PYS ZERO
MEAN 279540 396297 352831 752253 358826 365795
STANDARD
DEVIATION 

214154 271171 273852 413668 294126 301408

Table 2. Prediction accuracy of ANN-system vs APs

Paired Samples Test    
t-value df Sig. (2-tailed) 

ANN – CTM -2,448 35 0,020
ANN – DELTA -2,125 35 0,041
ANN – AVE -6,416 35 0,000
ANN – PYS -1,651 35 0,108
ANN – ZERO -2,293 35 0,028
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8 Visualization of patterns in accounting data
with self-organizing maps
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Abstract. Neural networks are data driven methods. They could provide
such additional information to the decision process as might be left hidden
otherwise. Neural networks have already been applied in many different
business areas and they can be used for prediction, classifying, and clus-
tering. They can learn, remember, and compare complex patterns. This
chapter shows how a neural network, especially Kohonen's self-organizing
map (SOM), can be used in visualization of complex accounting data. The
SOM is used for clustering ten years’ monthly income statements of a
manufacturing firm. The purpose is to show how the data sets of various
accounts and various years form their own groups. We found that the SOM
can be a visual aid for classifying and clustering data sets, and that it re-
veals if some cluster contains data that a priori should not be in it. Hence,
it can be used for signaling unexpected fluctuations in data. Furthermore,
the SOM is a possible technique embedded in the continuous monitoring
and controlling tool.

8.1. Introduction

Many parties, such as investors, creditors, and managers, are interested in
the accuracy of organizations’ financial account values. Managers want to
estimate the future revenues and expenses, in order to optimize the opera-
tions during a certain period. Auditors want to assess the accuracy of an
organization’s financial statements. Creditors want to analyze the organi-
zation’s payment ability. All these parties may benefit from a tool that
monitors and visualizes complex accounting data.
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One possible technique embedded in the monitoring tool could be an arti-
ficial neural network (ANN). ANNs are not a priori statistical formal tech-
niques but instead they are data driven techniques. ANNs have already
been applied in many different business areas and they can be used for
prediction, classifying, and clustering tasks (Vellido et al. 1999, Zhang et
al. 1998). They can learn, remember, and compare complex patterns
(Medsker and Liebowitz 1994). They are claimed to be able to recognize
patterns in data even when the data are noisy, ambiguous, distorted, or
variable (Dutta 1993). They are capable of discovering data relationships.
It is well known, for example, that, unlike traditional statistical techniques,
ANNs are capable of identifying and simulating non-linear relationships in
the data without any a priori assumptions about the distribution properties
of the data. ANNs learn from examples and then generalize them to new
observations. They could provide such an additional information to the de-
cision process as might be left hidden otherwise. These features make
ANNs potentially suitable for many tasks within accounting. Information
technology development and processing capacities of PCs have made it
possible to model ANN-based information systems for monitoring and
controlling operations.
Researchers have developed a variety of ANN-models to assist in the
monitoring and controlling of operations such as detecting material errors
in the data (Coakley and Brown 1991a, Coakley and Brown 1991b,
Coakley and Brown 1993, Wu 1994, Coakley 1995, Busta and Weinberg
1998, Koskivaara 2000), detecting management fraud (Green and Choi
1997, Fanning and Cogger 1998, Feroz et al. 2000), and support for going
concern decision (Hansen et al. 1992, Lenard et al. 1995, Koh and Tan
1999, Anandarajan and Anadarajan 1999, Etheridge et al. 2000). ANNs
have also been applied to internal control risk assessment (Davis et al.
1997, Ramamoorti et al. 1999), and financial distress problems (Fanning
and Cogger 1994). Material error applications direct users' attention to
those financial account values where the actual relationships are not con-
sistent with the expected relationships. A user has to decide whether and
what kind of further investigation is required to explain the unexpected re-
sults. Material error ANN-models either predict future values or classify
data. The results of material error ANN-models seem promising, at least as
a supplement to traditional analytical auditing procedures, and offer im-
proved performance in recognizing material misstatements within the fi-
nancial accounts.
Companies are using or have used ANN applications to support their busi-
ness. Credit-card companies use ANN technology to reveal fraudulent cli-
ents (Mulqueen 1996, Fryer 1996, Fisher 1999). KPMG Peat Marwick has
already developed an ANN for bankruptcy prediction (Etheridge et al.
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1994). Pohjola insurance company has applied an ANN solution to their
direct marketing (Sinkkonen and Lahtinen 1998).
In this chapter we show the feasibility of an ANN, especially Kohonen's
self-organizing map (SOM), in monitoring account values in monthly in-
come statements of a manufacturing firm. We study whether the SOM is
capable of revealing monthly variations and clusters in the data sets in the
meaningful matter. The SOM has proven to be suitable for data analysis
tasks (Kohonen 1997). Although many papers on self-organizing maps,
since its invention in 1981, have been published, very few studies have
dealt with the use of self-organizing maps for financial analysis. The stud-
ies by Martín-del-Brío and Serrano-Cinca (1993) and Back et al. (1998)
are examples of the application of the SOM for financial analysis. Martín-
del-Brío and Serrano-Cinca (1993) studied the financial statements of
Spanish companies, and attempted to predict bankruptcies among Spanish
banks during the 1977-85 banking crisis. Back et al. (1998) compared 120
companies in the international pulp and paper industry. In this study, the
aim is to receive evidence of this method's suitability to analyze monthly
account data. We anticipate that the SOM recognizes the relationships
between different account values and reveals the time variation of the data
sets. According to our information the SOM has not earlier been applied to
analyzing monthly account data sets.
The remainder of the chapter is organized as follows: Section 8.2 describes
the research methodology. This includes a brief description of SOM and
the choice of the financial account values used in this experiment. Section
8.3 presents the construction of the self-organizing maps and Section 8.4
presents a detailed analysis of the maps and gives guidelines to implement
this kind of model. The conclusions of this paper are presented in Section
8.5.

8.2. Methodology

8.2.1. Self-organizing maps

The SOM is a clustering and visualization method and the purpose is to
show the data set in another representation form (Kohonen 1997). It cre-
ates a two-dimensional map from n-dimensional input data. This map re-
sembles a landscape in which it is possible to identify borders that define
different clusters. These clusters consist of the input variables with similar
characteristics, i.e. in this report, of account values’ monthly variation. The



136 Eija Koskivaara

self-organizing training trials continue until two input items which are
close in the input space are mapped into the same or neighboring neurons
on the map. Output neurons create groups which together form a map of
the input neurons.

Rectangular Hexagonal

Fig. 8.1. Forms of lattice

The SOM has six learning parameters, topology, neighborhood type, X-
and Y-dimensions, training rate, training length, and network radius. The
network topology refers to the form of lattice. There are two commonly
used lattices, rectangular and hexagonal (Fig. 8.1). In a rectangular lattice
each neuron is connected to four neighbors, expect for the ones at the edge
of the lattice. In the entire network we used, the output neurons are ar-
ranged in a hexagonal lattice structure. This means that every neuron is
connected to exactly six neighbors, expect for the ones at the edge of the
lattice. This choice was made following the guidelines of Kohonen (1997),
since we expected the SOM to provide some benefit for the monitoring
due to its visualization capability. Neighborhood type refers to the neigh-
borhood function used and the options are Gaussian and bubble. X- and Y-
dimensions refer to the size of the map. In too small maps differences be-
tween clusters are hard to identify and in too large maps clusters will ap-
pear to be flat. The training rate factor refers to how much the neuron in
the neighborhood of the winning neuron learns from the input data vector.
The training length measures the processing time, i.e. the number of itera-
tions through the training data. The network radius refers to how many
nodes around the "winning" neuron are affected during the learning proc-
ess. The training process of the network is split into two parts. In part one,
the map is "roughly" trained. In the second part, the network is fine-tuned.

8.3. Data

We used actual data comprising ten years' monthly income statements of a
manufacturing company. The company was a medium-sized firm in Fin
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land and its net sales amounted to approximately EUR 11 million per year.
The accounts were chosen with the help of a certified public accountant
(CPA)-auditor in the way that the accounts represented the major and the
most interesting monthly income statement categories. The accounts and
their monthly averages in thousand euros are presented in Table 8.1.

Table 8.1. Financial accounts (in EUR 1000)

90-99 1998 1999
Net sales 916 1325 1250
Materials + Change in inventory 215 297 259
Personnel costs 125 165 161
Gross margin 571 864 830
Administration 58 57 58
Total indirect 340 360 383
Operating profit 215 462 396
Receivables 1450 1630 1591
Trade debt 1468 2563 1965

The reasons for selecting the above accounts for our models are as follows.
• Net sales (NS) are a significant value to monitor. In this particular case

variation between July and the other months is big because the com-
pany is closed in July. From the management’s point of view it is bet-
ter if the actual value is bigger than the budgeted value because then
there are fewer disappointments. From the auditor’s point of view this
might raise doubts about whether all sales are recorded if the actual
value is much below the prediction value. On the other hand, if the
actual value is much higher than the prediction values the company
might have recorded some fictitious sales.

• Materials (Mat) + Change in inventory (CinIn) together should tell the
total use of material during a certain period. The value should be in
alignment with net sales as this is a manufacturing company.

• Personnel costs (PC) should be in alignment with production and the
total use of material.

• Gross margin (CM) is an important value at least from the prediction
point of view as well as in seeing how much money is left to cover in-
direct costs and profit.

• Administration (Adm) is a good value in seeing the overall trend of the
costs in the company and in the line of business.
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• Total indirect (TotInd) indicates all fixed costs. This value should be
predicted in all cases because these costs do not depend on sales.

• Operating profit (OP) is an interesting value at least from the predic-
tion point of view. Furthermore, it is important to see that the opera-
tion is profitable in the long run.

• Receivables (Rec) are an interesting and important value to follow in
order to know how much of the company's money is "outside".

• Trade debt (TD) tells how much the company has to pay "outside".
Receivables and trade debts should be in alignment with the net sales.

8.4. Clustering with the SOMs

For the clustering purpose we used The Self-Organizing Map Program
Package version 3.1 created by The SOM Programming Team of the Hel-
sinki University of Technology in the network building (Kohonen et al.
1995). For the visualization of the results of the SOM we used Nenet -
Demo version 1.1a created by The Nenet Team (Elomaa et al. 1999). Ne-
net is a user-friendly program designed to illustrate the use of SOMs, and
it also provides individual parameter level maps, feature planes. This prop-
erty suits our purposes perfectly, because we want to compare different ac-
counts and months with each other.
We constructed two different kinds of maps with different input vectors.
Firstly, we constructed a map so that in a vector there were the monthly
data of the account per year as vector items. With this A-map we wanted to
see how different accounts are situated in comparison to each other and to
the previous years’ values. Secondly, we constructed a map with the values
of a certain month’s data as vector values and presented them in a chrono-
logical order for the neural network. With this B-map we wanted to see
whether there are any yearly tendencies in the data sets. These map ap-
proaches resemble analytical auditing procedures such as a comparison of
current information with similar information for prior periods, and a study
of relationships among the elements of information (Gauntt et al. 1997).
There are some rules of thumb when creating maps. The map ought to be
rectangular, rather than square, in order to achieve a stable orientation in
the data space. Normally, the x-axis should be about 30 per cent greater
than the y-axis, thus forming a rectangular output map. Another recom-
mendation is that the training length of the second part should be at least
500 times the number of the network units, in order to reach statistical ac-
curacy (Kohonen 1997). We chose one where the layer consisted of 35
neurons arranged in a 5*7 hexagonal grid. As mentioned earlier hexagonal
lattices are good for visualization purposes. The neighborhood function
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was the bubble. The training length and training rate in the first phase were
1750 and 0.5 and in the second phase 17500 and 0.05. The neighborhood
radius in the first phase was 9 and in the second phase, 1.
To visualize the final self-organizing map we used the unified distance
matrix (U-matrix). This U-matrix method can be used to discover other-
wise invisible relationships in a high-dimensional data space. It also makes
it possible to classify data sets into clusters of similar values. The simplest
U-matrix method is to calculate the distances between neighboring neu-
rons, and store them in the matrix, i.e. the output map, which can then be
interpreted. If there are "walls" between neurons, the neighboring ones are
distant, i.e. the values differ significantly. The distance values are also dis-
played in colors when the U-matrix is visualized. On the maps we define
the clusters by looking at the color shades of the borders between the
hexagons. The dark colors in the walls represent great distances while
brighter colors indicate similarities amongst the neurons. The colored bor-
ders between the hexagons are of great value when trying to determine and
interpret clusters.
By viewing the individual feature planes it is possible to visualize the val-
ues of a single vector column, i.e. in this study, the maps for one month
(A-maps) or for one account (B-maps). These feature planes can be visu-
alized in order to discover how the company has been doing according to
different months or different accounts. Because we selected accounts that
depend on each other the feature planes of the months should be more or
less similar. 

8.5. Visualization of the data

Next we show how the outputs of the SOM can be used as a visual aid for
classifying and clustering the monthly income statements values over ten
years time period. The user analyses the clusters of accounts and variations
of the monthly feature planes in order to find whether the clusters are close
enough to each other or whether there are any significant differences be-
tween the monthly feature planes (A-map). The user may also analyze
whether the account values are close enough to the previous year's values
(B-map). If the difference is significant the user has to decide how much
and what kind of further investigation is needed.
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8.5.1 Studying the account cluster

Studying the underlying monthly feature planes of the A-map (Fig. 8.2)
and the final A-map (Fig. 8.3), a number of clusters of accounts, and the
characteristics of these clusters were identified (Fig. 8.4).
The feature planes in Fig. 8.2 show a map for each month in this study
where the red color in the bottom left corners represents high values,
which in our case implies revenue accounts. Dark colors in the bottom
right corners show negative values, which in our case implies a trade debt
account. From these feature planes we see that there is only a little varia-
tion between the months. For example, in the feature planes of June and
July there are a little lighter neurons in the middle than in the other
months’ planes. However, the feature planes of the months are so similar
that none of them gives any reason for auditing implications. This means
that the relationships between the accounts included in this study are quite
stable during the year. If the feature plane of the month differs much from
the other feature planes it is a hint for a user to make some more investiga-
tions.

Fig. 8.2 The feature planes maps for the months: January, February, March, and April at the
top, May, June, July, and August in the middle, and September, October, November, and
December at the bottom
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In Fig. 8.4, we have named identified clusters according to the accounts
these clusters contain. We labeled the last two years accounts to see
whether the accounts are close to each other and to name the clusters. We
identified four main clusters: revenues, margins, costs, and trade debts.
Revenue and trade debt clusters were easy to identify based on the feature
planes of the different months. Although the trade debts of the last two
years are in the same neuron, the cluster itself is much bigger because the
earlier years’ trade debt values were more spread out on the map. The
revenue cluster could be bigger based on the feature planes on March,
June, July, and August, however, the labeling of gross margin and operat-
ing profit reveals that these neurons belong to the margins cluster. All the
cost accounts in our study are situated in the upper right corner and there-
fore we named it the cost cluster. Receivables (Rec), net sales (NS), oper-
ating profit (OP), personnel costs (PC), change in inventory (CinIn), ad-
ministration (Adm), and materials (Mat) of two last years are in the same
neuron. The gross margin (GM) and total indirect (TotInd) of 1998 and
1999 are in different neurons. This indicates that the relative monthly ac-
count value’s variation of gross margin and total indirect is bigger than
that of the other accounts in these years.

Fig. 8.3. The final A-map Fig. 8.4. Clusters on the A-map

8.5.2 Studying the yearly tendency

We also let the SOM cluster the account based on the month. With this B-
map we wanted to see whether the months are close to each other and
whether the different years are close to each other. We analyzed the B-map
with account feature planes (Fig. 8.5) and by labeling all the months on the
map. This way we found six clusters in a map. The feature planes of net
sales, gross margin, operating profit, and receivables are at the top of the

Trade debts
Revenues

Costs

Margins

Trade debts
Revenues

Costs

Margins
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Fig. 8.5. These accounts present in our sample the income accounts where
the red color illustrates high values, which are situated on the left side of
the feature planes. The overall outlook of the net sales, gross margin and
operating profit seems very similar. The feature planes of materials,
change in inventories, personnel costs, and administration are in the mid-
dle. Materials and personnel costs have the same general outlook as net
sales although the colors are opposite. Its is good because they should be
in alignment. The feature planes of total indirect and trade debts are on the
bottom line. In these feature planes the darker the color gets the bigger the
cost is.
In Fig. 8.6. we have counted how many monthly data of the year belong to
one cluster in the B-map. We also see a tendency starting from the bottom
right corner, where the early nineties data is situated, up towards the top of
the map and then to the bottom left corner and once again up towards the
top of the map. It seems that the best performance is in the bottom left cor-
ner where the monthly data from the year 1998 is located. All the July data
are in the bottom line neurons. The first seven years’ July data are in the
ultimate bottom right corner of the map. The July data of 1997-1999 are
also grouped at the bottom right neurons of these years’ clusters.

Fig. 8.5. Feature planes of accounts: net sales, gross margin, operating profit, and receiv-
ables at the top, materials, change in inventories, personnel costs, and administration in the
middle, and total indirect and trade debts at the bottom

We also illustrate with a black arrow the monthly movement in 1998 and
with a white arrow the monthly movement in 1999 (Fig. 8.7). From these
arrows we see that the movement of the 1999 monthly data on the B-map
is much broader. The reason for the more compact movement of the 1998
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data might be that the account values of that year are the biggest in the
whole data set and therefore they have concentrated in one corner. The
same but opposite reason applies to the July data, especially with the years
1990-1996. These account values are the smallest in the whole data set and
therefore have concentrated in the bottom right corner. We also see from
Fig. 8.7 that both arrows start from and end at adjacent neurons.

Fig. 8.6. Yearly clusters of B-map Fig. 8.7. Movements of the 1998 (Black) 
and 1999 (White) months

8.5.3 Account values

To ease the ANN’s learning process and improve the quality of the map,
the data is very often pre-processed in some manner. We did not use any
pre-processing method because we wanted to calculate the 1999 average
account values based on the vector values in the output maps. In Table 8.2,
we compare the actual average monthly account values to values calcu-
lated from the vector values of the A-map and B-map. On average it seems
that the vector order we have in the B-map is better than the vector order in
the A-map if we compare the output vector values.

Table 8.2. Account values

1999 A-map B-map A/1999 B/1999
Net sales 1250 1238 1239 -1 % -1 %
Materials + Change in inventory 259 273 269 5 % 4 %
Personnel costs 161 123 161 -24 % 0 %
Gross margin 830 873 807 5 % -3 %
Administration 58 59 56 2 % -2 %
Total indirect 383 471 361 23 % -6 %
Operating profit 396 467 394 18 % 0 %
Receivables 1591 1408 1532 -12 % -4 %
Trade debts 1965 1626 1978 -17 % 1 %

1998: 11

1997: 12
1999: 11

1994: 10
1995: 11
1996: 6 1991: 10

1992: 10
1993: 8

1990: 8 July:
00-06July: 07-09

1998: 11

1997: 12
1999: 11

1994: 10
1995: 11
1996: 6 1991: 10

1992: 10
1993: 8

1990: 8 July:
00-06July: 07-09
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8.5.4 Seeded error

We seeded an extra use of material in the data in order to see whether the
SOM recognizes any difference. We manipulated the data by doubling the
use of material in December 1999 in order to see its effects on maps and
feature planes. This is a very tiny effect considering that in one map we
have all the data from the ten years visible at the same time. In Fig. 8.8 we
show how the feature planes of the maps change because of this manipula-
tion. On the left side of the figure we have the feature planes of the origi-
nal data, and on the right side we have the feature planes of the manipu-
lated data. The feature planes at the top of the figure are based on months
(A-map) and the feature planes at the bottom of the figure are based on ac-
counts (B-map). The white neurons on the left show the right place for the
vector. The white neurons on the right show where the manipulated data
vectors are. We have also circled the effects the manipulation has on the
whole map. The monthly use of material is situated in the same neuron in
both cases (see Fig. 8.8 upper feature planes). However, the color of the
adjacent neuron has changed dramatically. On the account feature planes
the change is more radical. The whole feature plane looks very different.
The manipulation has turned the whole feature plane inside out. The neu-
ron has changed its place and the colors of the adjacent neurons have
changed.

Fig. 8.8 Seeded use of material in December 1999
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8.5.5 Implementing the model

Fig. 8.9 depicts the framework of our SOM-based pattern analysis model
in accounting data. In general, this accounting data should illustrate the
business process. The SOM takes advantage of the data that already exists
in the accounting systems. The SOM utilizes the data and gives a compact
and excellent visualization of it. Furthermore, it clusters the data in a
meaningful manner. The SOM gives new kind of information to human
analysts and therefore makes the interaction between a human actor and in-
formation system possible. Generally, the human actor may refresh the
model in three ways. Firstly, they can make changes in the business proc-
esses. For example, allocate the use of material in the accounting system
more timely. Secondly, they can correct the faulty data. For instance, take
away all the fictitious sales from the bookkeeping records. Thirdly, a hu-
man actor may refresh the model either by changing the parameters in the
model or by chancing the variables of the model.

Business Process

Accounting
Data

SOM-model

Visualization Clustering

Human interaction

Fig. 8.9 Framework of the SOM pattern analysis model

8.6 Conclusions

In this chapter we showed how the SOM could be used in the visualization
of the monthly income statement values. The SOM was used for the clus-
tering of the data sets and the purpose was to show account values in an
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other representation form. We let the SOM cluster a manufacturing com-
pany’s monthly account data from ten years. We found that the SOM is a
tool for classifying these data sets, and that similar accounts form their
clusters close to each other. We argue that the SOM can assist users by
visualizing irregularities in the data and guiding the user to the heart of the
problem. The SOM utilizes the entire data and finds homogenous groups
in the data. With the SOM embedded in the monitoring system it is possi-
ble to plot a picture on screen from complex data sets, for example once a
month, and give a visual aid for analyzers of the business data. We used
monthly values of account but the SOM could also be used for analyzing
all the transactions of certain accounts.
The development and assessment of advanced analysis methods like ANNs
in an accounting context and for continuous monitoring and controlling is
important in order to supply users with more efficient and effective means
of monitoring account values. This is one way of restoring the public con-
fidence in the capital market system and accounting profession that might
have been shaken by the collapses of Enron and Arthur Andersen etc.
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