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1 INTRODUCTION 

1.1 Background of the Thesis 

For a long time efficient capital markets have been the most supported financial theory. 

Very closely related to efficient capital markets are the theory of rational investors, mean-

ing that investors seek for the highest possible wealth, and random walk theory, which 

states that share prices develop independently from day-to-day. Since the 1980s the de-

velopment of behavioral finance these theories have started to face scrutiny. The consen-

sus on efficient market hypothesis has not been established in previous studies and it is 

continually under scrutiny by the academic literature. Although the hypothesis holds in 

some empirical tests, there are cases when the hypothesis does not hold. (Malkiel 2003) 

Also, other studies have cast doubt on the random walk hypothesis of stock prices (Fama 

& French 1988; Lo & MacKinlay 1988). These studies found that (US) stock prices are 

mean reverting and thus doubt the claims that markets are efficient.  

The traditional finance paradigm assumes that investors are “rational.” The market is 

observed through the eyes of rational investors. Investor rationality means two things. 

When investors receive new information, they will adjust their beliefs accordingly and 

given their beliefs they will make decisions based on their subjective utility. This frame-

work is very simple and provides very straightforward predictions. However, through 

empirical studies it has been found that the basic facts about trading behavior, the aggre-

gate stock market, and the cross-section of average returns are not well understood in this 

framework. (Barberis & Thaler 2005, 1)  

Behavioral finance is a relatively new approach to financial markets that has emerged 

in response to the difficulties faced by the traditional finance research. Behavioral finance 

argues that not all agents are completely rational. Specifically, behavioral finance studies 

what happens when one condition is loosened. (Barberis & Thaler 2005, 1-2) 

According to the efficient market hypothesis, all available information is reflected in 

the stock prices, to give them their true value. Efficient market hypothesis (EMH hence-

forward) is one of the most tested and supported (by empirical evidence) economic prop-

ositions. The hypothesis has been tested and found consistent with a wide variety of data. 

But since data has become better and econometric sophistication has increased, the ex-

ceptions have become more evident. (Jensen 1978, 95) The efficient market hypothesis 

was widely accepted a generation ago and it was generally believed that stock market 

fully reflects all the available information. Thus, neither technical analysis nor fundamen-

tal analysis would enable an investor to achieve greater returns than passively managed 
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portfolio or an index fund. In the 21st century, focus of studies explaining market move-

ments shifted from EMH to psychological and behavioral aspects of investors. Econo-

mists now believe that markets are at least partially predictable. (Malkiel 2003) 

After the global financial crisis of 2007, EMH has been singled out and blamed for the 

economic downturn. The reasoning behind this is that as EMH stands, the market prices 

reflect all available information, meaning the market is in an equilibrium. But investors 

and regulators failed to look into and verify the true values for various assets, and failed 

to detect the bubble. Investors who poured money in various markets believed that the 

prices would continue to rise, thus further driving the prices up. This would implicate that 

they believed that the then-current prices were incorrect. Yet this is the exact opposite of 

what EMH claims and stands for. (Ball 2009)  

Another important outset is to make clear what is meant by the term “efficiency.” 

Malkiel (2003) defined efficient markets as “[…] such markets do not allow investors to 

earn above-average returns without accepting above-average risks.” This is the view held 

throughout this study. This means that a higher amount of risky assets in the balance sheet 

should mean a higher risk premium, thus meaning the financial institutions with such 

characteristics may perform better. However, the performance of banks in the market is 

not part of this study. 

Equity risk premium is one of the most important numbers in finance. Equity risk pre-

mium (ERP, henceforward) reflects the premium investors require to invest in an equity 

or other asset, relative to a risk-free investment. ERP also functions as a figure in the 

evaluation of financing and investment opportunities, commonly used in the capital asset 

pricing model. Risk premium can also be used in the case of debt or bonds. In this case 

risk premium is a default spread, which is added on the risk free rate to get the market 

interest rate on the bond. (Damodaran 2010, 3) 

ERP is based on fundamentals of a company and it will vary as a function of uncer-

tainty in the economy, fear of catastrophes, and the risk aversion of investors. This would 

indicate that when fundamentals change, the risk premium should also change. In prac-

tice, it is usually assumed that risk premiums are constant or at least revert back to histor-

ical average quite quickly. Assuming that risk premiums do not change is also assuming 

that none of the fundamentals mentioned above will change either. As we know cata-

strophic events and changes in economy do happen. (Damodaran 2010, 21-22)  

1.2 Objectives and Research Limitations of the Study 

This thesis studies the effect of industry uncertainty and how it reflects to different com-

panies within the industry. More specifically, the uncertainty of banking industry globally 

and the effects on the risk premium locally in Europe. Especially the differences, or lack 
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of them, between banks from different regions in Europe. According to stress tests con-

ducted by the EBA (European Banking Authority), Nordic banks hold significantly lower 

amounts of risky assets in their balance sheet. This in turn would mean that, under duress, 

banks with lower amount of risky assets will suffer smaller losses. This indicates that 

such banks should be compensated for their more risk averse behavior by the market. 

Thus, this study takes part in the ongoing debate on the efficiency of capital markets by 

testing if the risk premium differs between financial institutions with different levels of 

risky assets on their balance sheet. Another objective is to see whether equity risk pre-

mium changes drastically after a catastrophic event and how it behaves after such an 

event. 

Based on these notions, the following set of sub-questions have been formulated to 

guide this study to reach its objectives: 

 

• What is the effect of higher risk exposure on the risk premium in the case of 

financial institutions? 

• How does the equity risk premium behave after a catastrophic event? 

 

In order to fulfil the objectives of the study, several problems need to be taken into 

account. First, have the previous shocks in the market affected all companies or are there 

company specific shocks. Hence, controlling market performance needs to be considered. 

Second, the impact of monetary policy is uncertain. Traditionally, lowering interest rates 

have thought not to affect equity risk premium. However, recent studies have found that 

there could be a significant impact. Third, the traditional framework in study of finance 

investors are assumed to be rational and act rationally in the financial markets. This view, 

however, has been challenged by the academic research. Thus, the role of investor behav-

ior needs to be covered.  

The efficient market hypothesis, risk components, and financial industry are covered 

to establish a sufficient understanding of the markets regarding to financial institutions. 

Prospect theory will be shortly discussed to provide more criticism to efficient market 

hypothesis and to further the understanding of irrational investors. Also the financial in-

dustry is covered to gain more insight on the role of debt in financial institutions. Further, 

the role of debt has an effect on how banks and other financial institutions are valuated.  

1.3 Data and Sample Selections 

The financial institutions included in this study have been selected on the basis that they 

featured in the latest stress test conducted by the EBA. In addition, sample was limited to 
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financial institutions that are publicly traded in a European stock exchange. This limita-

tion reduces the number of financial institutions from 51 to 30. This limitation to publicly 

traded financial institutions with sufficient track record is done because of the objective 

of this study. To be able to determine if the market misevaluates the amount of risky 

assets to risk premium, the companies naturally need to be publicly traded. 

In the table 1 below are listed the countries of origin of the financial institutions cov-

ered in this study.  

Table 1 Number of financial institutions based on the home country 

Home Country Nr. of FI in this study 

Austria 1 

Belgium 1 

Denmark 2 

France 3 

Germany 2 

Hungary 1 

Ireland 2 

Italy 3 

Netherlands 1 

Norway 1 

Poland 1 

Spain 4 

Sweden  4 

UK 4 

Total 30 

 

As we can see from table 1, most of the financial institutions are from Western Europe. 

Only two are from Eastern Europe (one from Poland, one from Hungary). For the purpose 

of this study the lack of Eastern European financial institutions does not present any prob-

lems as Eastern European financial institutions do not play significant role in the Euro-

pean banking sector. 

The main source of information in this study is the Thomson Reuters Datastream. Ad-

ditional databases may be used to obtain other information, if not found in the fore men-

tioned database. For information on the risky assets in financial institutions the 2016 EBA 

stress test is considered to be the main source, older stress test are used to provide histor-

ical comparison. The results from the stress test will provide valuable information for the 

analysis of the impact on risk premia.  

Data will be presented as end of the year. Risk free rate in this study will be 10-year 

German government bond (10-Y Bund). Because this study focuses on the European mar-

ket, it is justifiable to use 10-Y Bund instead of 10-year treasury bond (T.Bond). 
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1.4 Research Methods 

1.4.1 Equity Risk Premium 

This study examines the effect of risky assets to the equity risk premium (ERP, hencefor-

ward). ERP is the measure of compensation that the investor wants so that he will invest 

to a risky equity instead of risk free government bonds. To be able to examine the effect, 

the company specific ERP needs to be determined for each financial institution. First, 

ERP needs to be calculated. Second, the effect of country risk needs to be factored out to 

determine the company specific risk premium. This, in turn, is compared to the amount 

of risky assets in the corresponding balance sheet.  

Damodaran (2012) concluded that the beliefs about markets influences the choice of 

estimate. If the markets are believed to be efficient, the current implied equity premium 

is the best choice as it is conducted from the current level of the index. On the other hand, 

if markets are seen as inefficient, average or historical implied equity risk premium is a 

better choice. As this study focuses on the post-financial crisis era, it is logical to use 

historical implied equity risk premium.  

Value of equity is, by the classical definition, the future expected cash flows dis-

counted to present day. In this study the free cash flow to equity (FCFE henceforward) is 

used as the proxy for shareholder returns. Implied ERP is calculated as follows:  

 

𝑉𝑎𝑙𝑢𝑒 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦 = ∑
𝐸(𝐹𝐶𝐹𝐸𝑡)

(1+𝑘𝑒)
+

𝐸(𝐹𝐶𝐹𝐸𝑁+1)

(𝑘𝑒−𝑔𝑁)(1+𝑘𝑒)𝑁
𝑡=𝑁
𝑡=1    (1) 

 

In this equation N is the number of high growth years, E(FCFEt) is the potential return 

to shareholders in year t, ke is the expected rate of return by equity investors and gN is the 

stable growth rate (after year N). Given the FCFEs and prices today, expected rate of 

return can be solved from the equation. Subtracting out the risk free rate the result is an 

implied equity premium. (Damodaran 2015)  

1.4.2 Free Cash Flow to Equity 

Because of the nature of financial institutions and the current economic situation in Eu-

rope, the traditional valuation methods are out of the question. Simple dividend and buy-

back models cannot be used as post-financial crisis regulatory actions have prevented 

banks from paying out dividends or buying back stock. Free cash flow to equity is the 

method in this case.  
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Free Cash Flow to Equity (FCFE) takes into account more cash flows than just the 

dividends paid and buy backs. This approach is needed as the banks have not paid out 

dividends or bought back shares after the financial crisis, thus making dividend based 

models pointless. Also, concentrating on FCFE, the value of equity is more accurate, es-

pecially if the companies are paying less or more in dividends than they could.  

Free Cash Flow to Equity is calculated as follows:  

 

𝐹𝐶𝐹𝐸𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙 𝐹𝑖𝑟𝑚𝑠 = 𝑁𝑒𝑡 𝑖𝑛𝑐𝑜𝑚𝑒 − 𝑅𝑒𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 𝑖𝑛 𝑅𝑒𝑔𝑢𝑙𝑎𝑡𝑜𝑟𝑦 𝐶𝑎𝑝𝑖𝑡𝑎𝑙 

 

As it states in the formula, this is a financial company specific calculation. The “nor-

mal” calculation of FCFE cannot be used, as net capital expenditures and non-cash work-

ing capital cannot be identified as easily as in non-financial companies. Financial services 

firms do not normally reinvest in plant, equipment or other fixed assets. However, banks 

usually invest money in the regulatory capital required by regulatory institutions, such as 

the Basel Committee and implemented by local central banks. This reinvestment level is 

determined by book equity capital ratio. It is determined by regulatory requirements but 

also the banks own choices. A more conservative bank will hold a higher capital ratio, 

whereas some banks may choose to hold the minimum amount required by forementioned 

authorities. (Damodaran 2009) Overall, reinvestment in regulatory capital is an increase 

in equity. As financial firms grow they need to hold more capital to meet the capital re-

quirements.  

The Basel Accords (Basel I, II, and III) set the capital requirements to a certain level. 

The ratio is calculated by dividing the Common equity tier 1 with risk-weighted assets in 

the balance sheet. From external perspective it is unlikely to obtain information on the 

risk capital per business unit. Because of this, when valuing from outside in, it is assumed 

that the amount of risk capital employed by the bank is equal to the book value of equity. 

(Koller, Goedhart & Wessels 2005, 684) 

1.5 Structure of the Study 

The first chapter is an introduction to the study and presents the data used and the research 

methods. After the introduction the availability and suitability of the data is introduced. 

Also the methods for the analysis of the data are presented. 

The second and third chapter will provide the theoretical framework of this study. First 

the chapter begins with a discussion of behavioral finance and a few subjects relevant to 

this study. This is done to achieve a deeper understanding of how behavioral finance 

views investors in general and to provide reasonable background for the analysis in the 
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fifth chapter. Second chapter also covers characteristics of financial crises and black swan 

events. The role of investors in crises is discussed briefly. 

The third chapter begins with discussion of capital market efficiency. In addition, the 

random walk theory is covered. This study, in part, test the efficiency of markets. So it is 

essential to understand the theory behind efficient markets theory. As a part of this dis-

cussion some critique against the efficient market hypothesis is presented. Another im-

portant subject of this study is equity risk premium. Equity risk premium is also covered 

in chapter three. A few aspects of equity risk premium are discussed in more detail. Lastly 

the special nature of debt in financial institutions. This is done to understand the special 

needs of the valuation of financial institutions.  

In the traditional research of finance there is a dominant framework on which the the-

ories developed are based on. This framework has three key assumptions. First, the mar-

ket participants formally act rationally. Second, the market is perfectly competed. Third, 

all information is available for free. This study challenges especially the first point on this 

framework. If the markets are indeed efficient, banks with less risky balance sheet should 

be more compelling to investors.  

Fourth chapter will present the analysis on the data presented in the first chapter. The 

methods for this analysis are also introduced in the first chapter. The analysis presents 

equity risk premiums for all of the 30 banks presented in the data.  

The fifth chapter will draw conclusions based on the analysis made in the fourth chap-

ter and compare the results on the theoretical framework provided in the second and third 

chapter. Also further research possibilities are considered. 
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2 INVESTOR BEHAVIOR AND FINANCIAL CRISES 

2.1 Investor Psychology 

The traditional view of investors as rational agents has been challenged since the emer-

gence of behavioral finance1. Through behavioral finance academics have sought a way 

to explain numerous anomalies that could not be explained by the traditional framework. 

The traditional framework consider arbitrageurs to be the main agent in correcting mis-

pricing in the market. However, as mispricing does occur, there has to be some limitations 

in the way arbitrageurs can act. This is covered in the first subchapter.  

The rest of the chapter provides coverage on some behavioral finance theories consid-

ered to be crucial for this study. The aim of these subchapters is to provide sufficient 

understanding on how investor psychology can affect the markets and cause the markets 

to be less efficient. The points made are later used in the analysis of the empirical data. 

For this study comovement, herd behavior, and belief perseverance are considered to be 

most important. 

2.1.1 Limits of Arbitrage 

Traditional finance assumes agents who participate in all markets costlessly and without 

risk. Arbitrage is one of the fundamental concepts in finance. Arbitrage is defined as “the 

simultaneous purchase and sale of the same security in two different markets for advan-

tageously different prices.” The arbitrageurs are essential to efficient markets, because 

the effect of arbitrageur’s actions is to bring prices to fundamental values. When an arbi-

trageur buys a cheaper security and sells a more expensive one he gets his profits up front, 

rather than getting cash flows in the future. Typically arbitrageurs are professional and 

highly specialized investors who combine their knowledge with resources of outside in-

vestors to take large positons. A feature of arbitrage is that the knowledge and resources 

are separated by an agency relationship. (Shleifer & Vishny 1997, 36-37) 

Arbitrageurs are essentially agents who look to exploit market mispricing and anoma-

lies. By doing so they assure that the markets are efficient and reflect the “true” funda-

mental value. Arbitrageurs’ actions even out the action made by less rational investors 

furthering the efficiency of markets. Yet market anomalies and mispricing occur regard-

less of arbitrage and arbitrageurs. Limits of arbitrage are viewed as one of the two build-

ing blocks needed to explain anomalies, the other being demand shocks experienced by 

                                                 
1 To find out more on behavioural finance see for example Thaler, R. (2005) Advances in Behavioral Fi-

nance Volume II, Princeton University Press, Princeton, New Jersy 
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other investors than arbitrageurs. Demand shocks push prices away from fundamental 

values and arbitrageurs are unable to correct prices. These shocks to demand are caused 

by irrational investors. Limits of arbitrage research focus on the constraints and limita-

tions arbitrageurs face, and why arbitrage fail to bring prices close to fundamental values. 

(Gromb & Vayanos 2010, 252-3) 

There are numerous studies discussing the risks arbitrageurs face and how the risks 

affect the actions taken by arbitrageurs. Fundamental risk is the risk that arises when ar-

bitrageurs try to find a suitable substitute to hedge their original investment. When buying 

a mispriced stock arbitrageurs consider all the available information, but that does not 

edge out the possibility that the stock will receive bad news causing the then-mispricing 

to be the new “correct” value. Arbitrageurs will hedge their position to cover their invest-

ment from industry-wide shocks by buying other stock within the same industry. In prac-

tice, there are no perfect substitutes and thus, fundamental risk cannot be totally removed. 

Further, the substitute security, even if it exists, can be mispriced. (Barberis & Thaler 

2003, 1058) 

Noise trader risk is an idea that the mispricing exploited by the arbitrageurs worsens 

in the short run. When buying a mispriced stock, there is a risk that the irrational traders, 

noise traders, that cause the undervaluation of the stock will further drive the price down. 

This is called noise trader risk. Noise trader risk can force arbitrageurs to liquidate their 

position early and cause potentially steep losses. In some cases the noise trader risk is 

related to the position that is bought for hedging the original position (a short position). 

Should the original owner of the borrowed security want it back, arbitrageur may be 

forced to close the position earlier than intended. (Barberis & Thaler 2003, 1058-59) 

Transaction costs can also limit the arbitrage possibilities by making arbitrage oppor-

tunities less attractive. Transaction costs include commissions and bid-ask spreads, but 

also the costs associated with the short selling that is often essential to the arbitrage pro-

cess.. D’Avolio (2002) found that these fees are relatively small. In general for most 

stocks, transaction fees range between 10 and 15 basis points, but in some cases they may 

be larger. D’Avolio pointed out that in some cases arbitrageurs might not even find stocks 

to borrow for any price.  

In practice arbitrage is limited by these risks, in contrast to the textbook version of 

arbitrage. As there is no perfect substitute for any mispriced securities, arbitrageurs are 

exposed to fundamental risk. The presence of fundamental risk means that arbitrage is 

limited by (i) risk aversion of arbitrageurs and (ii) fundamental risk is systematic, thus it 

cannot be diversified away. Noise trader risk and transaction costs further add to limits of 

arbitrage. (Barberis & Thaler 2003, 1060) DeLong, Shleifer, Summers, and Waldman 

(1990) showed that noise trader risk alone is powerful enough to limit arbitrage. Noise 

trader risk adds short investment horizon to the limits of arbitrage. The possibility of an 

early, forced liquidation means that many arbitrageurs have short horizons. This affects 
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the first point above. Transaction costs affect the second point. If the costs are great, some 

arbitrageurs might not be able to exploit mispricing even if they wanted to.  

Arbitrage is mostly performed by specialized institutions and investment banks. But 

their actions are limited by trading strategies they implement and the agency frictions that 

come along. Agency frictions can also cause nonfundamental demand shocks discussed 

earlier. Crises can be smoothed by government intervention. There is reasonable evidence 

to support the fact that government intervention can increase liquidity in more peripheral 

stocks. The financial health of arbitrageurs is crucial for the smooth functioning markets 

and the provision of liquidity. (Gromb & Vayanos 2010, 253) 

2.1.2 Investor Sentiment 

Investor sentiment is a belief about future cash flows and investment risks that is not 

justified by the facts at hand. The first model of investor sentiment was proposed by 

Shleifer (1998). The model shows how investors form expectations of future earnings. 

The model is based on psychological assumptions and particularly on the ideas of Griffin 

and Tversky (1992). When making forecasts, people pay too much attention to the 

strength of evidence presented to them, rather than the statistical significance. The model 

yields a prediction that stock prices overreact to consistent patterns of good or bad news. 

The theory predicts that one-time strong news events should generate an overreaction. 

Further, there seems to be empirical evidence to support the theory. (Shleifer 1998) 

In many behavioral finance models investors are of two kinds. First, assumes that in-

vestors are rational and sentiment-free. Second kind consist of irrational investors who 

are prone to exogenous sentiment. These two kinds compete in the market and set prices 

and expected returns. The first group, arbitrageurs, are limited in many ways. The limits 

consists of short horizons or transaction costs and risks. Because of this the prices do not 

always revert to their fundamental values. Thus, mispricing arises from two different 

sources. First, the change in sentiment on the part of the irrational traders. Second, the 

limit to arbitrage from the rational investors. Investor sentiment is especially clear in 

speculative stocks. Speculative stock can be seen as a set of stock with no clear true value. 

Such companies include young, currently unprofitable but potentially extremely profita-

ble companies. Because of the combination of no earnings history and highly uncertain 

futures, both too low and too high valuations are justified. The one that holds is dependent 

on what befits the prevailing sentiment of market participants. (Baker & Wurgler 2007, 

3-5) 

Investor sentiment can affect all companies, but a company with long earnings history, 

tangible assets, and stable payout ratio is much less subjective and thus, less sensitive to 

sentiment. An exogenous shock might affect investor sentiment and investors’ beliefs 



17 

could cause demand pressure which in turn might cause some mispricing. This mispricing 

could be observable from different benchmarks such as book-to-market ratio. Market 

prices of securities usually reflect the fundamentals, with sentiment playing only a minor 

role. (Baker & Wurgler 2007, 5; 10-11)  

Brown and Cliff (2005) studied the relationship between investor sentiment and asset 

valuation. It has been long debated whether or not investor sentiment has an effect on 

asset prices. Traditional finance argue that investor sentiment does not affect asset valu-

ations, as all agents are rational and hold the same beliefs about the future development. 

However, studies have shown that investor sentiment may cause over- and undervaluta-

tion of assets.2 Brown et al. (2005) hypothesized that excessive optimism leads to periods 

of overvaluation and this, in turn, causes low cumulative long-run returns as the prices 

revert to their intrinsic values. They found that irrational investor sentiment do affect price 

levels. Further, asset pricing models should take investor sentiment into account, as well 

as regulators and government officials should be concerned by a sudden change in senti-

ment if it translates into a negative shock. 

Investor sentiment can also be affected by media. Tetlock (2007) found a connection 

between news media and movements in stock market indicators. The key finding was that 

a high level of pessimism in the media predicts downward pressure on market prices, 

causing a reversal towards fundamentals. Further, the findings by Tetlock suggest that 

measures of media content may serve as a proxy for investor sentiment. Statistical tests 

also showed that media content does not provide new information about fundamental as-

set values.  

 

2.1.3 Anchoring Bias and Belief Perseverance 

The tendency to be influenced by suggestions is called anchoring in psychological litera-

ture. The phenomenon is well-known in the field of psychology, and confirmed in a num-

ber of studies. Even experts of their own field are prone to suggestions. For example, 

Northcraft and Neale (1987) studied it in the context of real estate valuation. They found 

that changing the given asking price and implied price per square foot influenced real 

estate agents’ opinions of the house’s appraisal value. The changed asking price swayed 

the valuation by 11 % to 14 % of the value of the house. They found similar results with 

amateur subjects. (Shiller 1999, 1314-15)  

                                                 
2 For example, see DeLong and Shleifer (1991), White (1990), and Shiller (2000). Especially Shiller’s view 

on the rise and fall of technology stocks see overly bullish sentiments as a reason behind the dotcom bubble 

and the subsequent bust of the bubble. 
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Kahneman, Slovic, and Tversky (1982) argue that when forming estimates, people of-

ten start with some initial value and then adjust away from it. Empirical evidence has 

shown that the adjustment is often too low. In other words, individuals “anchor” on the 

initial, even arbitrary, value. (Kahneman, Slovic & Tversky 1982) Anchoring bias causes 

individuals to be too fixed with their initial value, and the tendency is to not change it 

over time. This is even evident in the stock market. Analysts valuing a company might 

not accept the fact that the fundamentals have changed so much that the initial value can-

not be reached. The phenomenon is even stronger if the analyst and/or investor is affili-

ated with the company (such as an underwriter analyst). (Barberis & Thaler 2005, 408n) 

In a speculative market such as the stock market, values are ambiguous. And as such, 

there is no way to say the market is at a true value. In this case, the best indicator of 

current prices is past prices. This notion, however, is not consistent with the random walk 

theory. Serial correlation of stock prices is assumed to be low and if past prices truly are 

an indicator of present and future prices, serial correlation should be higher. Nevertheless, 

models of smart money seeking to exploit any mispricing are consistent with the impli-

cations that serial correlation is low and yet anchoring is rather important for stock prices. 

(Shiller 1999 1315-16) 

Lord, Ross, and Lepper (1979) found that people who hold strong opinions are likely 

to examine relevant empirical evidence in a biased manner. They accept “confirming” 

evidence. On the other hand they treat “disconfirming” evidence more critically. Even 

when presented with totally discrediting evidence some beliefs can survive. In everyday 

life the availability of contradictory evidence is not sufficient enough to cause an aban-

donment of beliefs or theories. It was also found that while some test subjects do change 

their prior beliefs, the change is far less significant than it ought to be. (Lord, Ross & 

Lepper 1979, 2008; 2108) This is due to two effects. First, people are reluctant in search-

ing for information that contradicts their own beliefs. Second, if they find such evidence 

or information it is treated with skepticism. This phenomenon is called belief persever-

ance. It can be found in an even stronger form, known as confirmation bias. In this context 

individual can see even contradicting evidence as being in their favor. (Barberis & Thaler 

2005, 15) 

Relevant to this study is a psychological phenomenon called conservatism. Conserva-

tism states that individuals are slow to change their beliefs when presented with new in-

formation. The studies have found that individual do change their beliefs in the right di-

rection, but the magnitude of change is lower than models of rational investor would pre-

dict. Conservatism leans on the under reaction side of evidence. Individual investors 

might disregard the full information content of public announcements. This might be be-

cause they believe this is only a temporary event and cling on their previous estimates. 

This failure to properly aggregate the information in a new earnings number can also be 

seen as investor overconfidence about their prior information. (Shleifer 1998) Hirshleifer 
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(2001) suggested that conservatism might be a consequence of anchoring upon an initial 

value. Hirshleifer also suggested that conservatism might be caused by the costs of up-

dating beliefs. More cognitively costly information is weighed less and further easily pro-

cessable information, i.e. scenarios and concrete examples, is weighted more. Conserva-

tism can be also understood through under- versus over-reaction to signals. Individuals 

reliance on the strength of information signals and underreliance on the weight of infor-

mation serve as a way to interpret over- and under-reaction signals. Strength of an infor-

mation realization is how extreme the evidence is, and the weight of evidence is its relia-

bility. But if favorable signal trumps unfavorable, the signal has low strength. In general, 

different settings can cause same signals to be judged differently. As stated earlier, con-

servatism leads individuals not to change their beliefs. If the beliefs are not changed ac-

cording to new information, this indicates that the investor is not acting rationally.  

Cognitive resources being limited might cause narrow framing. Narrow framing may 

lead to analyzing problems in an isolated fashion. In a logically identical decision prob-

lems narrow framing leads the individual not to consider all available information, instead 

they only consider evidence rising from their own frame. Narrow framing may also aid 

the anchoring phenomenon. By limiting the availability or the willingness to obtain new 

information, individual may hold on to their initial belief rather than adjust accordingly. 

Another kind of narrow framing is mental accounting. Mental accounting involves keep-

ing track of losses and gains related to decisions in different mental accounts. These ac-

counts are then re-examined only when taking action. Mental accounting may explain the 

disposition effect. Disposition effect is a propensity to hold on to securities that have 

declined in value and to sell the assets that have risen. (Hirshleifer 2001, 10-11) Further, 

the narrow framing can cause some actions taken by individuals with belief perseverance 

to be further limited. 

2.1.4 Comovement 

The traditional view on return comovement emphasizes the comovement in fundamen-

tals. This is because in a frictionless economy with rational investors, price equals funda-

mental value. Although some industries are in fact based on the same fundamentals (such 

as the automotive industry), fundamentals-based view of comovement is incomplete at 

its best. (Barberis & Thaler 2005, 48-49) 

Fama and French (1995) studied the rational view of comovement in small and value 

stocks by investigating the relationship of common factors between the stocks and earn-

ings news. They found that there are common factors in earnings news and return factors, 

but the cash-flow factors are weaker than the factors in returns. Further, there is only a 

little evidence that the return factors are driven by cash-flow factors. Fundamentals can 
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only explain a part of the return comovement, thus the phenomenon must derive from 

somewhere else. One behavioral comovement theory is the one proposed by Lee, Shleifer, 

and Tversky (1991). They observed that investors typically choose to trade only a subset 

of all available securities. This is naturally based on their preferences as investors. As 

these preferences, such as risk aversion and sentiment, change, they alter their exposure 

to the securities they hold. Through these changes they include a common factor in the 

returns of these securities. (Barberis & Thaler 2005, 49) This theory can also be called as 

the habitat view. This view predicts that there will be a common factor in the returns of 

securities that are held and traded by specific subset of investors. (Barberis, Thaler & 

Wurgler 2005, 284) 

A basic feature of human cognition is classification, the grouping of objects into cate-

gories based on some sort of a similarity between them. Classification of large numbers 

of objects into categories is also persuasive in financial markets. When deciding on the 

portfolio allocation many investors categorize assets in broad classes and then decide how 

to allocate funds across various asset classes. (Barberis & Shleifer 2003). Shiller (1999) 

brings up the same kind of an idea. Investors tend to see their assets in mental compart-

ments. These compartments include safe part and riskier part. Individuals also tend to 

separate their income into three compartments: wage and salary income, asset income, 

and future income. The spending is different between the categories, for example, indi-

viduals are reluctant to spend out of future income even if it is certain to arrive. The 

mental compartments influence individual’s decision making and might explain some 

anomalies. A tendency to separate out decisions into separate mental compartments might 

explain why hedgers tend to hedge specific trades rather than their overall position. 

(Shiller 1999, 1317) 

Barberis et al. (2003) argue that investors tend to simplify asset allocation process by 

grouping stocks into categories, such as value stocks or small-cap stocks. The asset clas-

ses investors use are sometimes called styles, and allocating funds among different styles 

is called style investing. Assets in a class share a characteristic, which can be based in 

law, markets, or in fundamentals. This view on comovement can be called the category 

view. (Barberis & Shleifer 2003, 161-162) 

There are two main reasons why investors might pursue style investing. First, catego-

rization simplifies the problem of choice and allows processing of vast amounts of infor-

mation with reasonable efficiency. The decision to allocate money across ten different 

styles is less intimidating than choosing among the thousands and thousands of securities. 

Second, asset categories help investors to evaluate the performance of professional fund 

managers who pursue the same style. The benefits are attractive particularly to institu-

tional investors, who must follow rules or laws of portfolio allocation. The interest in 

style investing has grown over the years paralleling the growth of institutional investors. 

The growing interest and importance of style investing calls for the assessment of its 
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effect on financial markets. If these same categories are adopted by noise traders, they 

will create price pressure as they move from one category to another. The price pressure 

will induce common factors in the returns of stocks that happen to be in the same category, 

even if the cash flows are largely uncorrelated. (Barberis et al. 2003, 162) 

Barberis, Shleifer and Wurgler (2005) test this categorizing behavior of investors and 

found that after inclusion to S&P 500 –index, stock’s beta with the S&P beta goes up. 

The results were generally stronger in more recent data, which suggest that the phenom-

enon is consistent with the findings in their previous study discussed before. Standard & 

Poor’s have stated that in choosing stocks for inclusion in the S&P 500, they are trying 

to make their index as representative as possible of the U.S. economy. They take no opin-

ion about the fundamental value of the stock, so the inclusion in the index should not 

change investors’ perception of the correlation of the included stock’s fundamental value 

with other stocks’ fundamental value. Under the fundamental view of comovement, the 

correlation of the included stock’s return and other stocks’ return should not change. Fur-

ther, Barberis and Shleifer (2003) found that the comovement of assets in the same style 

is too correlated and when reclassifying an asset into a new style or category it starts to 

correlate with that particular style. (Barberis et al. 2003, 162) 

Kumar and Lee (2006) aimed to combine investor sentiment and return comovements. 

Firstly, Kumar et al. found that retail investors’ trades are systematically correlated, 

meaning that individuals tend to buy or sell stocks in a similar manner. The findings mean 

that there seems to be a common directional component in the trading activities of inves-

tors. Further, they found that the common component of retail trades has a mounting 

power in explaining return comovement. The relation means that when investors grow 

bullish, the stocks enjoy higher excess returns. Broadly put, the results support a role for 

investor sentiment in the study of financial markets.  

2.1.5 Herd Behavior 

The tendency for people who interact with each other and behave similarly is called herd 

behavior. Herd behavior can be seen as some kind of irrationality, such as a loyalty in-

duced psychological motivation to be in accord with other members of a group. To un-

derstand herd behavior, one should consider theories of information. The opinions herd 

behavior is prominent are not plain facts, but more subtle matters, for which limitations 

of time and natural intelligence prevent individuals from discovering all relevant infor-

mation. Within these limitations people have a tendency to acquire information in se-

quence by observing the actions of other individuals in their group who precede them. In 

this case the first signal is very important. Those who follow the first signal may rationally 



22 

ignore their own signals and rather trust the decisions made by other before them. This is 

called information cascade. (Shiller 1995, 181-4) 

Herd behavior can be caused by various different sources. For example, fund managers 

may rather copy the actions taken by other fund managers than follow their own strategy 

or private information. This could be due their concern of their own reputation as manag-

ers. Rational investors act on all available information in an efficient manner. The theory 

and evidence on group behavior and psychology suggests that the link between infor-

mation and market outcome is weakened by said group psychology. In addition, members 

of a herd may amplify exogenous shocks. By buying when others are buying, a herd can 

cause excessive market volatility. (Scharfstein & Stein, 1990) Scharfstein and Stein also 

suggest that an agency problem plays a part in explaining herd behavior. Agents get a 

reward for convincing principals that they are right, a problem that arises especially when 

the market has enjoyed a long period of growth. In this situation the fear of cashing out 

when the market is heating up and potentially losing out on further profits is greater than 

crashing with other market participants. Swimming against the current and failing would 

result in a reputation problem for money managers and thus weakening their future in the 

job market. This view is different from, for example, Banerjee (1992). The model pro-

posed by Banerjee adopts the idea of information cascade, which was presented earlier. 

The main difference between the two approaches is the role of incentives. In the case of 

information cascade incentives play no role, whereas incentive have a clear role in the 

model proposed by Scharfstein and Stein. Banerjee (1992) noted that in many occasions 

of herd behavior there is no obvious principal agent problem and that in the case of asset 

markets, principal-agent problem may be very common (conning people to believe you 

know something others do not).  

Bikhchandani and Sharma (2001) pointed out that herding and herd behavior can cause 

volatility, destabilize markets, and increase the fragility of the financial system. In the 

wake of crises the profit-maximizing investors are blamed for sharp downturns. However, 

it should not be surprising that these investors react similarly and at the same time. Bik-

chandani and Sharma also made a difference between “intentional” and “spurious” herd-

ing. “Intentional herding” is a result of, as the name suggests, intentional copying of other 

investors which is not efficient. “Spurious herding” is the outcome when groups of inves-

tors are facing similar decision problems and information sets take similar decisions. For 

example, if interest rates were to rise suddenly any rational investors would make changes 

in their portfolio(s). This form of herding is efficient in the sense of efficient market hy-

pothesis.  

As discussed above, herding can be either efficient or inefficient. “Spurious herding” 

does not interfere with the efficient market hypothesis, even if it has a significant effect 

on the market. However, making the difference between these two in empirical data is 

not necessary in this study. In efficient markets new information will be included in the 
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market prices instantly and most profit-maximizing investors will react accordingly. In 

the more transparent markets this effect is the greatest, meaning the prices will follow 

fundamental values more closely. This, however, does not mean lower price volatility. 

As mentioned earlier, when groups of investors face the same decision set and react ac-

cordingly “spurious herding” might increase volatility. (Bikhchandani et al. 2001) 

Going with the flow may also cause troubles. The false consensus effect may make an 

individual reluctant to consider possibility that he is making a deviant error. False con-

sensus may also result from availability of information as like-minded people tend to 

associate together. As people’s attention is limited, they tend to pay more attention to 

ideas of facts that are reinforced by conversation. (Hirshleifer 2001, 19) In previous stud-

ies, it has been documented that people have a tendency to overestimate their similarity 

to others. Williams (2013) found a positive relationship between the likelihood of an an-

alysts’ revised forecast being too close to his earlier forecast. In a similar manner, Welch 

(2016) concluded that when economists attempt to provide a forecast, it often lies between 

their personal estimate and their perceived consensus estimate. 

2.2 Characteristics of Financial Downturns 

Many studies have shown that investors brace themselves for economic downturns and 

market crashes3. This disaster risk plays a significant role for equity risk premium. Also, 

as shown in previous chapter, exogenous shocks can affect all companies regardless their 

earnings history or segment. 

This chapter presents previous studies concentrating on the effect of business cycles 

and disasters have on equity risk premium. Uncertainty and changes in beliefs of the fu-

ture affect the risk premium and are thus, an important part of this study. With the focus 

on the post financial crisis era, it is a necessity to understand how equity risk premium is 

affected by crises come true and emerging uncertainty. 

2.2.1 Equity Risk Premia and Business Cycles 

Fama and French (1989) found that common stocks as well as long-term bonds contain a 

term that has a clear link to business cycles. Often this term is low near business cycle 

peaks, and high near the troughs of business cycles. In addition, expected returns contain 

a risk premium. The risk premium is related to long-term aspects of business conditions. 

Fama et al. also found that the variation of this premium is stronger for low-grade bonds 

                                                 
3 See for example Rietz (1988), Barro (2006), and Orlik & Veldkamp (2015) 
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than for high-grade bonds. Also, the effect is stronger for stocks than for bonds. Ferson 

and Harvey (1991) found similar results. They concluded that the stock market risk pre-

mium is the most important for capturing predictable variation of stock portfolios. The 

predictability is often attributed to market inefficiencies, meanwhile others hold the view 

that predictability is a cause of changes in the required return. Fama et al. pointed out the 

same issue.  

Backus, Routledge, and Zin (2008) showed that not only do equity returns and equity 

risk premium vary over time, they also lead the business cycles. This finding suggests 

that there is a macroeconomic factor in the cyclical behavior of asset returns. The growth 

rate of equity prices lead business cycles, furthermore high excess returns are associated 

with high future growth.  

The problem is that standard business cycle models such as the real business cycle 

model, largely fail to replicate the level, the volatility, and the cyclicality of risk premia. 

Gourio (2010) concluded that when disaster risk is held constant, the models implied 

quantities is the same as implied by a model with no disasters. When the risk of disaster 

is time-varying it causes a similar preference shock. An increase in the perceived proba-

bility of disaster can cause a collapse of investments and a recession. This would cause 

risk premia to rise, increasing the cost of capital. Further, a recession causes an increase 

in demand for precautionary savings, leading the yield on less risky assets to fall, while 

spreads on risky assets increase.  

2.2.2 Catastrophic Events 

Economic uncertainty can be a powerful force in the modern day economy. Numerous 

studies have shown that a change in beliefs or uncertainty can trigger business cycles and 

asset price fluctuations. Uncertainty affects macroeconomics through different shocks. 

The uncertainty and shocks fluctuate causing business cycles but the reason behind the 

fluctuations is still an open question. Traditionally, belief shocks are viewed in a way that 

suddenly every agent knows that future outcomes will be less predictable than in the past. 

This, in practice, is not possible. Further, certainty can be seen as a precision of beliefs 

and a rise in uncertainty would imply a loss of information. (Orlik & Veldkamp, 2015) 

A catastrophic event, or black swan, is an event that causes dramatic drops in wealth, 

such as the collapse of Japanese equities in the 1980s or the most recent global financial 

crisis. These events occur infrequently and their possibility is very low. The events them-

selves are not well enough understood to be modeled accurately. Moreover, the probabil-

ities of such events cannot be estimated with current models, thus causing a problem in 

their valuation, i.e. effect on the equity risk premium. (Damodaran 2016; Marsh & Pflei-

der 2012) 
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Because these event are rare, there is not enough historical data to make assumptions 

or models to depict them. Nevertheless, catastrophic events do occur from time to time 

and investors would want to protect themselves against it. Most of the events are by nature 

systematic risk and cannot be diversified away. Investor can protect himself from such an 

event with a swap or an option, but this means that there has to be a counterparty to bear 

the additional risk. In general, these events are thus undiversified and seen as market risk. 

(Marsh & Pfleider 2012) 

Mehra and Prescott (1985) noted that, historically, average return on equity has far 

exceeded the average return on short-term debt. They studied whether the large difference 

could be explained by taking transaction costs, liquidity constraints, and other frictions 

into account. They found that it cannot be explained within their framework. Rietz (1988) 

proposed a solution to equity premium puzzle by bringing low-probability economic dis-

asters in and thus explaining both high equity risk premia and low risk-free returns with-

out abandoning the Arrow-Debreu paradigm. Rietz’ conclusions received a lot of criti-

cism for too high probabilities and the size of economic disasters. Barro (2006) further 

studied the inclusion of rare economic disasters. The results hold as proposed by Rietz, 

with few changes but the key result is same: rare disaster should be taken into account 

when studying the equity risk premia. Barro (2006) and Rietz (1988) both concluded that 

disaster risk is time-varying. 

Orlik and Veldkamp (2015) modelled the way beliefs are formed. Econometricians 

assume that agents have precise knowledge of the distribution of outcomes and they are 

only uncertain of the outcome that will be chosen from this distribution. The skewness of 

the distribution depicts the probability of extreme events. When the estimated skewness 

is changed by new information or revision, the probability of extreme events changes as 

well. Even a slight change in the estimated skewness can increase or decrease the proba-

bility of these tail events many-fold. And because these tail events are very far from the 

mean, changes in their probability have a large effect on variance, which in turn translates 

into large shocks to uncertainty. Thus, beliefs about black swans are responsible for much 

of the shock to macroeconomic uncertainty. (Orlik et al. 2015) 

Welch (2016) found that the cost of escaping the risk of extreme crashes with put op-

tions was 1 % - 2 %. However, the cost is time-varying. At times when the fear of a crash 

is highest the crash fear accounts more for the equity premium, as much as 6 % per year. 

In more calmer times, such as 2015, crash fear explained only 0,5 % of equity premium. 

Even though extreme disasters are unlikely and the thought of a black swan event wiping 

out the entire stock market is irrational, disaster fears and probabilities are more important 

in some years than others.  
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2.2.3 Role of Investor Behavior in Crisis 

It should be evident from the discussion above, investor behavior has a significant effect 

on stock market. Studies have shown that investors in general suffer from overconfidence 

in their own abilities. However, overconfidence itself does not mean that people over- or 

underreact to certain events or news. Nevertheless, overreaction is a widely studied phe-

nomenon and has empirical support. It has been challenged by the supporters of efficient 

market hypothesis as a chance result. Shiller (1999) proposed that overconfidence may 

have more clear implications for the volume of trade rather than for any tendency to over-

react. Barberis (2011) proposed that investors’ overconfidence in their ability to forecast 

and the precision of the forecasts can cause bubbles to form. When estimating an asset’s 

fundamental value, investors become overconfident about the usefulness of information, 

causing them to push the price of the asset up.  

Another form of overconfidence appears to be believe that history is irrelevant. This 

includes the belief that future should be judged afresh now using only factors we see now, 

not from past statistics. Lack of learning from historical lessons regarding financial and 

economic uncertainties might explain why investors often disregard diversification and 

why most investors appear not to be interested in the correlation between their invest-

ments and labor income. (Shiller 1999, 1319-20; 1325-26) On the other hand, Barberis 

(2011) pointed out that belief-based overvaluation can cause bubbles. This is due to the 

fact that investors extrapolate past outcomes too far into the future. The idea is based on 

Kahneman and Tversky’s representativeness heuristic. According to representativeness 

heuristic, people expect even small samples of data to reflect the properties of the popu-

lation. As a result, investors draw too strong inferences from these small samples, leading 

to overextrapolation. 

People also have a tendency to gamble, or play games with unnecessary risk. This 

provides a puzzle as at same time investors need to accommodate both risk-avoiding be-

havior and risk-loving behavior. Speculators need to be understood to fully understand 

bubbles. Speculators might have very rational expectations about the future. Further, they 

might be very emotional about the future of stock market and yet, make very sensible and 

rational quantitative expectations. (Shiller 1999, 1325) The tendency to gamble is evident 

in stocks related to new technology. Investors view these stocks as lottery, should the new 

technology deliver, some of the stocks might experience a huge increase in value. This 

was the case during the dotcom-bubble of late 1990s. While some investors do have a 

tendency to gamble, it can argued that the disagreement over future prospects of the stock 

market can cause bubbles to form. In most cases, one group of investors are bullish while 

others are bearish. In the presence of short-sale constraints, the price of assets will only 

reflect the views of the bullish. Because of the constraints, bearish investors will stay out 

of the market, causing the asset(s) to be overvalued. (Barberis 2011, 3) 
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Psychology of tail events, events that are of low-probability but have a significant im-

pact, can be understood by using a two-step framework. In the first step, an individual 

assesses the probability of a tail event. In the second step, individual makes a decision 

based on the first step. The first step is about each individual own beliefs of the future, 

while the second step is about individual preferences. Studies have shown that people 

tend to overestimate the probability of tail events and being aware of the potential tail 

event, he will overweight this potential outcome in his decision making. Recent studies 

emphasize the fact that loss aversion is less significant than previously thought and prob-

ability weighting is now empirically more supported. In case of stock market this means 

that investor is willing to pay more for a stock that is positively skewed in return for a 

lower average return. Positively skewed stock will be overvalued as investors see that it 

has the potential to become the next big thing. However, the probability of this potential 

is estimated to be too high, leading to overvaluation and lower average return. (Barberis 

2013, 611-3) 

Hoffman, Post and Jennings (2013) hypothesized that crises depresses individual in-

vestors’ perceptions. This means that their return expectations and risk tolerance decrease 

while their risk aversion increases. During the recent financial crisis of 2008-2009, inves-

tors suffered from information overload, meaning that they received unusually high vol-

ume of dramatic and unexpected news. Information overload might cause uncertainty in 

investors’ decision making, thus reducing trading activity. Alternatively, large amount of 

information may cause frequent changes in perceptions and cause a large divergence be-

tween such perceptions. These changes in turn might lead to higher trading activity: 

changes in perceptions give investors’ reasons to trade and divergence of perceptions 

make it easier to find a counterpart for trading. In the same study Hoffman et al. (2013) 

concluded that investors’ risk tolerance is time-varying and related to risk-taking behav-

ior. However, investors’ portfolio risk moves in parallel with market risk, meaning the 

change in risk tolerance had no impact on portfolio level. Instead of de-risking their port-

folio in favor for cash, investors use the time of crisis as a change to enter the market. The 

definition of risk is a complicated task. The nature of risk includes subjective probability, 

utility, and state preferences. This means that there is no true risk, only perception of risk. 

Risk is dependent on the individual investor, thus it is nearly impossible to pin down. 

(Holton 2004, 24) Because risk is such sensitive matter that depends on individual per-

ceptions it is important to remember that one group might perceive risk in a totally dif-

ferent manner than some other group.  

During the financial crisis of 2008-2009 many risky assets experienced dramatic price 

declines. Institutional amplification mechanism was thought to explain the large drops. 

Institutional amplification mechanism is quite straightforward. When bank’s holding of 

a risky asset decline in value, then in order to deleverage, the banks has to sell some other 

holdings. This will push down the value of other banks’ risky assets, further forcing them 
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into sales of their own, thereby pushing the prices even further down. Loss spirals and 

margin spiral are important mechanisms in transforming relatively small losses into larger 

price declines over a variety of risky assets. However, psychological amplification mech-

anisms possibly had an important role as well. Specifically mechanisms related to loss 

aversion and ambiguity aversion are considered to be in a key role. The idea is that insti-

tutional and individual investors experience increase in loss aversion and ambiguity aver-

sion after suffering losses in their risky asset holdings. This leads investors to reduce their 

holdings and further drive prices of these assets down. In this case ambiguity aversion 

arises from the “competence hypothesis” by Heath and Tversky. According to Heath et 

al. individual can be either ambiguity averse or ambiguity seeking, the role depends on 

how competent the individual feels at analyzing the situation at hand. In the case of stock 

market, when an investor suffers losses in their holdings of risky assets they feel less 

competent in analyzing these assets. This makes them ambiguity averse and leads them 

to reduce holdings of risky assets, pushing the prices down. Loss aversion, on the other 

hand, is the observation that people are more sensitive to losses than to gains of the same 

magnitude. The same effect as with ambiguity aversion is evident from empirical studies 

on loss aversion. Investors who suffer subsequent losses become more loss averse as a 

result. (Barberis 2011, 10-13) 

Investors, both individual and institutional, can continue business model that poses 

serious to the firm or to the individual. Usually, if a venture or investment poses risk to 

investor, he should limit the scale of his activities, even if there was more money to be 

made. However, by manipulating their own beliefs they could delude themselves into 

thinking that their business model is not risky, but rather worth pursuing. This would 

indicate that the investors are aware of the risks included in their endeavors, at least 

vaguely. The psychology behind this is based on cognitive dissonance. Cognitive disso-

nance is the discomfort one feels when taking an action that conflicts with one’s typically 

positive self-image. By manipulating one’s beliefs, the trader/investors can remove dis-

sonance and continue exploiting the risky business model and/or strategy. (Barberis 2011, 

8-10) The belief manipulation hypothesis traders/investors are unaware of the risks they 

are taking, the view tries to explain why they are unaware. The simple answer is that they 

are unaware because they choose to be.  
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3 EFFICIENT MARKETS, EQUITY RISK PREMIUM, AND 

BANKING INDUSTRY 

Efficient market hypothesis has long been the most empirically tested financial theories. 

This study, in part, takes on the assumption that markets truly are efficient. However, this 

is not the aim of this study. The aim of this study is to get on answer to a simple relation-

ship between banks placement in stress tests conducted by the European Banking Author-

ity and its respective equity risk premium. If the markets are efficient there should be 

correlation between the two.  

3.1 Theory of Efficient Equity Markets 

3.1.1 Efficient Market Hypothesis 

The theory of efficient capital markets, or efficient market hypothesis (EMH hencefor-

ward), was proposed by Fama in 1970. Since then EMH has had a great influence on 

practical finance as well as financial theory. The theory states that, under certain condi-

tions, all new information is instantly reflected in the price of the stock. Because of this 

statement EMH rejects trading strategies with excessive expected returns. This means that 

an investor cannot gain greater returns by actively trading than a passive investment port-

folio (Shleifer 2000, 1). Efficient financial markets can also be explained by stating that 

in efficient financial markets do not allow investors to earn above-average returns without 

accepting above-average risks (Malkiel 2003, 60). 

The strong-form of market efficiency states that security prices fully reflect all availa-

ble information. For the strong-form to hold certain assumptions are needed: there are no 

transaction costs in trading securities; all the market participants have costless access to 

all available information, and all agree on the implications of current information for the 

current price and distributions future prices. (Fama 1970, 387-388; Fama 1991, 1575) But 

since there are trading costs, not all information is available to everyone, and not all mar-

ket participants agree on the implications of said information, this extreme version of 

market efficiency is false. Nevertheless, market efficiency holds as long as transactors 

take account of all available information. Similarly, large transaction costs do not them-

selves imply that prices will not fully reflect available information. (Fama 1970, 388) 

A weaker and more sensible version of the EMH was presented by Jensen (1978). This 

version of the efficiency hypothesis states that prices reflect information to the point 

where the marginal costs do not exceed the marginal benefits of acting on information. 

The semi-strong form of market efficiency states that all publicly available information 
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(e.g. stock splits, public announcements, and annual reports) is reflected on the share 

prices. The available semi-strong form evidence is consistent with the efficient market 

model. Moreover, the evidence is consistent throughout different tests on different types 

of public information. (Fama 1970)  

In traditional finance, models depicting financial markets and/or investors’ decision 

making, the key assumption is the rationality of market participants. Like all other mod-

els, the theoretical foundations of the EMH rests on three key arguments about investor 

rationality. First, investors are assumed to be rational and value securities rationally. Sec-

ond, in the case of not rational investors, their trades are random and cancel each other 

out without affecting prices, and third, rational arbitrageurs eliminate the influence on 

prices of similarly behaving irrational investors. (Shleifer 2000) 

For markets to be efficient, day-to-day price changes should not be related (nor during 

any other historical time period), they follow so called random walk theory. Random walk 

theory is based on two different hypotheses, economic and statistical. The economic hy-

pothesis is based on the EMH and it states that past prices cannot reliably predict future 

prices. Market efficiency means that no investor can earn systematically superior returns.  

This further indicates that “beating the market” is, in the long term, impossible. The sta-

tistical hypothesis states that price changes are independent random variables. (Cheng & 

Deets 1971) Random walk theory and the EMH go seemingly hand in hand, and random 

walk theory is an extension to the general expected return model of efficient markets 

(Fama 1970). When put together, these two models form the basis of classical finance. 

The assumption of markets where prices move independently from day-to-day and all 

available information is reflected on the share prices is fundamental in today’s practical 

and theoretical finance.  

Nevertheless, the assumption of efficient markets does not mean that certain anomalies 

cannot be present (Fama 1998, 284). In an efficient market overreaction to information 

can occur, if under-reaction are about as frequent as overreaction. For EMH to hold anom-

alies should be randomly split between overreaction and under-reaction. Fama (1998) 

also noted that large long-term return anomalies that cannot be attributed to chance are 

likely to be caused by methodology and tend to disappear when different statistical ap-

proaches are used. Market efficiency does not mean that markets do not make errors in 

valuation. Markets can de efficient even if market participants are irrational or even if 

stock prices exhibit greater volatility than changes in fundamentals can explain. As a re-

sult of irrational market participants, pricing irregularities and predictable patterns can 

appear and even persist for short periods. (Malkiel 2003, 60)  
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3.1.2 Criticism to Efficient Market Hypothesis 

The critique towards EMH has steadily risen since the inception of behavioural finance. 

Jensen (1968) called EMH the best empirically established economic fact. However, there 

are studies both for and against efficient markets, thus there is no consensus regarding the 

matter. The vast amount of studies made to debunk EMH is impossible to cover in this 

section and only a handful of critique is presented. The evidence from banking sector and 

other aspects important for this study is emphasized in this overview.  

Malkiel (2003) pointed out that if the market was perfectly efficient, there would no 

need for professionals to uncover information. If all the information is reflected in the 

prices, it would be futile to try and discover undervalued assets as there would be none. 

Malkiel concluded that while there has been discoveries of irrational pricing of individual 

stock in historical experience, they are unlikely to persist due to arbitrageurs. Naseer and 

Tariq (2015) observed in their study that although markets may often be efficient, they 

are not always efficient. Market efficiency contradictions like calendar effects, momen-

tum effect, and size effect are attributed to psychological theories and cognitive biases. 

Another point made by Malkiel was those of uncertain future forecasts, especially during 

bubbles. All equity valuations depend on future forecasts, which are inaccurate by nature. 

During the internet bubble of the late 1990s the projections and durations of growth rates 

were unsustainable for internet and telecommunication companies. Even independent an-

alysts and investors thought the projections were accurate. In this case the whole market 

saw the valuations to be correct. In hindsight we can say that they were inaccurate. But 

during the events there was no arbitrage opportunity available. 

 Summers (1986) studied the methods and models used in market valuations. He con-

cluded that certain types of inefficiency cannot be detected using standard methods and 

models. The hypothesis that market valuations include large errors is a consistent with 

the available empirical evidence. Nevertheless, Summers pointed out that earning abnor-

mal returns based on the use of publicly available information is difficult. The efficient 

market view that market prices represent fundamental values calls for caution. Treating 

the changes in stock prices as rational reflections of fundamental values can lead to erro-

neous conclusions. When explaining the behaviour of speculative prices a more conserva-

tive approach may be needed. 

The evidence from the efficiency of banking sector is vast. The results are often in-

conclusive and conflicting. Borges (2010) studied the weak-form market efficiency of 

European stock market indexes, namely UK, France, Germany, Spain, Greece and Portu-

gal, from January 1993 to December 2007. She found mixed evidence on the EMH: the 

hypothesis is rejected on daily data in Portugal and Greece, data from France and the UK 

rejects EMH, and data from Germany and Spain do not allow the rejection of EMH (EMH 

holds). However, in Portugal and Greece, the data from 2003 onwards shows a martingale 
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behavior. This suggests that the two markets are changing and are more in line with EMH. 

On the contrary, weekly data from France and the UK shows a strengthening mean rever-

sion, which means partition from efficient markets. The tests provided somewhat mixed 

evidence on the level of efficiency.  

In another study Narayan, Narayan, Popp, and Ahmed (2015) found that banks listed 

on the New York Stock Exchange (NYSE) are efficient but day-of-the-week dependent. 

Overall the hypothesis states that EMH is day-of-the-week-dependent and it is rejected 

for only 62 % of firms on all trading days. This means that for 38 % of the firms consid-

ered market efficiency depends on the trading day. Narayan et al. also tested for the eco-

nomic significance of the results. They concluded that when investors do not account for 

this information, they obtain incorrect information of economic significance. In other 

words, investors understate or overstate the expected gains. In line with the hypothesis, 

expected gains are also day-of-the-week-dependent.  

3.2 Equity Risk Premium 

Given the purpose of the study, it is quite clear that equity risk premium needs to be 

covered in detail. In this chapter are presented some of the factors affecting risk premium. 

Also, as we know in hindsight, central banks had an important role in stabilizing the mar-

ket. Because of this, the effect of government and more importantly monetary policy are 

covered in their own subchapter. The various unconventional methods done by the Euro-

pean Central Bank and the Fed stabilized the markets. The actual results and effect on 

equity risk are covered fully in chapter 5 in the discussion of results based on the empirical 

data.  

In practice, equity risk premium is often considered to be stable over time, which nu-

merous studies have shown to be an incorrect assumption4. It is clear that an inaccurate 

discount rate, which equity risk premium is part of, has significant effects on the final 

result of calculations. Because of this effect the time-varying nature of risk premia is 

covered.  

3.2.1 Investor Preferences 

Determinants of ERP are varied and they include psychological as well as economic fac-

tors. Investors’ preferences vary and naturally, this will also affect ERP. ERP should not 

only reflect the risk but also the price of that risk.  

                                                 
4 For example see Cochrane and Piazzesi (2001), Backus, Routledge, and Zin (2007), and Fama and French 

(1989). 
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The most critical factor is the risk aversion of investors. As the market becomes out-

right more risk averse, equity risk premium will climb higher. On the other hand, when 

risk aversion declines, ERP will decline as well. The collective risk aversion determines 

ERP and changes in this collective will change ERP. (Damodaran, 2016) Bakshi and Chen 

(1994) examined risk premiums in the United States and found that as investors age, their 

risk aversion rises. This would suggest that individuals become more risk averse as they 

age.  

The consumption preferences also impact ERP. In net saving markets ERP should be 

lower than in net consuming markets. When individuals prefer current consumption over 

future consumption, ERP increases. (Damodaran 2016) The relationship consuming pref-

erences and expected ERP is easy to make. But the reasons behind are more complicated. 

Understanding the motives for consuming or saving calls for examination of individual’s 

utility function. Expected utility framework (EU henceforward) tries to explain investor 

behavior. EU is based on the work of von Neumann and Morgenstern (1944), but it has 

since been shown in studies that when it comes to risky gambles, investors do not act as 

the theory predicts. Prospect theory by Kahneman and Tversky (1979) is the most prom-

ising for financial applications. The theory tries to capture people’s attitudes towards 

risky gambles as parsimoniously as possible. The theory is based on two non-zero out-

comes, where the subject has to choose in between two different outcomes with two dif-

ferent probabilities. The most important finding is that utility is defined over gains and 

losses rather than overall final wealth positions. (Barberis & Thaler, 2003) 

3.2.2 Information and Liquidity 

Another important factor is the available information. Information about changes in earn-

ings and cash flows as well as the underlying economy is transmitted to markets. The 

quality and quantity of information available to investors influence the decision making. 

More accessible information about investment possibilities lead to higher confidence and 

as a result lower risk premiums. On the other hand too much information may lead to 

information overload, a situation when investors cannot handle all the available infor-

mation and, simultaneously, the reliability of the information may vary. Nevertheless, 

low level of information may be the reason why investors demand higher risk premium 

in emerging markets. (Damodaran 2016) 

In some cases illiquidity of an asset may also impact the ERP. Current argument is 

that, on aggregate, the net effect of illiquidity on ERP is relatively small and does not play 

an important role. However, in case of smaller cap stocks illiquidity might play significant 

role. The effect can be seen in the buy-sell spread more concretely. The cost of illiquidity 
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increases when economies slow down, thus funds are withdrawn out of equities. This 

should be seen as a rise in ERP. (Damodaran 2016) 

3.2.3 Government and Monetary Policies 

Until the global financial crisis of 2008, government policies were not thought to impact 

equity risk premium in developed countries, only in emerging markets. But the actions 

taken by the US and European governments in the turmoil of the financial crisis have 

calmed the markets and possibly affecting the equity risk premium. Pastor and Veronesi 

(2012) found that uncertainty about government policy can cause higher equity risk pre-

miums. There has also been discussion about the effect of monetary policy on equity risk 

premium.  

Traditionally, central banks influence has been through macroeconomic variables such 

as inflation and real growth. Through these variables, changes in monetary policy effect 

equity risk premium. However, the effect of these changes is highly debated. The com-

mon thought is that the lowering of interest rates do not affect equity risk premium and 

thus, such action should result in higher prices in financial assets. Controversially, push-

ing interest rates low the central bank sends signals about its thoughts on future growth, 

health of economy, and inflation. (Damodaran 2016) Controversially, Peng and Zervou 

(2015) found that monetary policy rules and changes in it, can have a significant effect 

on equity risk premiums and that inflation targeting policy is likely to create volatility in 

equity risk premiums. They also found that optimal monetary policy minimizes the effect 

on equity premium compared to other objectives that the central banks might have. The 

object of optimal monetary policy is to divide the risk among all the agents in the econ-

omy. Given the risk sharing, the return on equity is low under optimal monetary policy. 

Overall, the optimal monetary policy can lower the equity premium, while following 

suboptimal monetary policy, such as focusing on inflation stability, might cause high eq-

uity premium. Inflation targeting policy implies lower short term bond return which, in 

turn, produces a higher equity premium.  

Thorbecke (1997) found evidence that positive monetary shocks increase stock re-

turns. Expansionary monetary policy causes real effects by either increasing future cash 

flows or by decreasing the discount factors. These results mean that monetary policy has, 

at least in the short run, real and quantitatively important effects on real variables. How-

ever, the evidence that monetary policy is a common factor does not explain why it affects 

stock returns. These results directly contradict the belief that monetary policy is neutral. 



35 

3.2.4 Other Factors 

As we can see from the discussion above, there are many factors affecting ERP and their 

contribution on the total is difficult to estimate. There are also behavioral components 

that affect ERP that are not covered here. There are several studies that suggest that hu-

man behavior at least partially determines ERPs. The most famous theory must be the one 

of money illusion. This theory states that the investors inconsistent dealing with inflation 

causes volatility in ERP. More specifically, equity risk premiums rise in periods when 

inflation is higher than expected and drops when inflation is lower than expected.  

A part of the risk in equities comes from the health of overall economy. When infla-

tion, economic growth, and interest rates are predictable and stable, the ERP should be 

relatively low. The result is logical. When the overall economic situation is good, indi-

viduals will have more certainty over their own financial situation and thus, consume and 

save for the future. When the saving increases, ERP will decline and vice versa. (Lettau, 

Ludwigson & Wachter 2008) 

The country risk classifications in this study are sovereign risk classifications pub-

lished by Moody’s. Country risk classifications provided by, for example, OECD is com-

posed of transfer and convertibility risk and cases of force majeure (e.g. war, floods, and 

civil disturbance). (OECD 2015) The credit risk classes conducted by private rating agen-

cies reflect the frequency of default events, and thus indicate the probability of default by 

bond issuers. A study by Canuto, dos Santos, and de Sá Porto (2012) found that certain 

macroeconomic indicators explain the changes in the classes of sovereign risk. They also 

found that high sovereign risk can be battled by improving i.e. the level of public debt, 

external debt, and foreign trade flow. In another study by Cosset and Roy (1991) they 

found that GDP per capita and propensity to invest are highly correlated with high credit 

ratings. Meanwhile, foreign debt to exports ratio is negatively associated with ratings. 

Credit ratings are important factor in ERP as the overall risk in an economy increases 

ERP. But as country risks are naturally country dependent and the aim of this study is to 

provide company-specific ERPs, credit ratings are deducted from total ERP. The follow-

ing formula is to clarify how the ERP is calculated.  

 

𝐶𝑜𝑚𝑝𝑎𝑛𝑦 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝐸𝑅𝑃 = 𝐸𝑅𝑃𝑇𝑜𝑡𝑎𝑙 − 𝐶𝑜𝑢𝑛𝑡𝑟𝑦 𝑅𝑖𝑠𝑘 

3.2.5 Bank Sector Specific Risks 

Equity premium is influenced by default risk in two ways. First, investors do not hold 

perfectly diversified portfolios. Second, the default risk is systematic. Because of default 

risk investors charge a spread over the risk-free rate, the higher the risk, the higher the 
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required rate of return. Fiordelisi and Marqués-Ibañez (2013) found that bank default risk 

is systematic, thus it cannot be diversified away. By using several measures of individual 

bank risk they showed that these measures have an impact on European banking stock 

market risk. In the banking sector default risk can become systematic when a failure of a 

single bank affects other institutions. Some institutions are more likely to create such a 

cascade of failures. Before the 2008 financial crisis size was thought to be the key factor 

impacting systemic risk. Since, it has been accepted that also other factors are at play.  

Kole, Koedijk, and Verbeek (2006) concluded that by incorporating systemic crises 

has a significant impact on asset allocation decisions and ignoring the impact of crises 

cause substantial costs. The consequences for international equity markets are due to the 

deteriorating trade-off of risk-return. This means that, for a relatively long period, higher 

risk does not translate into higher returns. In contrary, Das and Uppal (2004) found that 

the implications for equity portfolios in a crisis is limited. They also noted that for highly 

levered portfolio there is positive probability of losing one’s entire wealth in a case of a 

large negative systemic shock. However, they assumed that systemic crisis are short-

lived, which is not consistent with the real economy. This point was also noted in the 

study by Kole et al. (2006) 

Fiordelisi et al. (2013) pointed out that there are banks whose failure does not only 

affect its own stock holders but on all stocks. In this case, the bank’s default risk would 

also affect the overall risk in financial markets. The implication of this result is clear. By 

identifying banks with stronger systemic risks, regulators should impose more strict reg-

ulatory requirements on these institutions. So far regulators have applied capital require-

ments which are calculated according to the risk positions of individual banks. Thus, the 

banks with highest potential to cause market-wide rise in risk levels, do not necessary 

have the highest capital requirements. The logic, and its flaws, behind the current model 

of capital requirements has been highlighted especially after the recent financial crisis.  

3.2.6 Time-Varying Risk Premia 

Campbell and Shiller (1988) stated that dividend-price ratio can be used to reflect the rate 

at which future dividends are discounted to today’s price. Further, when discount rates 

are high, the dividend-price ratio is high. By using dividend expectations to correct share 

prices, it is possible to obtain a better estimate of long-term discount rate. They used a 

constant risk premium in their models but nevertheless the discount rate varies over time 

as the riskless real rate of interest varies. But as we know risk-free rate is an important 

factor in the total risk premium, so it is safe to assume that the equity risk premium is 

affected by the interest rates. 
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Ferson and Harvey (1991) concluded that rates of return for common stocks and bonds 

are to some extent predictable over time. However, the source of the predictability is not 

agreed upon. It has been contributed to both market inefficiencies and as result of changes 

in the required return. They found that the most predictable variation in returns may be 

attributed to changes in the market price of beta risk. Time variation of beta coefficients 

is greater in individual stocks than for a portfolio of common stocks. Nevertheless, esti-

mates of portfolio betas fluctuate over time. The link between firm size and beta fluctua-

tion is also evident. The smallest firms have highest volatility in beta coefficient and for 

largest firms it is negative. However, most of the predictable variation can be attributed 

to time-varying risk premiums.  

Gourio (2010) pointed out that assuming a constant disaster risk has as much of an 

effect as assuming there is no disaster risk. He also pointed out that risk premia are driven 

by a small, exogenously time-varying risk of economic disaster. The variation of disaster 

risk accounts for a significant fraction of business cycle, especially during sharp down 

turns in investments and output. Joouini and Napp (2008) concluded that subjective be-

liefs, such as pessimism and optimism, affect the overall market price of risk. Thus, the 

disaster risk is time-varying, which in turn affects the equity risk premium. Pessimism 

and optimism vary in cycles, as does business cycles.  

3.3 Financial Institutions 

This chapter provides insight on the role of debt within financial institutions. As debt’s 

role is different in financial institutions compared to other industries, this has clear impli-

cations on the valuation of financial institutions, such as banks and insurance companies. 

The aim of this chapter is to show how the role of debt affects the valuation methods and 

how, in general, value is created in financial institutions.  

3.3.1 Valuation of Financial Institutions 

Financial institutions differ from non-financial institutions greatly. Whereas in general 

valuation interest income and expenses are taken out of equation, they are important com-

ponents of financial institutions’ income. Also, financing decision are at the core of how 

banks generate earnings. Thus, to value financial institutions (or banks) the “normal” dis-

counted cash flow method cannot be used. Instead, equity cash flows have to be used. 

(Koller, Goedhart & Wessels 2005) 

To be able to forecast equity cash flows, some key drivers of value needs to be identi-

fied. For industrial companies these are drivers for value are growth and return on capital, 
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whereas financial institutions the most important drivers are growth and return on equity. 

Equity cash flows are typically forecasted in relation to some other balance sheet item, 

such as total assets. (Koller et al. 2005) Bank’s equity value might also be difficult to 

obtain. This is because bank’s debt is not traded in the capital markets. For example, 

savings and current account deposits have no interest rate and unknown maturity. Thus, 

it is very difficult to determine a fair overall market value of debt because of practical 

inability to determine the appropriate cost of capital for these liabilities. Additionally, 

banks can use deposits also to generate value and this has to be taken into account in the 

used valuation method. (Schroeck 2002, 15) 

When estimating equity cash flows for a financial institution some simplifications need 

to be made. For instance, mismatch profit (or expense) contribution to net income cannot 

be truly understood or estimated. Also, we cannot accurately estimate the quality of the 

loan portfolio, or whether the bank has excess equity. Nevertheless, it is still possible to 

use equity cash flow model to understand bank’s economics and future prospects. (Koller 

et al. 2005) 

Despite the obvious differences, the same mathematical method applies when evalu-

ating financial institutions. Instead of free cash flow to firm, free cash flow to equity has 

to be used. Other than that the method and reasoning behind it stays the same. The net 

present value (NPV) of future cash flows tells the value of the firm. The bank manage-

ment strives to maximize the NPV equation and tries to keep the perceived riskiness of 

the bank relatively unchanged. (Schroeck 2002, 14) 

 

3.3.2 Value Creation in Financial Institutions 

It is universally recognized that a firm’s general objective is to create value for its share-

holders by maximizing the firm’s value. Many studies have shown that cash flow based 

measures seem to have higher correlation with stock price performance and shareholder 

value than more traditional accounting measures. It is assumed that all firms, including 

financial institutions, should maximize their end of period wealth, and hence, maximize 

the value to shareholders. But the problem is that it is not certain that maximizing share-

holder value translates to maximizing stock prices. If the market is not perfect, stock 

prices may not reflect the long-term value of the firm, but rather a biased opinion of the 

market participants or poor information. (Schroeck 2002, 10-13) Of course in this case, 

the market efficiency is addressed. Also, the field of behavioral finance might help us 

understand why the stock prices are not maximized.  

The most important income categories for banks are net interest income and fee in-

come. Net interest come is simply the difference between the interest income a bank earns 
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from lending and the interest expense it pays to borrow funds. This contains two separate 

components. First is the true customer spread, the difference between lending and bor-

rowing interest rates. This difference creates value. Second is the maturity mismatch in-

come. Banks’ assets have a different duration than its liabilities have, and banks earns a 

spread from being in different parts of the yield curve. However, mismatch income is 

difficult to maintain and rarely create value. Mismatch income is difficult to remove from 

profits, thus we have to accept that there might be some instability year-on-year. (Koller 

et al. 2005) 

Fee income is a form of revenue from services provided customer. These include retail 

banking, private banking services, and asset management. Fee income is usually easier to 

estimate, as it is independent from financing decisions.  Banks may also derive income 

from other activities, such as capital gains on their securities portfolio, but these are often 

highly volatile. (Koller et al. 2005) 

On the cost side also two categories are significant, the major one being loan losses. 

This means that banks’ loans are repaid in time. If customers are unable to pay their debt 

either on time or not at all, the result is the same: lower income. Estimating loan losses is 

difficult for outsiders, as they rarely have access to banks loan portfolio. The other im-

portant cost category is noninterest expenses. These include selling, general, and admin-

istrative expenses. (Koller et al. 2005)  

Risk and risk management can also be way to create value in a financial institution. 

The means to an end depend on how risk is defined and what are the goals of risk man-

agement. Value maximization also affects stakeholders’ value and interests. Different risk 

management methods may affect the value of company and thus making more or less 

desirable in the eyes of investors and other stakeholders. Before setting on goals of risk 

management, the effects of risk management goals on stakeholders’ interests need to be 

clear. (Schroeck 2002, 32-34) 

3.3.3 Risk Management in Banks 

Almost all bank transactions are associated with some level of uncertainty and thus con-

tributes to the overall risk level of a bank. The term risk is usually used to describe specific 

uncertainty, which have objective or subjective probabilities and can be quantified. The 

variability of this probability is called volatility in finance. Further, risk is often related 

to potential losses, whereas positive deviations are seen as opportunities. Nevertheless 

both views are included when talking about risk or riskiness of an asset. Other views of 

risk are firm risk, a risk that is specific for a company or an industry, market-wide risk, 

also called systematic risk which cannot be diversified away. Risks can also be seen as a 
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continuous risk, source of risk that changes continuously, or as an event risk, risk that is 

associated or created by a specific event. (Schroeck 2002, 24-25) 

Risk management on the other hand can be seen as a separate unit within a company 

that works independently and reports to the board of directors. It can also be seen as de-

fined set of activities. However, companies usually do not manage risk as a whole but 

rather manage single risk exposures. In a more centralized manner companies should be 

able to manage risk as a net position, which is more efficient and should lead to better 

managed risk. (Schroeck 2002, 25-26) 

Banks basically function as an intermediary by taking deposits from savers and lending 

them to borrowers with risky businesses. Institutions can exploit the effects of diversifi-

cation of individual credit and term risks. Further, they are able to transfer risks and dis-

tribute it to different market participants. By creating different financial contracts, they 

have the ability to allocate risk and create relatively stable return distributions. These 

contracts, in turn, can be sold to other market participants. Through these contracts banks 

also manage their risk and hence, risk management can create value. However, the most 

important role for risk management is to prevent bankruptcy of a bank. This is also evi-

dent from the regulators point of view. But only preventing losses will not maximize the 

shareholders’ value. Because of this the framework of just maximizing value needs to be 

expanded to take the risk-management orientation into account. (Schroeck 2002, 28-30) 

The objective of risk management should be the same as any other function within a 

company, maximizing value. The goal of risk management determines the method and 

ways to conduct risk management. In nonfinancial companies reduction of the volatility 

of the company’s cash flows and earnings is seen as the primary goal of risk management, 

whereas in banks and other financial institutions risk management instruments are used 

primally used for hedging. Banks’ choice of risk management way depends on two dif-

ferent choices. First, they have to choose the desired approach. Second, depending on the 

previous choice, banks need to choose the instrument(s) to achieve the goal of risk man-

agement. If the bank decides to eliminate or avoid certain risks that are not desirable, bank 

can protect itself by hedging or by diversifying its portfolio. Other nonfinancial methods 

include setting corporate policies or getting an insurance against undesired outcome. Con-

trary to decision to avoid some risks, it can use financial agreements or contracts to trans-

fer the risk to other market participants. This includes selling in the spot market and hedg-

ing via derivative instruments. As long as the risks of the created asset are understood in 

the market, bank should be able to sell them for a fair value in the market place. The final 

option is to absorb or manage some risks. These are often the kind of risks that cannot be 

traded or hedged, they are complex, illiquid, and difficult to reveal to others (an asset 

cannot be created. Absorbed risks may often be a business necessity and might play a role 

in the bank’s purpose. In all of the circumstances, banks must actively use three different 

instruments. First, they need to diversify their credit and asset portfolios. Diversification 
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reduces the frequency of both worst-case and best-case scenarios, which reduces bank’s 

probability of failure. Second, because banks have superior risk pooling skills, it is 

cheaper for some risks to hold a pool of risk internally than to buy external insurance. 

Third, because all risk cannot be diversified away or insured internally, banks need to 

make sure they hold sufficient amount of capital to ensure its functionality in a worst case 

scenario. The decision to absorb risks should be based on competitive advantages rather 

than avoiding costs, in the case of maximizing value. (Schroeck 2002, 31-33; 39-43) 

There is empirical evidence that banks do not use derivatives to speculate. However, 

according to surveys, firms do have open or unhedged positions when they have a market 

view. In addition, banks almost never hedge 100 % of their risk exposure. This is due to 

transaction costs, possible errors in risk measurement, and opportunistic speculation. 

Even though the main target of risk management is value creation, there is no direct em-

pirical evidence of value creation. (Schroeck 2002, 46-47) 

3.3.4 Capital Structure in Banks 

According to the Miller & Modigliani propositions, bank’s capital structure does not play 

a role in value creation. Further, there is no connection between the risk management 

actions of a bank and the amount of equity capital it needs to hold. However, empirical 

evidence suggests that banks violate the M&M propositions and that capital structure is 

relevant can be used to create value. In addition, the value of a bank can be seen as a 

function of its financial leverage. There are several different factors that affect the capital 

requirements, such as tax benefits and government regulation, and these factors make it 

difficult to determine the net value effect of changes in bank leverage, (Schroeck 2002, 

138-140)  

Capital can be seen as a substitute for risk management, such methods as hedging and 

selling risks. Smaller banks tend to prefer more risk management to less. This might be 

because they have limited access to risk management, they need to hold more capital. In 

addition, small banks have more operating risk, a lack of fee-based income, and a lack of 

diversification of their credit portfolios. Because of attributes mentioned above, seem that 

the capital structure of a bank is closely related to the underlying risk in bank’s balance 

sheet. The role of capital functions as a substitute for transferring risk and it works as a 

buffer against costly shocks.  (Schroeck 2002, 140-141) 

For the above mentioned reason, regulators require banks to hold a certain amount of 

capital. Since the introduction of Basel accords I, II, and III, the capital ratios have started 

to rise globally. Before that the capital ratios had been falling for over 150 years. Regu-

lators felt it to be necessary to require banks to hold a minimum amount of capital to 

protect the economy from negative externalities. Usually the capital requirement is higher 
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than it should, because banks are generally opaque in their operations, making it nearly 

impossible to outsiders to determine the exact capital requirements. (Schroeck 2002, 143-

144) In Europe there has been some development in the opaqueness of banks since the 

introduction of EU wide stress test beginning in 2009. These test allow regulators with 

some insight of banks’ operations and they are better informed when making capital re-

quirement decisions.  

When discussing about capital there is a difference between actual capital, required 

capital, and available capital. Actual capital is the capital in a bank’s balance sheet. That 

should be equal to the required regulatory capital. This however is not always the case as 

not all book capital qualifies as regulatory capital. From regulatory point of view the so 

called Tier 1 and Tier 2 capital is accepted. Tier 1 capital is, in broad terms, equity capital 

and disclosed reserves, whereas Tier 2 capital is often reserves, hybrid debt capital instru-

ments or subordinated debt. The issue is that equity capital is not easy measure, as it 

depends on how the bank’s assets and liabilities are valued. Thus, the book value of equity 

it is measured on a historical basis rather than fair actual market value. (Schroeck 2002, 

147-149) 

Risk capital of a bank is the minimum amount of capital that has to be invested to buy 

insurance that fully protects the value of a bank’s net assets against a decline in value. 

There is a connection between risk capital and regulatory capital as regulatory capital tries 

to measure risk capital according to a particular accounting standard. Risk capital is com-

pletely determined by the shape of the distribution of the changes in value of net assets. 

When liabilities of a bank are fixed and not related to the payoff of the bank’s assets, 

gross assets show the same fluctuations as net assets. Thus, it is sufficient to know the 

distribution of the value changes in the gross assets to determine the required amount of 

risk capital in the bank. In reality, however, some of the liabilities are fixed and some are 

contingent.  (Schroeck 2002, 153-155)  

3.3.5 Stress Tests in General 

European Banking Authority (EBA) is responsible for ensuring the orderly functioning 

and integrity and the stability of the financial system in European Union. EBA is mandate 

to monitor and assess market developments and to identify trends, potential risks, and 

vulnerabilities. The primary tool of supervision to conduct these analyses is the EU-wide 

stress test exercise. The aim of the test is to assess the resilience of financial institutions 

to adverse market developments and to contribute to the overall assessment of systematic 

risk in the European Union’s financial system. (EBA 2016) 

Since 2011, the EBA has collected statistical information on a quarterly basis. This is 

done in order to calculate KRI (key risk indicator) ratios that provide early warning signs 
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of trends and potential risks and vulnerabilities in the banking sector. KRIs are the mini-

mum feasible set of metrics which the analysis is based on. KRIs are also used to build a 

meaningful risk dashboard and reports. Moreover, the EBA has placed emphasis on uni-

form reporting requirements to ensure data availability and comparability. (EBA 2016) 

There are eight different risk categories while each category consists of numerous risk 

indicators. The categories are liquidity, funding, asset quality, profitability, concentration, 

solvency, operational, and market risk. These are presented shortly below. However, the 

EBA methodology guide might change over time as a result of experience or changes in 

the EU supervisory reporting. 

Liquidity risk refers to the risk of a firm being unable to fund its increases in assets or 

to meet its financial obligations as they fall due. Liquidity risk can be caused by bank’s 

failure to recognize or address changes in market conditions that may affect the institu-

tions ability to liquidate assets quickly and with minimal loss in value. This result may 

also rise from financial institutions inability to manage unplanned decreases and changes 

in funding sources. Liquidity risk is especially important for financial institutions as credit 

institutions fulfil a maturity transformation role in the financial system. Liquidity is also 

considered to be a systemic risk. This means that realization of liquidity risk can cause 

contagion effect, which in turn have historically caused bank runs. 

Funding risk refers to the risk taken by a firm in accessing sufficient funds to meet its 

obligations when they fall due. A bank’s poor financial performance may lead to its re-

duced creditworthiness and to a failure to access sufficient funds over a specific horizon, 

making it unable to settle its obligations. Firm’s funding risk profile is a key indicator 

when assessing the risk firm holds in its balance sheet. 

Asset quality reflects the quantity of existing and potential credit risk associated with 

loan and investment portfolios and other assets. Asset quality can be also seen as credit 

risk, which is, simply put, the potential risk that a bank borrower or counterparty will fail 

to meet its obligations in accordance with pre-agreed terms. The goal of credit risk man-

agement is to maximize a bank’s risk-adjusted rate of return by maintaining an acceptable 

credit risk exposure. Credit risk is a major risk in bank sector and banks need to be in a 

position to react to worsening conditions. 

Profitability risk is important as economic development and can be only ensured if 

banks are profitable. The risk of low profitability can materialize through several chan-

nels. A direct consequence is the problem when banks seek refinancing, deteriorating 

profitability may cause other banks and investors to be less willing to invest in the bank 

or lend it money. In the case of asset price bubbles, many banks may increase their in-

vestments in the same asset class causing structural problems for banks.  
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Concentration risk refers to the risk of a financial institutions suffering heavy losses 

due to the default of a single counterparty with high probability of default. While concen-

tration is more relevant at a micro level, for the whole banking system is important as it 

can be used to detect contagion effect.  

Solvency risk is institutions lack of ability to absorb losses or decrease in earnings. 

Measures for solvency, such as regulatory capital requirements, are the most traditional 

measures that supervisors have used to control bank failures.  

Operational risks are the risk of loss from inadequate or failed internal process, sys-

tems and people intervention, or from external events. Operational risk is unavoidable 

and it is neither willingly incurred nor revenue drive. In addition, it is not diversifiable 

and cannot be fully eliminated. However, it can be transferred by insurance.  

Market risk is a risk associated with the risk of losses in on balance sheet, positions 

arising from adverse movements in market prices. Market risk stems from all the positions 

included in banks’ trading book, but also from commodity and foreign exchange posi-

tions. Market risk has a wider impact than only on liquid trading book positions, so the 

need for a more comprehensive view has increased.  

3.3.6  European Banking Environment 

Banking in Europe mixes “traditional” and “capital markets banking” and this mix inter-

acts with sovereign debt in a dangerous way. Institutions with large exposure to the sov-

ereign debt of larger, and potentially more dubious, economies in European Union are 

more susceptible to sharp changes in the price of these securities. Concerns about sol-

vency may transform into a liquidity crisis. Some securities, prime broking, and OTC 

derivatives especially need quality collateral. Collaterals are needed as these calls are 

triggered periodically by significant price shifts. When banks cannot meet the collateral 

calls, liquidity crises emerges. If banks cannot recapitalize, small and medium sized en-

terprises will not receive funding as easily as their funding depends on banks. Deleverag-

ing as a consequence of the recapitalizing pressure and reinforces downward pressure on 

the real economy. (Blundell-Wignall 2011, 203) 

The European Monetary Union (EMU) has resulted in high levels of debt in house-

holds and corporates in the worst competitive positions. This is problematic as when gov-

ernments have to raise savings to stabilize the level of debt, other sectors in the economy 

should run down savings to offset the impact on overall growth of the economy. Banking 

crisis is particularly troubling as the cross-border exposure of banks in Europe is very 

large, particularly in sovereign debt. The special nature of European special brand of in-



45 

stitutional arrangements has the ability to exacerbate the financial crisis. Because ex-

change rates cannot be adjusted, the pressure caused by asymmetric real shocks are forced 

into labor markets and result in unemployment. (Blundell-Wignall 2011, 203) 

At its core, the sovereign debt crisis was caused by too much leverage and increased 

dealing in high risk products, for the given leverage. Recently banks have begun to prac-

tice risk-weighted asset optimization and this has caused the Basel rules to become re-

dundant. The Tier 1 ratio provides no meaningful constraint in either form of the risk 

mentioned, thus it controls very little at all. Banks are permitted to use their own internal 

models and alternatives to alter the characteristics of risky assets, to which the capital 

weighting rules apply. (Blundell-Wignall 2011, 207) Further, Blundell-Wignall and At-

kinson (2010) showed that high Tier 1 ratio does not correlate with low writedowns and 

losses to total assets, i.e. high level of writedowns and losses are associated with a high 

Tier 1 ratio.  

3.4 Forming the Hypothesis 

The information provided in previous chapters serves as base for the hypothesis of this 

study. In line with the efficient market hypothesis, an investor is only able to achieve 

higher returns by taking higher risk. The equity risk premium varies depending on 

changes in market risk as well as on the level of risk of a current asset or a basket of 

assets. As stated earlier, the financial institutions covered in this study are from around 

Europe and based on different market conditions. However, all of the institutions have 

not concentrated to one particular country, but they conduct business Europe wide. This 

in mind, it is safe to say that the market conditions are similar for all the institutions, but 

they do differ slightly from one another.  

 The hypothesis is as follows: better placing in the stress tests should be compensated 

by a lower equity risk premium. Lower placement in the stress test indicates that the in-

stitution holds more risky assets in their balance sheet that will suffer in a down turn, and 

to compensate the riskier investment equity risk premium should be higher.  
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4 ANALYSIS OF EMPIRICAL EVIDENCE 

4.1 Estimation of Historical Equity Risk Premium 

4.1.1 Discounted Cash Flow Model 

It is commonly known that the value of a company is its future earnings discounted to 

today. To be able to study ERPs for specific firms, calculation of these free cash flows is 

needed. This is done by using discounted cash flow model (DCF henceforward). As dis-

cussed earlier in chapter 1, free cash flow to equity best captures company’s potential 

dividends. For financial institutions FCFE is calculated by subtracting regulatory capital 

changes from net income. Regulatory capital change is considered to be the change in 

common equity tier 1, the same capital used in the stress tests conducted by EBA.  

Two methods of DCF can be applied to calculation of ERP. The first is Gordon growth 

model, which assumes a constant growth rate. The second, also used in this study, is a 

multiple-stage model. This method allows the growth rate to change over time and thus, 

gives a more realistic result. (Damodaran 2006) The analysis begins with the actual his-

torical growth. The length of this period depends on the year examined. After 2016, In-

stitutional Broker’s Estimate System’s (I/B/E/S) one-year, two-year, and three-year 

growth estimates are used as proxies for future growth. These are considered to be stages 

1 and 2 in this analysis. Stage three is the so-called reversion to long term growth. This 

stage is chosen to be 10 years. In this last stage the growth rate will linearly decay to the 

long-term growth rate, which is the average of the forecasted GDP growth rates from 

2032 to 2046.  

When calculating the terminal value, the most important thing to consider is the termi-

nal growth. The terminal growth is not considered static in this study, rather it changes 

over time. For this purpose a 10-year forward GDP is applied to each respective year, 

starting at the end of the forecast period. The terminal growth rate cannot be higher than 

the growth overall economy in which the company operates, even though some compa-

nies can maintain a higher growth rate for an extended period of time. Nevertheless, the 

growth rate will drift towards “stable growth” at some point in time. (Damodaran 2006) 

In this study, GDP forecast is provided by Oxford Economics via Datastream and con-

siders the whole Europe, as all the banks operate Europe wide.  

Change in CET1 is calculated first from actual historical figures and from 2015 to 

2030 they are calculated with the use of CET1 ratios reported by the banks. An average 

of the post eurocrisis (post-2011) CET1 ratios is applied for this purpose. If the average 

is below Basel III requirement of 7,5%, the minimum required is applied. This is a rather 
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significant simplification, but we cannot possibly know what kind of events banks will 

face or policy changes banks are going to make. It is likely that the CET1 ratio will not 

stay stable over the forecast period but this is a simplification that needs to be made.  

4.1.2 Cost of Equity and Equity Risk Premium 

After the calculation is done for FCFE, we can solve the equation for ke, the cost of equity. 

For this the market capitalization of each respective institution is used for corresponding 

year. Cost of equity of course includes the risk-free rate and this is eliminated by sub-

tracting 10-year German government bond (Bund10Y henceforward) value from the each 

corresponding year. Bund10Y is used as all the banks are European and German govern-

ment bonds are considered to be the safest bet in Europe at the moment. Using treasury 

notes might not be as useful as using Bund10Y and might not give us as good of an insight 

as Bund10Y will. Below is shown the composition of cost of equity, ke.  

 

𝐶𝑜𝑠𝑡 𝑜𝑓 𝐸𝑞𝑢𝑖𝑡𝑦, 𝑘𝑒 =  𝑟𝑓 + 𝑟𝑎       (3) 

 

In the formula rf stands for the risk-free rate (Bund10Y, as discussed above) and ra 

represents the expected return on asset a, the equity risk premium. This tells us that by 

subtracting rf from ke will result in the company specific equity risk premium, ra. 

It is worth noting that Bund10Y has been declining ever since the 2007 financial crisis, 

the development is pictured below in Figure 1.  

 

 

Figure 1 Development of German 10-year Government Bond 
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As mentioned above, ERP is calculated by subtracting risk-free rate from the cost of 

equity. The decline of Bund10Y has a significant effect on ERP. If cost of equity is un-

changed, decline of Bund10Y naturally causes ERP to rise. This is evident in Figure 2 

below.  

 

Figure 2 Development of 10-year German Government Bond and Average Equity Risk 

Premium 

As we can see, the difference between risk-free rate and average ERP is greater than 

the change in ERP, and the remaining difference is due to the more uncertain future of 

financial markets.  

Figure 3 presents the five banks with the highest and the lowest ERPs and their devel-

opment since 2007.  

 

Figure 3 Five highest and five lowest ERPs in 2015 and their development before 
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It is evident that ERP did not react as strongly during the financial crisis as it did dur-

ing the Euro crisis of 2011. This would suggest that even though the financial crisis had 

a significant effect on the market value of banks, the Euro crisis posed a greater risk for 

European financial institutions. On the other hand, a stable trend in the ERP is observa-

ble. Since 2007 ERP has steadily risen from low single digit numbers to higher percen-

tiles.  

4.1.3 Country Risk Premium 

Country risk is one of the numerous risks that investors need to take into account when 

making investment decisions. Country risk is the measure of different macroeconomic 

factors that affect the equity risk premium and investors investment decisions. Country 

risk premiums can be treated differently based on the assumption of the nature of the 

country risk. There are several ways to calculate the effect of country risk premium, such 

as weighted average in the proportion of revenue from different countries. But in the case 

of financial institutions, the real source of revenue is difficult to obtain, even more diffi-

cult since the operations of banks are extremely complicated. In this study, it is assumed 

that every company in their respective countries are equally exposed to country risk. This 

approach eliminates the need of historical betas and/or lambdas for the country risk pre-

miums. Country risk premiums are calculated only for 2015 to give more insight of the 

effect of country risk on ERP. In most cases country risks are relatively small. Country 

risk is more important in emerging markets where economic and political environment 

might be more volatile than in mature markets. In this study most of the home countries 

of banks considered are in mature markets. The data for country risk premiums is by 

Damodaran and obtained from his website. (Damodaran 2006) 

The formula changes slightly when including country risk. The calculation is as fol-

lows: 

 

𝑘𝑒 = 𝑟𝑓 + 𝐶𝑜𝑢𝑛𝑡𝑟𝑦 𝑅𝑖𝑠𝑘 𝑃𝑟𝑒𝑚𝑖𝑢𝑚 +  𝑟𝑎     (4) 

 

This indicates that by subtracting country risk premium and risk-free rate from the cost 

of equity would give us a more company specific ERP. In Table 2 is listed country pre-

miums by country. 
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Table 2 Country Risk Premiums 

Country Risk Premium 

Austria 0,17 % 

Belgium 0,45 % 

Denmark 0,00 % 

France 0,29 % 

Germany 0,00 % 

Hungary 2,45 % 

Ireland 0,57 % 

Italy 1,60 % 

Netherlands 0,00 % 

Norway 0,00 % 

Poland 1,16 % 

Spain 1,46 % 

Sweden 0,00 % 

UK 0,04 % 

 

It is evident from Table 2, that country premiums are relatively small. This would 

indicate that within Europe, country risk premium does not play a significant role on the 

total ERP. The case would be different if the study would be conducted in developing 

countries which face more instability, economic and politic wise. 

4.2 Stress Tests and Previous Results 

EU-wide stress test are conducted to develop a common foundation for national authori-

ties, for them to be able to identify residual areas of uncertainty. Another goal is to 

strengthen market discipline, through the publication of consistent data on a bank by bank 

level illustrating how balance sheets are affected by common shocks in the economy. The 

stress test is initiated and coordinated by the EBA and undertaken in cooperation with the 

Competent Authorities. (2016 EU Wide Stress Test) 

Stress test scenario is based on a general macroeconomic downturn over a 3 year hori-

zon. Any general shock will likely cause a recession which would translate into bank 

losses, thus stress tests serve as an analytical tool to understand what happens to banks’ 

balance sheets if an economic downturn is preceded by an economic shock. (2016 EU 

Wide Stress Test) 

Stress tests concentrate on the common equity tier 1 ratio (CET1 ratio, henceforward). 

According to Basel III rule, at all times, banks must fund themselves with 4,5% common 

equity of risk-weighted assets. If an institution falls under this level, it is considered to be 

undercapitalized and must act accordingly by either raising common equity or by lower-

ing the amount of risky assets. From 2019 onwards, an additional mandatory buffer will 
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be placed. This additional buffer is equivalent to 2,5% of risk-weighted assets. Thus, the 

total capital requirement will rise to 7%. (Basel Committee on Banking Supervision 2010) 

The results of the stress test allows the Competent Authorities to asses banks’ ability 

to meet minimum and additional own funds requirements under duress. In addition, the 

results will guide individual banks to better conduct their financial planning, management 

and other factors. In practice, the supervisors could respond to poorly succeeded banks 

by implementing dividend restrictions or by setting capital guidance. (2016 EU Wide 

Stress Test)  

Banks’ performance on these test should also tell something about their health to in-

vestors. For example, poorly ranking bank is more likely suffer greater losses in an event 

of an economic shock, if the bank in case doesn’t make adequate changes to its operations. 

Other things remaining equal, investors would require a higher rate of return for their 

investment for such a bank to compensate for the higher risk.  

The result from the most recent stress test indicates that, since 2011, the EU banking 

sector has become more resilient due to significant rises in capital requirements and thus, 

capital. However, the impact of the adverse scenario is mostly driven by credit risk losses 

(-349 billion euros) followed by operational risk (€-105bn) and market risk across all 

portfolios (€-98bn). (2016 EU Wide Stress Test)  

In Table 3 banks are listed by their home country and it presents how the banks have 

succeeded in EU wide stress tests since 2010. The rise of capital ratios is evident from 

Table 3. As we can see, most of the banks included in the 2016 stress test have held CET1 

ratio above Basel II and III requirements in previous test.  
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Table 3 Results of Previous EU Wide Stress Tests 

 

 

It is also evident that the capital ratios have been on the rise in almost every situation. 

What is striking from this table, is that almost all banks in double digits after the adverse 

scenario in 2016 stress test are from the Nordic countries. All other financial institutions 

are well under 10 percent, but that is not a significant level. Similarly, none of the banks 

included were not under the 7% limit that will be implemented in 2019. Two banks are 

close to this limit: Banco Popular Español (7,01%) and UniCredit (7,12%). It is also worth 

to note that, in many cases the actual CET1 ratio has improved in past years, put it does 

not always translate to the ratio after the adverse scenario. This would indicate that the 

banks do hold more capital as a buffer, but at the same time the corresponding assets are 

riskier. As a side note, only one bank was not included in the 2010 stress test, the Norwe-

gian DNB Bank Group. Nevertheless, this does not affect the outcome of this comparison.  

Name of Institution Actual

After 

adverse 

scenario Actual

After 

adverse 

scenario Actual

After 

adverse 

scenario Actual

After 

adverse 

scenario

Erste Group Bank AG 9,20 % 8,10 % 8,70 % 8,10 % 10,00 % 7,60 % 12,35 % 8,19 %

KBC Group NV 10,90 % 9,79 % 10,50 % 10,00 % 12,70 % 8,30 % 15,17 % 11,27 %

Danske Bank 11,70 % 10,80 % 10,00 % 11,10 % 13,70 % 11,70 % 16,12 % 14,02 %

Jyske Bank 13,50 % 12,80 % 12,10 % 12,80 % 14,90 % 13,60 % 16,06 % 14,00 %

BNP Paribas 10,10 % 9,70 % 9,20 % 7,90 % 10,50 % 8,10 % 11,05 % 8,59 %

Groupe Crédit Agricole 9,70 % 9,20 % 8,20 % 8,50 % 10,80 % 8,80 % 13,52 % 10,49 %

Société Générale S.A. 10,70 % 10,20 % 8,10 % 6,60 % 10,70 % 8,10 % 11,42 % 8,03 %

Deutsche Bank AG 12,60 % 10,30 % 8,80 % 6,50 % 13,40 % 8,90 % 13,19 % 7,80 %

Commerzbank AG 10,50 % 9,30 % 10,00 % 7,40 % 10,80 % 8,00 % 13,77 % 7,42 %

OTP Bank Nyrt. 13,80 % 16,80 % 12,30 % 13,60 % 15,90 % 11,90 % 13,41 % 9,22 %

Allied Irish Banks plc 7,00 % 7,20 % 3,70 % -2,80 % 14,60 % 6,90 % 15,89 % 7,39 %

Bank of Ireland 9,20 % 7,60 % 8,40 % 3,40 % 11,80 % 9,30 % 13,30 % 7,69 %

Intesa Sanpaolo S.p.A. 8,30 % 8,80 % 7,90 % 7,40 % 11,70 % 8,30 % 12,98 % 10,24 %

UniCredit S.p.A. 8,60 % 8,10 % 7,80 % 6,60 % 9,60 % 6,80 % 10,59 % 7,12 %

UBI Banca 8,00 % 7,10 % 7,00 % 6,40 % 11,80 % 8,20 % 12,08 % 8,85 %

ING Groep N.V. 10,20 % 9,10 % 9,60 % 8,70 % 10,10 % 8,70 % 12,94 % 9,00 %

ABN AMRO Group N.V. 13,00 % 10,30 % 9,90 % 9,20 % 12,10 % 9,10 % 15,51 % 9,53 %

DNB Bank Group N/A1 N/A1 8,30 % 9,00 % 11,30 % 11,30 % 14,31 % 14,30 %

PKO Bank 13,30 % 15,70 % 11,80 % 12,20 % 14,20 % 14,30 % 13,27 % 11,45 %

Banco Santander S.A. 10,00 % 10,20 % 7,10 % 8,40 % 10,40 % 8,90 % 12,71 % 8,69 %

BBVA S.A. 9,40 % 9,60 % 8,00 % 9,20 % 10,50 % 9,00 % 12,04 % 8,29 %

Banco Popular Español S.A. 9,10 % 7,50 % 7,10 % 5,20 % 10,10 % 7,60 % 13,11 % 7,01 %

Banco de Sabadell S.A. 9,00 % 7,70 % 6,20 % 5,00 % 10,30 % 8,30 % 11,69 % 8,19 %

Nordea Bank 10,20 % 10,20 % 8,90 % 9,50 % 13,60 % 12,00 % 16,45 % 14,09 %

Svenska Handelsbanken 9,10 % 9,10 % 7,70 % 8,60 % 18,70 % 16,90 % 21,25 % 18,55 %

SEB 12,40 % 10,70 % 11,10 % 10,50 % 14,70 % 13,00 % 18,85 % 16,60 %

Swedbank 10,40 % 10,50 % 8,70 % 9,40 % 18,20 % 16,30 % 24,14 % 22,26 %

HSBC Holdings 10,80 % 10,40 % 10,50 % 8,50 % 10,80 % 9,30 % 11,87 % 8,76 %

Barclays Plc 13,00 % 13,90 % 10,00 % 7,30 % 9,10 % 7,10 % 11,42 % 7,30 %

The Royal Bank of Scotland 14,40 % 11,70 % 9,70 % 6,30 % 8,60 % 5,70 % 15,54 % 8,08 %

Lloyds Banking Group Plc 9,60 % 9,40 % 10,20 % 7,70 % 10,20 % 6,20 % 13,05 % 10,14 %

Average 10,59 % 10,06 % 8,95 % 8,01 % 12,12 % 9,62 % 14,16 % 10,41 %
1 DNB Bank Group was not included in the EU Wide Stress Test of 2010

2010 2011 20162014
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4.3 Statistical Analysis 

The intuitive assumption would be that the higher the placement in the stress tests the 

lower the equity risk premium. This means that the banks with lowest ERP would rank 

higher in the stress test, given that the market is efficient. Based on this thought we can 

derive a hypothesis; ERP and placement in stress test are inversely correlated. Thus, the 

null hypothesis and alternative hypothesis are formed as follows: 

 

𝐻0: 𝜌𝐸𝑅𝑃,𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 > −0,5 

𝐻1 : − 1 ≤ 𝜌𝐸𝑅𝑃,𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 ≤ −0,5 

 

This null hypothesis is tested with Pearson’s correlation coefficient (correlation, for 

short henceforward) using SPSS Statistics –program. The results are considered to sig-

nificant if the p-value less or equal to 0,05. The results from these tests are shown in 

Tables 4-7 below. All tables include the correlation between the pairs and their respective 

p-values. It should be noted that in the test for 2010 N is less than in other tests as one 

bank was not included in the 2010 stress test.  

Table 4 Correlation in 2010 

Correlationsa 

 ERP2010 P2010 

ERP2010 Pearson Correlation 1 -,042 

Sig. (2-tailed)  ,829 

P2010 Pearson Correlation -,042 1 

Sig. (2-tailed) ,829  

a. Listwise N=29 

 

Table 5 Correlation in 2011 

Correlationsa 

 ERP2011 P2011 

ERP2011 Pearson Correlation 1 -,115 

Sig. (2-tailed)  ,547 

P2011 Pearson Correlation -,115 1 

Sig. (2-tailed) ,547  

a. Listwise N=30 
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Table 6 Correlation in 2014 

Correlationsa 

 ERP2014 P2014 

ERP2014 Pearson Correlation 1 ,041 

Sig. (2-tailed)  ,832 

P2014 Pearson Correlation ,041 1 

Sig. (2-tailed) ,832  

a. Listwise N=30 

 

Table 7 Correlation in 2016 

Correlationsa 

 ERP2016 P2016 

ERP2016 Pearson Correlation 1 ,281 

Sig. (2-tailed)  ,132 

P2016 Pearson Correlation ,281 1 

Sig. (2-tailed) ,132  

a. Listwise N=30 

 

It is evident from the tables above, that there is no statistically significant negative 

correlation as predicted earlier. Also, all the p-values are higher than the agreed 0,05 

which leads to the dismissal of the null hypothesis. The implication is that there is no 

relationship between ERP and placement in the stress tests.  
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5 RESULTS AND DISCUSSION 

5.1 Timeline of Financial Crisis and the Effects on Equity Risk Pre-

mium 

The data presented in previous chapter shows a rise in ERP since 2007. More interest-

ingly, the global financial crisis did not have a significant effect on ERP, whereas the 

Euro bond crisis had a significant and evident effect on ERP.  

Figure 4 below shows the top 5 and bottom 5 banks rated by the 2015 equity risk 

premia. Also, eight most important dates are embedded in the figure. The dates have been 

selected to represent the changes in the financial markets or they are otherwise considered 

to be important for the equity risk premium.  

Figure 4 Timeline of important events and equity risk premium 

 

 

As we can see from Figure 4, the effect of the financial crisis was relatively small on 

equity risk premium. On the other hand, the Euro bond crisis had much greater effect. 

The three bailout package to Greece, Ireland, and Portugal caused an observable rise in 

ERP. Of course the package itself do not affect the premium but the reasons behind them. 

The growing concern on the possible losses caused ERP to rise sharply.  

The overall trend has been rising, in line with the overall downward trend of interest 

rates and government bonds. With all things equal, lowering government debt (10-year 

German government bonds in this study) results to a rising equity risk premium.  
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On December 8 2011 European Central Bank (ECB) announced its open market oper-

ations to ease the markets and bring stability to financial markets and banks. These oper-

ations included two rounds of longer-term refinancing operations (LTROs). The aim of 

LTROs was to enhance credit support measures to support bank lending and liquidity in 

the euro area money market. The two LTROs had a maturity of 36 months (three years) 

and the option to early repayment after one year. Also at the same time ECB announced 

that it will lower the reserve ratio from 2 % to 1 % starting 18 January 2012. The LTROs 

had a fixed rate of 1 % and the interest will be paid when the operations matured. The 

allotment dates were 21 December 2011 and 29 February 2012. In the first round ECB 

handed out about 489 billion euros of which 325 billion euros was tapped by banks in 

Greece, Ireland, Italy, and Spain. In the second round every bid was allocated in full, 

totaling 529 billion euros. The second round surpassed the first round by 40 billion euros. 

(ECB 2011) The effect of LTROs is evident in Figure 4. The two rounds of LTROs 

dropped the ERP significantly especially in the case of the bottom 5 –banks.  

A similar refinancing operations again took place in June 2014 and March 2016. These 

operations, touted targeted longer-term refinancing operations (TLTRO I and TLTRO II, 

or TLTROs), were designed to enhance the functioning of monetary policy by supporting 

bank lending to the real economy. TLTROs are targeted in the sense that banks can bor-

row the amount that is linked to their loans to non-financial corporations and households. 

Moreover, in TLTRO II the interest rate is linked to respective bank’s lending patterns, 

thus higher borrowing to non-financial companies and households (excluding loans for 

house buying) leads to lower interest rate. For TLTRO I the interest rate equals to a fixed 

rate of Eurozone’s main refinancing operations. Further, the banks participating in 

TLTROs are subjected to additional reporting as an assurance that the money lent actually 

reaches the real economy. (ECB 2014; 2016) During TLTRO I banks acquired a total 

amount of 432 billion euros and, taking into account the paybacks from the first round, 

TLTRO II totaled 352 billion euros. It is worth noting that the last operation in March 

2017 was the most popular one of TLTRO II, during which banks applied for a total of 

233,5 billion euros. (Tamminen 2017)  

5.2 Behavior of Equity Risk Premium 

It is an intuitive thought that the stress test results and equity risk premium should walk 

hand-in-hand. But as it has been shown in previous chapters that is not the case, at least 

not in this set of data. The initial hypothesis that higher equity risk premium results in a 

lower placement in the stress tests is rejected for all the years considered. Only the first 

two test show a negative correlation but it is not statistically significant. It may be a too 

big of a conclusion to state that the market is not efficient in pricing the risk of European 
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financial institutions. However having said that, there seems to be evidence to support the 

claim that, especially the high ranking banks, suffer from market’s mispricing.  

Figure 5 represents all the financial institutions and their respective equity risk premi-

ums and placements in stress tests from all four stress tests. It should be noted that Com-

merzbank is excluded from this scatter plot due to the extreme levels of equity risk pre-

mium.  

Figure 5 Scatter Plot of Stress Test Placements and Equity Risk Premium 

 

In Figure 5 shows that all the data is evenly distributed. Had the original hypothesis 

stood, this scatter plot should show a rising trend line. However, since this is not the case 

a good look into the possible reasons for this behavior should be taken. In the following 

subchapters market efficiency in pricing the risk levels is discussed from a theoretical as 

well as a behavioral aspect.  

5.2.1 Capital Market Efficiency 

Risk is defined as the uncertainty about deviation from expected returns. In the field of 

finance risk is often associated with downside risk, i.e. the actual returns are lower than 

originally expected. However, should this be the case rational investors would not invest 

in risky assets as the only outcome of taking a risky position is potential losses. Hence, it 

should not be forgotten that risk goes both ways, the riskier the asset the higher the po-

tential deviation from expected outcome. The measurement of risk, however, is difficult. 

The overall risk of an investment is composed of several different factors and some of 

them are difficult to quantify in a meaningful way. Perhaps the most commonly used 
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metric to capture risk in an investment is beta. Many studies have been conducted to 

capture the importance of beta, and the time-varying nature of it. Even though beta coef-

ficient is not covered in this study, it is worthwhile to note that it plays an important role 

in capital asset pricing model that is used to calculate the expected return on an asset.  

Fama and French (1997) pointed out in their study that the variations in risk loadings 

cause the estimates of asset pricing models to be imprecise. Another problem is the im-

precise estimates of factor risk premiums. The result from the second problem is that the 

expected premium interval ranges over 10 percent. By combining the two problems it is 

clear that the estimates of the cost of equity is imprecise. The imprecision is caused 

mainly by the second point above and standard errors can be more than 3 % per year. As 

market is mostly made of people who make the calls on investment decisions, this pos-

sesses a worrying message to the pricing of risk. However, most of the risk can be diver-

sified away. There still is a possibility of mismanaging the risk if the underlying risk is 

calculated incorrectly.  

A similar notion was made by Rigotti and Shannon (2001). They noted that there are 

two types of events: events that all agents perceive have a unique probability and events 

that some perceive do not. This leads to a situation where risky securities are traded but 

uncertain securities are not. Under uncertainty markets are incomplete as the uncertainty 

limits the exchange of securities. It is important to understand the difference between risk 

and uncertainty. As discussed earlier, risk is a two-way street and even if some agents are 

risk averse, some are always risk takers. Uncertainty, however, has the ability to lower 

trading volume and hinder the efficiency of markets. Uncertain securities do not have an 

“agreed” probability but it varies from investors to investor making it more difficult to 

find counterparty for a trade. An uncertain event can also have unknown probability of 

occurring. Uncertainty is different from risk also in a way it affects investors. Investor 

behavior can be different from their behavior under risk, as the probability of uncertain 

event is unknown or varies between individuals. Even in well-functioning markets it is 

possible that markets are not able to precisely price contracts that are conditional on un-

certain events. As discussed briefly above, indeterminacy in outcomes may cause excess 

price volatility and predictions are likely to be sensitive to even small measurement errors.  

Shiller (2001) pointed out, even though real dividends explain a lot of price movement, 

price movement is more volatile than dividends. The excess volatility can be contributed 

to fashion and fads. This means that even the part of prices can be affected by non-fun-

damental shocks. Positive outlook on the future can affect dividend setting in a similar 

way it affects investors’ behavior. A positive view of the future development of business 

may encourage managers to rise dividends. If a manager and the public share their opti-

mism, managers increase dividends at the same time that fashions or fads cause prices to 

increase.  
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The purpose of this chapter was to present some evidence on why market might not be 

efficient in pricing risk. It should be clear that even if markets are efficient they may be 

incorrect and investor behavior can cause a deviation from the equilibrium. In the next 

chapter some of the key behavioral finance theories for this study are used to explain why 

equity risk premium has not developed as thought based on the original hypothesis.  

5.2.2 Behavioral Finance Aspect 

Investors are known to make errors in their analysis and they often share common mis-

conceptions. Methods of security analysis and simplistic theories of the stock market 

spread through mass media and word of mouth making them available to all investors. 

When investors fall for elementary errors they may cause large price movements in 

stocks. In the United States, interest in stock market reached an all-time high in the 90s, 

there is no evidence that investor sophistication increased. For example, it was popular to 

value firms based upon revenue rather that earnings. Though internet and mass media 

spread information and make information more available to investors, it also enables the 

spreading of false or incorrect information. But from the point of view of uninformed 

investors the market is informationally efficient. Rational but uninformed investors may 

act on the information they have and cause fluctuations in prices. If the volume of trade 

is high enough, the aggression may intimidate rational investors and thus prevent prices 

from reverting to their “true” value. (Hirshleifer, Subrahmanyam & Titman 2002) 

Shiller 2001 explained speculative bubbles through feedback. As prices increase so 

does the investor enthusiasm. This in turn increases demand in the stock market further 

driving the prices up. High demand for stocks is generated by the past high returns and 

expectation of even higher returns in the future. This feedback process can amplify posi-

tive news and forces. If real fundamental growth cannot back up the development the 

bubble will come to an end at some point as the prices cannot go up forever. For this 

theory hold, there has to be an inconstancy to investors’ judgement, for example past price 

changes affect the way investors resolve a conflicting set of information as they judge the 

market.  

Shiller’s theory can be applied to the results of this study. In the years following the 

global financial crisis and the European sovereign debt crisis news of troubled banks were 

somewhat regular. Combined with the undiversifiable systemic risk in the banking indus-

try, markets reaction was negative, even the more stable banks, unassociated (directly) to 

the failing banks, suffered in terms of market value. The Feedback theory can be viewed 

conversely. Even though the fundamental values indicated that some banks were more 

profitable, the public lack of demand drove the prices lower, lowered enthusiasm led to 

further decrease in prices. As is the case during speculative bubbles, investors have to 
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make allocation decisions, even if the information present is conflicting. Going against 

the stream is problematic for professionals as well as for individual investors. The poten-

tial gains are lower than the advantage of “doing as everyone else is doing”. Especially 

fund managers are reluctant to make drastically different decisions than their peers.  

Comovement and herd behavior can explain the indifference in the actions taken by 

the market in aggregate. In general, investors tend to follow trends or other more famous 

investors or institutions. During the euro sovereign debt crisis the uncertainty surrounding 

financial institutions made investors to withdraw their investments from banks. The sys-

temic risk within the industry made all banks vulnerable to failure of one or more banks. 

Especially in Europe banks hold significant amounts of cross-border debt. Thus, the cau-

tion surrounding financial industry was understandable. Having said this, there were, and 

still is, institutions that are less exposed to the effects of bank failures. The crisis was 

centered around banks in Spain, Italy, Portugal, and Ireland. But the effects were felt in 

institutions around Europe. As you can see from table 8, banks based in the Scandinavia 

have performed significantly better in the stress test compared to other countries.  

Table 8 Results of Stress test, sorted by 2016 results 

 

 

Name of Institution Actual

After adverse 

scenario Actual

After adverse 

scenario Actual

After adverse 

scenario Actual

After adverse 

scenario

Swedbank 10,40 % 10,50 % 8,70 % 9,40 % 18,20 % 16,30 % 24,14 % 22,26 %

Svenska Handelsbanken 9,10 % 9,10 % 7,70 % 8,60 % 18,70 % 16,90 % 21,25 % 18,55 %

SEB 12,40 % 10,70 % 11,10 % 10,50 % 14,70 % 13,00 % 18,85 % 16,60 %

DNB Bank Group N/A1 N/A1 8,30 % 9,00 % 11,30 % 11,30 % 14,31 % 14,30 %

Nordea Bank 10,20 % 10,20 % 8,90 % 9,50 % 13,60 % 12,00 % 16,45 % 14,09 %

Danske Bank 11,70 % 10,80 % 10,00 % 11,10 % 13,70 % 11,70 % 16,12 % 14,02 %

Jyske Bank 13,50 % 12,80 % 12,10 % 12,80 % 14,90 % 13,60 % 16,06 % 14,00 %

PKO Bank 13,30 % 15,70 % 11,80 % 12,20 % 14,20 % 14,30 % 13,27 % 11,45 %

KBC Group NV 10,90 % 9,79 % 10,50 % 10,00 % 12,70 % 8,30 % 15,17 % 11,27 %

Groupe Crédit Agricole 9,70 % 9,20 % 8,20 % 8,50 % 10,80 % 8,80 % 13,52 % 10,49 %

Average 10,51 % 10,05 % 8,92 % 7,97 % 12,12 % 9,64 % 14,12 % 10,43 %

Intesa Sanpaolo S.p.A. 8,30 % 8,80 % 7,90 % 7,40 % 11,70 % 8,30 % 12,98 % 10,24 %

Lloyds Banking Group Plc 9,60 % 9,40 % 10,20 % 7,70 % 10,20 % 6,20 % 13,05 % 10,14 %

OTP Bank Nyrt. 13,80 % 16,80 % 12,30 % 13,60 % 15,90 % 11,90 % 13,41 % 9,22 %

ING Groep N.V. 10,20 % 9,10 % 9,60 % 8,70 % 10,10 % 8,70 % 12,94 % 9,00 %

UBI Banca 8,00 % 7,10 % 7,00 % 6,40 % 11,80 % 8,20 % 12,08 % 8,85 %

HSBC Holdings 10,80 % 10,40 % 10,50 % 8,50 % 10,80 % 9,30 % 11,87 % 8,76 %

Banco Santander S.A. 10,00 % 10,20 % 7,10 % 8,40 % 10,40 % 8,90 % 12,71 % 8,69 %

BNP Paribas 10,10 % 9,70 % 9,20 % 7,90 % 10,50 % 8,10 % 11,05 % 8,59 %

BBVA S.A. 9,40 % 9,60 % 8,00 % 9,20 % 10,50 % 9,00 % 12,04 % 8,29 %

Banco de Sabadell S.A. 9,00 % 7,70 % 6,20 % 5,00 % 10,30 % 8,30 % 11,69 % 8,19 %

Erste Group Bank AG 9,20 % 8,10 % 8,70 % 8,10 % 10,00 % 7,60 % 12,35 % 8,19 %

The Royal Bank of Scotland 14,40 % 11,70 % 9,70 % 6,30 % 8,60 % 5,70 % 15,54 % 8,08 %

Société Générale S.A. 10,70 % 10,20 % 8,10 % 6,60 % 10,70 % 8,10 % 11,42 % 8,03 %

Deutsche Bank AG 12,60 % 10,30 % 8,80 % 6,50 % 13,40 % 8,90 % 13,19 % 7,80 %

Bank of Ireland 9,20 % 7,60 % 8,40 % 3,40 % 11,80 % 9,30 % 13,30 % 7,69 %

Commerzbank AG 10,50 % 9,30 % 10,00 % 7,40 % 10,80 % 8,00 % 13,77 % 7,42 %

Allied Irish Banks plc 7,00 % 7,20 % 3,70 % -2,80 % 14,60 % 6,90 % 15,89 % 7,39 %

Barclays Plc 13,00 % 13,90 % 10,00 % 7,30 % 9,10 % 7,10 % 11,42 % 7,30 %

UniCredit S.p.A. 8,60 % 8,10 % 7,80 % 6,60 % 9,60 % 6,80 % 10,59 % 7,12 %

Banco Popular Español S.A. 9,10 % 7,50 % 7,10 % 5,20 % 10,10 % 7,60 % 13,11 % 7,01 %

1 DNB Bank Group was not included in the EU Wide Stress Test of 2010

2014 201620112010
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These results show that some institutions are not as heavily influenced by adverse sce-

narios, so it would be logical that they do not suffer in terms of equity risk premium. But 

as we know from the previous chapters this is not the case. In figure 6 the geographical 

differences are even more evident.  

Figure 6 Breakdown of 2011 and 2016 stress test results by country 

 
 

It is clear that, for some reason, institutions based in different countries bounced back 

from the 2011 crisis better than others. It is worthwhile noting, that the results have im-

proved throughout. The volume of change may indicate that the institutions have either 

improved their ratio of risky assets in their balance sheet or have limited their exposure 

to risky assets. The overall improvement may tell us that the actions taken by the ECB 

has had the desired effect. Despite the obvious difference in the results, the market does 

not reward the banks with better results in terms of equity risk premium. As mentioned 

above herd behavior may explain the behavior of investors but the actions of investors do 

not necessarily explain the whole difference and the similarities of development.  

The concept of comovement has been discussed earlier. In a nutshell, it means that 

when a stock is part of an index, its development will start to follow the development of 

the index. This, in turn, would suggest that if the development follows an index the stock 

might not react as heavily to good or bad news. Figure 7 presents the top three and bottom 

three companies of the 2016 stress test in terms of their market value. From this it can be 

seen that the market values have developed similarly but it needs to be said that as the 

overall environment surrounding European banking sector has stabilized so have the vol-

atility of the six stocks. And as the uncertainty has unwound the reaction has been positive 

overall.  
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Figure 7 Selected 6 banks’ market values development and overall average 

2010-2015 

 

It is a bit of a reach to say that the development could be contributed to the comove-

ment effect but all the banks included in the figure are also part of the Euro Stoxx Banks 

–index. Nevertheless, the trend is clear for the institutions considered. 

Another important psychological phenomenon to consider is belief perseverance. In-

vestors habit to cling on information they have received before overpowers new infor-

mation they obtain. So even if the new information is more positive, the uncertainty sur-

rounding decision making may influence the final decision. Hesitation to adapt to the new 

information causes the market to inefficiently react to new information. In context of this 

study, belief perseverance causes mispricing of the equity risk premium. As investors 

were hesitant about the outlook of the financial industry they were unable to recognize 

that some institutions are better prepared for catastrophic events and down-turns in the 

global market.  
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6 CONCLUSIONS 

 

The financial industry suffered many setbacks from the global financial crisis to the euro 

sovereign debt crisis. The euro sovereign debt crisis hit European financial institutions 

much harder than the global financial crisis of 2007. 

In the after wave the ECB was forced to take action in order to stabilize the industry 

and ease the uncertainty in Europe. (ECB 2011) The actions were successful, in terms of 

the equity risk premium. The results of the actions are visible in figure 8. 

 

Figure 8 Important Events and the Average ERP in the Sample 

 

 

The ERP lowered in the years after LTROs and TLTROs. Nevertheless, the equity risk 

premium has steadily risen during the scope of this study. It is worth noting that the equity 

risk premiums have also stabilized in recent years, meaning the volatility is lower than 

before. On the other hand the problems in Germany that started in 2016 with Deutsche 

Bank has once again caused uncertainty in the financial industry, but these events are not 

included in this study as they fall out of the time range.  

As it has been pointed out before, the main hypothesis of this study has been rejected. 

In other words the equity risk premium and the results of the stress tests do not correlate. 

This, of course, is against the efficient market hypothesis. So the question is, what has 

caused the deviation from efficient markets?  

As Fama (1998) pointed out the assumption of efficient markets does not mean that 

certain anomalies cannot be present. In an efficient market overreaction to information 
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can occur, if under-reaction are about as frequent as overreaction. For EMH to hold anom-

alies should be randomly split between overreaction and under-reaction. Malkiel (2003) 

stated that market efficiency does not mean that markets do not make errors in valuation. 

As a result of irrational investors, pricing irregularities and predictability can persist for 

short periods. Even if stock prices show greater volatility than changes in fundamentals 

cause, markets can be efficient if arbitrageurs correct the market prices to reflect the ac-

tual change, if arbitrage is not limited. Borges (2010) also found some evidence that some 

European markets’ show different levels of efficiency. Those findings are in line with the 

findings of this study, as different institutions from different regions do not benefit from 

their more risk averse behavior or more stable regions, hinting that the market was not 

totally efficient at that time.  

The central behavioral finance concepts used to shed light to the deviation from effi-

cient market hypothesis in this study has been herd behavior, belief perseverance, and 

feedback theory. Each of these phenomena have their own way in explaining the receding 

from efficient markets. This study does not take a stand on the efficiency of the markets 

but rather examines what has caused the brief error in the market’s ability to correctly 

price financial institutions. Belief perseverance explains why investors do not adjust their 

beliefs when presented new information (Barberis & Thaler 2005). Belief perseverance 

might explain how the belief against financial institutions remained and markets reluc-

tance to adapt to new information regarding the financial improvement of certain institu-

tions, thus explaining the missing correlation between the stress tests and the level of 

equity risk premium. The idea by Barberis and Thaler can explain, in part, why the mis-

pricing persisted for a long period of time. 

Herd behavior and feedback theory are used to explain how better performing institu-

tions were drawn into the same comparison as the worst institutions in Europe. Only a 

part of the uncertainty can be attributed to the behavior of investors, as the situation in 

Europe was unprecedented. European banking industry is unique in terms of cross border 

investments and not one investor could know how far reaching a failure of one bank could 

potentially be, meaning the uncertainty was rather rational. Bikhchandani and Sharma 

(2001) stated that herd behavior can destabilize markets and increase the fragility of the 

financial system. Indeed, if all investors act similarly the effects multiply. However, it 

should not be surprising that these investors react similarly and at the same time when 

presented with similar information.  

It is well known that behavioral finance is an important factor in financial markets, but 

the magnitude is not certain. This study provides some insight how different behavioral 

finance theories can explain why certain financial institutions suffered in the after shock 

of the global financial crisis and Euro sovereign debt crisis. By combining different the-

ories it is possible to draw some conclusions on how big of an effect investor behavior 

can have on the market. 
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Further research is needed on how long does behaviorally caused mispricing occur in 

the market and to what extent market inefficiency can be attributed to concepts such as 

herd behavior and belief perseverance. As we know, behavioral finance and its’ concepts 

have a significant influence over equity markets but real effect is difficult to measure and 

quantify exactly. It is difficult to even say how long and to what effect did herd behavior, 

belief perseverance, and feedback theory affect the investors’ behavior during the time-

line of this study. 
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