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Abstract

Broadcasting systems are networks where the transmission is received by
several terminals. Generally broadcast receivers are passive devices in the
network, meaning that they do not interact with the transmitter. Providing
a certain Quality of Service (QoS) for the receivers in heterogeneous recep-
tion environment with no feedback is not an easy task. Forward error control
coding can be used for protection against transmission errors to enhance the
QoS for broadcast services. For good performance in terrestrial wireless net-
works, diversity should be utilized. The diversity is utilized by application of
interleaving together with the forward error correction codes. In this disser-
tation the design and analysis of forward error control and control signaling
for providing QoS in wireless broadcasting systems are studied.

Control signaling is used in broadcasting networks to give the receiver
necessary information on how to connect to the network itself and how to
receive the services that are being transmitted. Usually control signaling
is considered to be transmitted through a dedicated path in the systems.
Therefore, the relationship of the signaling and service data paths should be
considered early in the design phase. Modeling and simulations are used in
the case studies of this dissertation to study this relationship.

This dissertation begins with a survey on the broadcasting environment
and mechanisms for providing QoS therein. Then case studies present anal-
ysis and design of such mechanisms in real systems. The mechanisms for
providing QoS considering signaling and service data paths and their rela-
tionship at the DVB-H link layer are analyzed as the first case study. In
particular the performance of different service data decoding mechanisms
and optimal signaling transmission parameter selection are presented. The
second case study investigates the design of signaling and service data paths
for the more modern DVB-T2 physical layer. Furthermore, by comparing
the performances of the signaling and service data paths by simulations, con-
figuration guidelines for the DVB-T2 physical layer signaling are given. The
presented guidelines can prove useful when configuring DVB-T2 transmis-
sion networks. Finally, recommendations for the design of data and signaling
paths are given based on findings from the case studies. The requirements
for the signaling design should be derived from the requirements for the
main services. Generally, these requirements for signaling should be more
demanding as the signaling is the enabler for service reception.
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Chapter 1

Introduction

Wireless communication using radio frequencies (RF) plays an important
role in today’s world by enabling communication from places that would be
impossible or at least very expensive to reach otherwise, for example with
wires. Thanks to advancements in wireless communication during the last
few decades, many things that were thought some 20 years ago to be science
fiction are nowadays everyday life. For example, connecting to Internet or
receiving video calls while on the move are currently possible in many places
on the world. This rather dramatic evolution of services has been enabled
mainly by the digitalization of communication systems. Perhaps one of the
most well known wireless communication applications is the cellular phone
system. The Finnish Autoradiopuhelin (ARP, car radio phone in English)
launched in 1971 is considered to be one of the first successful commercial
mobile phone systems, sometimes referred to as zero generation (0G) cel-
lular networks. In Finland the network covered 100 % of the geographical
area with 140 base stations. Nevertheless, moving between the cells (that
are coverage areas of transmitters) of this analog system was not seamless,
meaning that the call would be interrupted when moving from one cell to
another. The follower of ARP in the nordic countries called Nordic Mobile
Telephony (NMT) was opened for service in 1981 and it is referred to as
being a first generation (1G) system. The analog NMT system introduced
several enhancements over ARP, for example seamless cell switching, sup-
port for an increased number of users and smaller terminal size. Common
to 0G and 1G systems, the main application was speech. The first modern
2nd generation (2G) digital cellular phone system called Global System for
Mobile communications or Groupe Spécial Mobile (GSM) was launched in
Europe in the beginning of the 1990s. Since then users all over the world
have become accustomed to be able to do the same operations on their mo-
bile devices as they can do on their personal computers and more. The third
generation cellular system (3G) also called Universal Mobile Telecommuni-
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cations System (UMTS) [1] was introduced in Europe in 2005. It enables
higher data rates for the users as compared to 2G and thus a wider range
of multimedia services is possible. For further increase in data rate, Long
Term Evolution (LTE) technology is being developed and several network
pilots are running at the time of writing this thesis.

Another important field of communication is broadcasting, whose devel-
opment has been slightly different from that of cellular systems. Wireless
broadcasting is an efficient means to deliver a certain set of services to a
large number of customers with no fixed connection. Frequency Modula-
tion (FM) radio or terrestrial television are common examples of wireless
broadcasting. Wireless broadcasting dates back to the first half of the 20th
century. In the beginning the broadcasts were mainly radio, but in the
1930s television broadcasts began. Since then both have been widely used
mechanisms to provide people information on the world around them (for
example news) and entertainment. Similarly as cellular systems, also the
broadcasting world is moving towards digital systems. Currently, in many
countries, the broadcasting of television is being digitalized taking into use
digital broadcasting systems and switching off the analog television trans-
missions. In European countries the digital television is implemented using
the Terrestrial Digital Video Broadcasting (DVB-T) standard [2]. For digital
radio transmission Digital Audio Broadcasting (DAB) [3] is used in Europe.

The increasing popularity of digital cellular phones has led to the devel-
opment of the Digital Video Broadcasting for Handheld (DVB-H) [4] system
as the users of cellular phones are willing to watch televion on their terminals.
DVB-H is being deployed in Europe for the delivery of streaming services
such as mobile television. The presence of competitive standards indicates
that there is interest towards mobile broadcasting. Examples of other mo-
bile broadcasting standards are Terrestrial Digital Multimedia Broadcasting
(T-DMB) in South Korea, China Multimedia Mobile Broadcasting (CMMB)
in China, MediaFLO in North America and 1seg in Japan. The delivery of
mobile television to cellular terminals can be done over cellular 3G networks
also, but the delivery for numerous users is more cost efficient over true
broadcast networks [5]. The advantage of digital systems is that also hybrid
networks can be designed. In this case the same service could be received
either via 3G or a broadcasting system depending on the availability of the
signal in the networks.

The latest trend in video transmission systems is High Definition Tele-
Vision (HDTV) services. For the HDTV purposes in Europe second gener-
ations of systems for cable, satellite and terrestrial transmission have been
developed. The second generation Terrestrial Digital Video Broadcasting
(DVB-T2) [6] services will be introduced in the near future. DVB-T2 offers
a higher throughput as compared to DVB-T and thus will accommodate
more HDTV services in one multiplex. Also, DVB-T2 is designed to be a
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very flexible system and thus it may be that also low data rate services for
mobile users in combination with high data rate HDTV services for home
television users will be transmitted through common DVB-T2 multiplexes.
In this thesis the application focus will be on DVB-H and DVB-T2.

1.1 Quality of Service mechanisms in broadcasting

systems

Service in the context of broadcasting can be roughly divided into two types,
streaming and data services. The latter is sometimes also referred to as file-
casting. A conventional TV channel is a streaming service while teletext can
be considered a data service. Quality of Service (QoS) is used to describe the
fidelity of the service from user’s viewpoint. In general at least the follow-
ing technical issues are considered to affect the QoS in digital broadcasting
systems [7], [8]:

• Throughput (Bit rate)

• Delay or latency

• Delay variation (delay jitter)

• Error rate

QoS requirements vary for different types of services. From the standpoint
of streaming video services, the throughput directly affects the audiovisual
quality. Having higher throughput, a larger resolution or less lossy video
encoding scheme can be utilized resulting in better video quality. For data
services the throughput has an effect on the download time of the data
package. Delay or latency of the content itself may not be a problem in
most situations in a one-way system as it would be for a two-way systems
such as for telephony or video conferencing. Still, for example in live events
with possible local DVB-H broadcast of the performance, the delay can
be an issue. If the user in the audience would like to see some different
camera angle of the performance on the mobile television device, it will most
certainly be annoying to see a few seconds delay in the video as compared to
the live content. The delay variation affects the QoS through halts or frame
rate changes in the video. The delay variation within certain limits can be
handled by proper buffering in the receiver and in dedicated broadcasting
networks the transmitter can control the amount of delay variation. On the
other hand for data services the delay variation may not be a problem. The
effect of the error rate is direct: the higher the error rate the more visible
errors in the video. For the data services the content should be error free
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before it can be used. Therefore, in broadcasting data downloads repetition
or application layer forward error correction (FEC) is necessary.

A broadcasting system is a one-to-all system where feedback from the
receivers to the transmitter is not present. In general, in wireless transmis-
sion channels transmission errors always occur. The nature of broadcasting
imposes certain restrictions on how the QoS can be provided for the users.
The absence of the feedback channel directly rules out any kind of repeat
request mechanisms such as Automatic Repeat-reQuest (ARQ) [9] or adap-
tive methods such as beamforming which means transmitting more power
to the direction where users suffer from low signal. What is possible for
broadcasting systems, is to use forward error control [10] codes. When us-
ing FEC codes, the transmitter inserts a certain amount of redundancy to
the transmitted data that can be used in the receiver to correct transmis-
sion errors that occurred between the transmitter and the receiver, that is
to reduce the error rate. The enhancement in the robustness of the service
data is obtained at the cost of throughput of the system. To get the most
out of the FEC codes in difficult transmission environments, interleavers are
used in combination with them. Generally, interleaving means shuffling the
code symbols to disperse possible error bursts from the transmission chan-
nel. As data needs to be buffered for the interleaving, this imposes delay (or
latency) to the system. Therefore, interleaving together with FEC is used
to trade-off between the throughput, latency and error rate.

Wireless broadcasting networks are designed to enable certain QoS for
a certain share of users, which can be for example 95 % of households.
Naturally there can always be some users in such unfortunate locations of
the network that the QoS is below acceptable level, but for most of the users
the QoS should be acceptable. From the point of view of network design
the FEC and interleaving have an effect on the area that can be covered by
a transmitter with given power [11]. Thus, the FEC and interleaving chain
can also be considered as a measure to trade-off between the coverage area
of a transmitter and throughput of the system.

1.2 Role of signaling to provide QoS

In wireless transmission systems control signaling later referred to as sig-

naling is used to give the receiver necessary information on how to connect
to the network itself and how to receive the services that are transmitted.
Usually signaling is considered to be transmitted in its individual “signaling
path” in the systems. The most challenging situation for the signaling are
so called ad-hoc networks, where devices form a network by themselves with
help of signaling. Also broadcasting systems introduce a challenging signal-
ing scenario due to the lack of feedback. In broadcast systems the signaling
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has an effect on the QoS, as it is the enabler for the service reception. While
broadcasting systems must work without a feedback channel, the signaling
must be transmitted with certain intervals to enable receivers to connect to
the network and to follow the services. This interval affects the delay for the
user when for example switching between services. Also, if the error rate of
the signaling is high it may hinder the user from receiving services at all.

Commonly, the signaling information is separated into several Open Sys-
tems Interconnection (OSI) layers [12] in the systems where each layer signals
layer specific information. In this thesis mainly layers 1 (L1) and 2 (L2),
namely physical and data link layers are considered with respect to both
signaling and service data transmission. The physical layer is responsible
for converting the binary data to a format that can be transmitted over
the physical medium (that is air in wireless communications). The data
link layer provides data transfer through the physical layer. The effects
of higher layer signaling in a mobile broadcasting system are analyzed for
example in [13].

1.3 Problem formulation for broadcasting system

design

The fundamental property of broadcasting is that data transmission is unidi-
rectional. This property emphasizes the importance of the transmitter that
runs the whole show. Therefore, for broadcasting systems mainly trans-
mitter and the signal it should produce are standardized and the receivers
should be designed so that they can receive the specified signal. Still, it is
the receiver user that sets the requirements for transmitter design in form
of required quality of service. Therefore, receiver and transmitter should be
considered simultaneously during the design process. For this a simulation
model of a receiver can be implemented to assist in designing the transmit-
ter. Simulator is an efficient tool when designing broadcasting systems as
well as other telecommunication systems. The design process and use of
simulations to assist the design process are studied in Chapter 3.

The technical side of system design introduces restrictions for the use of
measures for enabling the wanted quality of service. For example the de-
coder complexity of certain well performing forward error control codes may
be too high to lead to receivers of reasonable cost. For this reason, the sys-
tem designers need to make trade-offs between performance and complexity.
Another example of the trade-off is the limitation in the memory (and thus
silicon die size) that allows interleaving. The more memory is available,
the longer interleaving can be performed resulting in enhanced performance
but also increased cost. Taking into account all technical and QoS specific
needs and limitations is not a trivial task in the design of relatively complex
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systems. In this thesis trade-offs considering mainly FEC and interleaving
processes for both service data and signaling paths are considered.

In addition to the service data path, the protection of the signaling path
should be carefully designed. The concatenation of signaling and data on
different layers in a transmission system has a role on providing QoS. This
can be approached for example from the point of view of which operations
a DVB-T2 receiver needs to perform in order to receive service data. First,
the receiver needs to synchronize to the radio signal. Then it needs to
receive the physical layer (L1) signaling in order to receive the L1 data
carrying data link layer (L2) signaling. Once L2 signaling is obtained, L2
data is received in order to gain access to the next layer signaling. The
concatenation of signaling and data on different layers has the effect that
for example if L1 signaling is disturbed badly in the transmission channel and
the L1 data cannot be received, also L2 signaling is unobtainable. Therefore,
the physical layer signaling should be the most robust part of the system
after the synchronization. This relationship of data and signaling paths
should be carefully taken into account in the system design. How this is done
in the design of DVB-T2 system is described in Chapter 6. A further problem
is how the signaling and data paths can be compared to each other, that is,
what are the requirements for both and using which criteria they should be
designed. A commonly used design criterion for the data transmission is Bit
Error Rate (BER) which is not the optimal measure of robustness for the
signaling path. For L1 signaling in DVB-T2 system, the Frame Error Rate
(FER) presents itself as a more representative error measure than BER.

1.4 Objectives and scope of the thesis

The main research topic of the dissertation is the relationship of the service
data and signaling paths. More specifically how their transmission can be
analyzed and should be designed in order to allow for optimal overall system
performance in a terrestrial broadcasting environment. The objectives of the
thesis can be crystallized in the following bullets:

• Study and analyze the design of mechanisms for providing required
QoS in broadcasting systems. The forward error control and inter-
leaving methods are mainly considered.

• Provide guidelines and ideas for the design and analysis of these mech-
anisms for future broadcasting systems emphasizing the relationship
of the service data and signaling transmission.

To approach the solution to this problem, the properties of the terrestrial
transmission environment and mechanisms utilized for provisioning QoS
therein are studied. Then the design process for wireless communication
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systems is examined. To obtain practical insight into the issue the trans-
mission of service data and signaling in the present DVB-H system are an-
alyzed. Further, the design process for the DVB-T2 system is investigated
and the performances of signaling and data transmission mechanisms are
studied. Based on these studies conclusions are drawn to present ideas and
suggest guidelines for the design and analysis of data and signaling paths
for future systems.

The thesis is organized in eight chapters: In chapter 2 the mechanisms of
guaranteeing QoS in digital broadcasting systems are studied. First of all the
specialties of the broadcasting environment are presented. Then methods
for utilizing diversity that is available in broadcasting systems, that is, FEC
and different interleaving mechanisms are investigated.

In chapter 3 the system design process is studied focusing on the mech-
anisms for provisioning the QoS. Also the performance measures against
which the systems are designed will be studied. Further, the use of simula-
tions in the design process is investigated.

In chapter 4 the current status of the digital broadcasting systems world-
wide is presented and the family of DVB standards is investigated in more
detail to provide knowledge that helps the reader in following the next chap-
ters dealing with these standards.

In chapter 5 the performance analysis of the DVB-H system link layer is
discussed. Both signaling and data path are studied and their performance
compared. In addition to theoretical calculations on the performance, sim-
ulations and field measurements are presented.

In chapter 6 the DVB-T2 physical layer standard and its design process
are investigated. Also simulation results on the performance of the data
and signaling are presented and guidelines for the selection of transmission
parameters for the signaling are considered.

In chapter 7 the future evolution of the broadcasting systems is discussed.
Further, guidelines for designing future systems based on the findings of the
studies with DVB-H and DVB-T2 in chapters 5 and 6 are given.

1.5 Author’s contributions

This dissertation is based on the following contributions by the author that
are further appended and harmonized here. Specially sections 5.2.2, 6.1.2,
6.2.4 and 7.2 present new results. The contribution of the author is indicated
for each publication.

• Tero Jokela, Jarkko Paavola, Heidi Himmanen, Valery Ipatov, “Perfor-
mance Analysis of Different Reed-Solomon Erasure decoding Strate-
gies at the DVB-H Link Layer”, in proc. IEEE International Sympo-
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sium on Personal, Indoor and Mobile Radio Communications, Septem-
ber 2006

Author’s contributions: The author performed the theoretical analysis
of the performance of different MPE-FEC decoding methods presented
by Heidi Himmanen earlier. Other authors supervised and instructed
in the preparation of the paper. Section 5.1 of the dissertation bases
on this publication.

• Jarkko Paavola, Heidi Himmanen, Tero Jokela, Jussi Poikonen and
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Chapter 2

Mechanisms of guaranteeing

QoS in wireless broadcast

system

In this chapter the mechanisms that are used to guarantee the performance
of a wireless broadcasting system are presented. The mechanisms apply
to both data path and signaling. We start with the characteristics of the
broadcasting environment. Let us assume that we are given certain band-
width at some frequency range and transmission power. These are regulated
by the governments in most countries. Having bandwidth and power fixed,
the most important resource to enable reliable wireless communication is
diversity. The concept of diversity is described in section 2.2. Further, the
mechanisms for utilizing the diversity in digital communication systems to
combat the harmful effects of the wireless environment are presented. The
aim of the chapter is to make the reader familiar with the basic concepts
that will be discussed later in the dissertation.

2.1 Wireless broadcasting environment

The reception scenarios in wireless broadcasting are usually separated into
mobile and static reception. The transmission channel observed by a mobile
receiver is more challenging from the receiver point of view than the static
one. A mobile receiver can move around in a city center, rural area, inside
buildings, inside a train and so on. Thus a rich variety of different usage
scenarios and environments is possible. A typical behavior for the mobile
wireless channel is that it varies over time and frequency and the varia-
tions can be relatively rapid. Static receiver corresponds to for example a
normal living room television with a fixed roof top antenna. The transmis-
sion received by a static receiver will experience much less changes in the
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Figure 2.1: An example scenario of multipath propagation.

channel quality as compared to the mobile one. These changes are due to
moving objects near the receiving antenna such as cars or swaying trees on
windy weather for example. The variations are commonly divided into two
categories as defined in [14]:

• Large scale fading is due to path loss of the signal as the receiver moves
and the signal is shadowed by large objects such as buildings etc.

• Small scale fading is due to constructive and destructive interference
of the different signal paths from the transmitter to the receiver.

Large scale fading is mostly relevant network planning when placing and
directing the transmitters while small scale fading is important for the design
of the communication systems [14]. This is why the small scale fading is
mostly addressed in this chapter.

An example of a scenario illustrating multipath propagation resulting in
small scale fading in a terrestrial environment is shown in Fig. 2.1. It is
observed that the different propagation paths can have different lengths and
thus different delays. Assuming that the transmitted signal is sinusoidal,
the different delays of the paths result in different phases for the signals
received through different paths. This effectively causes the signals from
different paths to add either constructively or destructively in the receiver,
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depending on the phase. When most of the paths add constructively, the
signal is strong. If most paths add destructively, the signal is weak. Let us
further consider that the receiver is moving with velocity v for example to
the direction shown by the arrow in the figure. Now the lengths of the paths
can vary with different velocities. As the distances of the receiver from the
transmitter via different paths change, the paths experience Doppler shifts,
that is, shifts in frequency. The Doppler shift of one path can be evaluated
by

∆f =
vpath

c
f0, (2.1)

where vpath is the velocity of the change of the current path, c is the speed of
the wave in the medium, that is, the speed of light in the case of a radio wave
propagating on air and f0 is the emitted frequency. The change in frequency
∆f can be either positive if the receiver is moving towards the transmitter
or negative if moving away from the transmitter. The coherence time Tc of
a channel is the time duration over which two received signals have a strong
potential for amplitude correlation [15]. Based on the maximum Doppler
shift ∆fmax among the propagation paths the popular rule of thumb for the
coherence time of the channel can be estimated by [15]:

Tc =
0.423

∆fmax
. (2.2)

The coherence time defines how fast the channel changes in time. From
the equation it is important to note that the larger the Doppler shift, the
smaller the coherence time. This intuitively means that the faster the re-
ceiver moves, the faster the channel changes. In addition to coherence
time, also coherence bandwidth Wc plays an important role in communi-
cations. Coherence bandwidth indicates how quickly the channel changes
in frequency. Coherence bandwidth can be evaluated based on the delay
spread Td indicating the difference in propagation time of the shortest and
the longest path with significant energy. Wc is estimated by [14]:

Wc =
1

2Td
. (2.3)

In addition to fading, wireless channels often suffer from impulsive noise.
Impulsive noise is a short noise pulse of relatively high power. Possible
sources of impulsive noise are for example ignition systems of automobiles
and electrical switches that can introduce sparks. Usually impulsive noise
introduces a burst of errors in the receiver. This kind of noise has been
found to have an effect on the transmission of DVB-T signals and receiver
algorithms for mitigating it are presented for example in [16].
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2.2 Diversity

As the wireless transmission channel varies in time and frequency, there is a
significant probability that the channel will be in a deep fade every now and
then. When the channel is in a deep fade, the signal is severely distorted by
the channel and the receiver is not able to decode the transmission result-
ing in transmission errors. To minimize the effect of the fades the system
should be designed so that the information passes through multiple channels
that fade independently. Now the probability that all the channels will be
in deep fade simultaneously is made smaller and thus the reliability of the
communication system is increased. The concept is called diversity. Diver-
sity can be viewed as a form of redundancy [17]. It is widely utilized in
present communication systems.

As presented in [14] and [17], different kinds of diversity in telecom-
munications can be divided into three main categories: Time, Frequency

and Space diversity. For time variant channels utilization of time diversity
translates into usage of error control coding and interleaving. Information
is coded and the coded symbols are dispersed over time in different coher-
ence periods of the channel. This way different parts of the codewords fade
independently. An illustration of the utilization of time diversity is shown
in Fig. 2.2. Let us consider that codewords (shown with different colors)
consist of four symbols and the error control code can correct one erroneous
symbol in each codeword. In our example if the time diversity is not uti-
lized, one codeword (blue) is transmitted during a deep fade and all of its
symbols are erroneous. Clearly our error control code capable of correcting
one erroneous symbol in each codeword is not capable of correcting the er-
rors of this codeword. Next, consider a situation when the codewords are
dispersed over a longer time period, say over the duration of four codewords.
We can see that with a similar channel only one symbol of each codeword
is erroneous and this can be corrected by the error control code. This is the
idea for utilizing time diversity in communication systems. In general to
exploit time diversity, interleaving and coding over several coherence time
periods Tc should be performed [14].

For wideband signals where the signal bandwidth W is greater than
the coherence bandwidth Wc of the transmission channel the frequency re-
sponse is not flat. Thus the channel varies in frequency and resource of
frequency diversity is available. For Orthogonal Frequency Division Multi-
plexing (OFDM) systems (such as the ones discussed in this dissertation)
the total signal bandwidth is divided into orthogonal sub-carriers. Selecting
the number of sub-carriers in relation to the bandwidth of the signal and
coherence bandwidth appropriately, the sub-carriers will experience narrow-
band flat fading. Therefore, in OFDM systems the frequency diversity can
be utilized in the same way as for time diversity by dispersing the coded in-
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Figure 2.2: Illustration of the utilization of time diversity by error control
coding and interleaving.

formation in the frequency direction, that is, over the sub-carriers of several
coherence bandwidths of the channel. For information on the mechanisms
for utilizing the frequency diversity in single carrier and spread spectrum
systems, the interested reader can turn for example to [14].

In a transmission system with multiple transmitting and/or receiving
antennas diversity in space can also be obtained. When the antennas within
the transmitting or receiving antenna array are placed sufficiently far from
each other physically, they introduce signal paths that experience indepen-
dent fading. The sufficient distance between the antennas in the antenna
array depends on the environment and carrier frequency. Typically a sepa-
ration of half to one carrier wavelength is considered to be enough [14]. Also,
different paths can be obtained by using different polarizations in the trans-
missions. When separate independently fading paths are available, they can
be combined to avoid deep fades. Several combining methods have been
designed and a good overview of the most important ones can be found
in [18]. Further, when the transmitter has more than one antenna, space-
time coding can be performed. Space-time coding distributes a code over
several antennas and time instants. A description of a popular mechanism
for space-time coding that is called Alamouti scheme after its inventor is
presented in [19].
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2.3 Techniques for utilizing diversity

Now that the basics of wireless transmission environments and diversity
issues are presented we can focus on the mechanisms that allow the designer
to utilize the different forms of diversity. First we go through Forward
Error Control (FEC) mechanisms and then introduce different interleaving
schemes.

2.3.1 Forward error correction

Forward Error Correction is a mechanism for error control. It is mainly
used in digital communication and data storage systems. In communication
systems the sender adds redundant data to its messages that allows detection
and correction of a certain number of errors in the receiver. The algorithm
that is used for calculating this redundancy is commonly called the error

control code or in short just code and its properties set the amount of errors
the code can correct. The redundant symbols generally depend on many
information symbols. There are several different error control codes known
today with different characteristics. One code can be better suited for low
complexity decoding while some other may have very good error correction
capability for example. Therefore it is an integral part of system design to
select the best code for the application.

FEC codes are usually divided into two categories, block and trellis codes.
The difference is in the processing of the input data. Block codes take input
as chunks of k information symbols and calculate the redundancy for these
symbols ending up in a codeword of length n. Once the redundancy is added
to the information symbols, the next chunk is processed. One important
subclass of block codes are linear block codes. They are widely used because
their structure allows for low complexity decoding algorithms [20]. Linear
block codes are generally defined by their generator matrices.

Trellis codes, the most important subclass of which are convolutional
codes, on the other hand process a continuous stream of input data and add
parity constantly. The division between trellis and block codes is not a very
strict one. Any block code can be described in terms of its trellis and also
any trellis code can be treated like a very long block code and a special rule
of encoding information bits into redundancy [21]. Tail biting technique can
be used to obtain shorter block lengths as studied in [22].

Let us go through some important properties of block codes with help
of a binary Hamming code of length n = 7 and k = 4. Hamming codes were
discovered by R. W. Hamming [23] around 1950. The generator matrix G
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for the (7, 4) Hamming code is

G =









1 0 0 0 1 1 1
0 1 0 0 0 1 1
0 0 1 0 1 1 0
0 0 0 1 1 0 1









The encoding of the information symbols to the codewords is simply done by
multiplying the generator matrix by the information vector (using modulo-2
arithmetic for binary code), that is:

c = xG. (2.4)

For example with the information sequence x = (1, 0, 0, 0) the resulting
codeword is c = (1, 0, 0, 0, 1, 1, 1). This code is called systematic, as the
information sequence is visible in the codeword. As we introduce addi-
tional symbols when encoding the messages, the bandwidth required by the
transmission of the information is increased. A measure for this bandwidth
expansion is code rate that is the ratio of the useful information and the
total codeword length:

R =
k

n
. (2.5)

For our Hamming code the rate is R = 4/7. Another important measure
for codes is the minimum distance of the code. The minimum distance
is defined as the minimum Hamming distance between any two codewords
of the code. Hamming distance is the number of differing symbols in two
codewords. For the (7, 4) Hamming code the minimum distance is known
to be d = 3. For block codes the error correction capability depends on the
minimum distance properties of the code in the following way:

d ≥ 2t+ 1, (2.6)

where t is the number of errors that can be corrected. With this formula
we can calculate that the (7, 4) Hamming code can correct one error in
each codeword. The error correction capability t can also be illustrated
geometrically as shown in Fig. 2.3. There are three different codewords u1,
u2 and u3 that are surrounded by a Hamming sphere of radius t. Clearly,
if the spheres do not intersect, the decoder will decode a vector within each
sphere to the corresponding closest codeword. This means that t or less
errors in each codeword will be corrected. To avoid the intersection of the
spheres the minimum hamming distance between the codewords should be
exactly as defined in Eq. 2.6. In the figure the received vector v is within
the hamming sphere of codeword u3 and will thus be decoded as being u3.

The function of the decoder of the FEC codes in general is to find the
codeword that was most likely transmitted knowing the received vector.
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Figure 2.3: Illustration of correction capability and minimum distance of a
code.

One measure for evaluating the likelihood is the Hamming distance. The
decoder can evaluate the Hamming distance of the received vector to all
codewords and decide that the codeword with the smallest Hamming dis-
tance was transmitted. This kind of decoding is called hard decision de-
coding. In hard decision decoding the observed symbols are converted back
to the original alphabet (binary for example) before the decoding process.
If more fine grained information on the received signal is available at the
decoder, soft decision decoding can be performed. In soft decision decoding
symbols are not converted back to the original alphabet before the decod-
ing, instead likelihood for each symbol is used in calculating the distance of
the received vector to the codewords. For soft decision decoding Euclidean

distance instead of Hamming distance can be used as the measure for esti-
mating the likelihood of the whole codeword. The Euclidean distance for the
observation v = (v1, v2, ..., vn) and codeword c = (c1, c2, ..., cn) is calculated
as:

de(v,c) =

√

√

√

√

n
∑

i=1

(vi − ci)2. (2.7)

Obviously for best error correction capability under soft decision decoding,
the Euclidean distance between the codewords should be as large as possible.
Again, based on the observation v, the codeword closest to the received
vector is selected. Generally soft decision decoding is more efficient than
hard decision decoding as making hard decisions before the decoding leaves
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Figure 2.4: Convolutional encoder (Rate 1/2).

the decoder with less information to base its decisions on. Different kinds
of decoder algorithms for both soft and hard decision decoding for different
codes are widely presented in the literature. For soft decision decoding
perhaps the most important are the Viterbi algorithm [24] for convolutional
codes and belief-propagation based iterative algorithms used for decoding
Low Density Parity Check (LDPC) [25] and turbo codes [26].

Let us next go through the important properties of convolutional codes
by studying the encoder of a simple code shown in Fig. 2.4. The figure illus-
trates a shift register that can be used to encode rate R = 1/2 convolutional
code. The operation of the encoder is the following. As one information
bit is clocked into the register, the outputs of the modulo-2 adders are mul-
tiplexed to form two coded bits (thus the rate 1/2). When clocking the
next information bit in, the previous information bit moves into the next
memory element. It is observed that a certain information bit affects not
only the output during its own bit interval, but also during the next two
intervals it is stored in the memory elements. A convolutional code is fully
defined by the number of memory elements, the number of outputs and the
connections between the shift registers and the modulo-2 adders [20]. The
connections are commonly presented by generator polynomials where the
degree of the formal variable z corresponds to the index number of a mem-
ory element and its coefficient is 1 only if a connection from the output of
the memory element to the modulo-2 adder is present. For the code of Fig.
2.4 the generator polynomial for the upper output path is g1(z) = 1+z+z2,
since there is a connection from before the first memory element (z0 = 1)
and after both memory elements(z1 and z2). Similarly for the lower out-
put path the generator polynomial is g2(z) = 1 + z2. Often, the generator
polynomials are presented in the literature in octal form. To obtain this
form, all polynomial coefficients are written from left to right as a single bi-
nary number and then converted into octal number system. The generator

19



polynomials of the code in our example would be (g1(z), g2(z)) = (7, 5). An
important parameter that affects the performance of the convolutional code
is the constraint length that is defined in [20] to be the number of memory
elements in the encoder plus one. For the code of our example the constraint
length is three. In analogy to the minimum distance of the block codes, the
convolutional codes have a measure called free distance that describes the
distance properties of the code. It does not directly tell the designer how
many errors the code can correct as the convolutional codes do not have
codewords or they can be considered to be of infinite length. However, the
bigger the free distance of the code the better the performance. The error
correction capability of a convolutional code within a sequence of a few (3
to 5) constraint lengths can be evaluated using the Eq. 2.6 [18].

One more classification for error control codes is to divide them into
systematic and non-systematic. For systematic codes information and re-
dundancy are separated from each other, so that for block codes the infor-
mation can be observed from fixed locations of the codewords even before
the decoding. Convolutional codes are said to be systematic if one of their
generator polynomials equals one, that is, the input bit is directly one of the
output bits.

The best codes known today from the error correction performance point
of view are the LDPC and turbo codes. Due to high calculation capabilities
of the current receivers, the codes can be efficiently decoded using iterative
belief-propagation algorithms. Both these codes are reported to perform less
than a decibel away from the theoretical capacity of the channel also called
the Shannon Limit. For large length LDPC codes, the performance is even
reported to be only fractions of a decibel away from the Shannon limit [27].
Similar results are presented for turbo codes in [28].

2.3.2 Interleaving

Most error control codes are designed to correct random independent errors.
When the channel has memory, like the multipath channel already described
does, the errors occurring in the channel are not independent. Instead they
appear usually in error bursts of variable duration. Introducing bursty er-
rors to the decoder of a code designed for independent errors degrades the
error correction performance of the system. Coding mechanisms for chan-
nels with memory have been presented, but the problem is to match them
to the variable nature of for example wireless multipath channels [29]. A
more direct approach is to interleave the encoded data to make the chan-
nel with memory seem memoryless for the decoder. Therefore the task of
the interleaver is to shuffle the code symbols over a span of several code
block lengths. The span is determined by the channel characteristics as de-
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Figure 2.5: 5x6 block interleaver.

scribed in section 2.2. The two most often used procedures for performing
the interleaving are called block and convolutional interleaving.

A block interleaver can be considered as an M -row-by N -column matrix.
Usually the permutation of symbols is obtained by filling the matrix column
by column. Also other ways to fill the matrix are possible, as is the case for
example for the DVB-T2 bit interleaver described in section 6.1. Once the
matrix is completely filled, the data is read out from the matrix row by row.
The deinterleaver performs similar processing in reverse order, that is, data
is written row by row and read out column by column. Fig. 2.5 illustrates
the permuting operation of the block interleaver for M = 5 and N = 6 block
size. The entries in the matrix indicate the order in which the symbols are
placed in the interleaver. If it is assumed that a code of length n ≤ M is
applied, then burst of length N in the channel introduces one or zero errors
in each codeword. The end-to-end delay for the interleaver deinterleaver pair
is 2MN symbol times. The amount of memory required in both transmitter
and the receiver is MN symbols. Usually, in the receiver the memory needs
to be doubled, because in the same time the current interleaver block is
being emptied the next may need to be filled already [18].

Convolutional interleavers have been proposed by Ramsey in [30] and
Forney in [29] in the early 1970s. The operation of the convolutional in-
terleaver is easiest to describe with help of Fig. 2.6. The symbols are fed
sequentially into the bank of N registers. Each successive register is J sym-
bols longer than the previous one [18]. The first register is not actually a
register, there is no storage and the symbol is output directly. Every time
a new code symbol is read in, the switch turns to the next register and the
code symbol is clocked into the register while the oldest one is clocked out.
After the last register, the switch turns back to the first one and the process
is repeated. The performance of the convolutional interleaver is reported to
be very similar to that of the block interleaver [18]. The advantage of the
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Figure 2.6: Convolutional interleaver.

convolutional interleaver is that its end-to-end delay is M(N − 1) and the
memory required in the transmitter and the receiver is M(N − 1)/2, where
M = NJ [18]. It is observed that both delay and memory requirement
are halved compared to the block interleaver. Naturally the interleaver and
deinterleaver need to be carefully synchronized for proper operation.
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Chapter 3

Design of digital broadcast

systems

When designing a broadcasting system, or as well any communication sys-
tem, the first thing to consider is whether there is a real need for such a
system. It is pointless to expend considerable effort to design a system that
will never be used. This analysis task may rather be done by commercially
oriented people than engineers themselves. For example, the need to create
digital television standards stems from the fact that radio frequencies are
an expensive and limited resource. With help of digital signal processing
and compression, several television channels can be transmitted in the same
frequency bandwidth as one analog television channel. Clearly, there is an
advantage for the service providers.

After a need is identified, the requirements for the system to be com-
mercially viable should be found. For example in the DVB organization
that generates standards for media delivery, there is a special group called
commercial module (CM) for defining the commercial requirements for the
systems. This group defines the guidelines for the system design in form of
requirements the system needs to fulfill from the commercial point of view.
These requirements can state for example what kind of services should be
carried, what should the maximum cost for the receiver chip of the system
be, in which environment it is to be used, are there backwards compatibility
requirements and so on. To continue with the digital television introduction
example, the customers, that is the television audience in this case, would
have to buy new equipment to receive the digital television transmissions.
Therefore the maximum cost for the receivers is an important issue. Also,
the users accustomed to the services and quality of analog television expect
to see at least the same services and quality and more with the new sys-
tem. Once the commercial requirements are defined, the technical design to
fulfill the requirements as will be described in section 3.1 can begin. The
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process of the development of broadcasting systems is also studied in detail
by Himmanen in [7].

The use of modeling and simulation in the design process is studied in
section 3.2. The design of coding, interleaving and modulation are examined
in more detail in section 3.3. The purpose of this chapter is not to go through
all possible choices the designer needs to make in the communication system
design. The purpose is rather to go through the design process and the
most important trade-offs that are available in the design of a broadcasting
system concentrating on the lowest two OSI layers, namely physical and
data link layers. These trade-offs and design process are further elaborated
with respect to DVB-T2 system in chapter 6.

3.1 System design process

The system design process is an iterative and recursive problem solving pro-
cess [31]. During the process the needs and requirements for the system
are transformed into system and process descriptions. The system design
process can be divided into four phases as described in [31]: Requirements

analysis, Functional Analysis and Allocation, Design Synthesis and Verifi-

cation. The relationships between the phases are visualized in Fig. 3.1.

In the requirements analysis process the functional and performance re-
quirements are developed for the system. This means translating the cus-
tomer needs into requirements that define what the system must do and how
well. Also design constraints (such as cost or backwards compatibility is-
sues for example) need to be identified and taken into account in defining the
requirements. This is the area in which the DVB commercial module oper-
ates. The developed requirements should be unambiguous and complete, so
that there is no room for misunderstanding them. The requirements lay the
foundation for the design process as the main purpose of the system design
is to transform the requirements together with constraints into a system.

In the functional analysis and allocation process the functionality of the
system is studied and split into smaller functional modules that together per-
form the overall functionality of the system. The performance requirements
for the smaller modules are identified from the performance requirements
of the whole system. The process of finding the requirements can be re-
peated to find architectures of ever increasing level of detail. During the
functional analysis the designer’s understanding of what the system should
do and how it can do it together with the relationship of the smaller modules
to one another is clarified. The relationships of the modules and the inter-
faces between them are studied. For the purposes of functional analysis and
allocation, functional block diagrams and timing schedules for the system
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Figure 3.1: The system design process, modified from [31].

are defined. The result is a functional architecture of the system that is a
description of the system in terms of functions and performance measures.
Once the analysis is complete and the functional architecture is defined the
requirement analysis should be reconsidered based on the findings of the
functional analysis and it should be verified that each function relates to
the requirements.

In the design synthesis the concept or actual physical designs are created
based on the functional descriptions. The output of the synthesis is referred
to as a physical architecture. After the synthesis process the result will be
compared to the functional requirements to check that the required func-
tions are fulfilled and the performance requirements are met by the design.
This comparison helps also in optimizing the synthesized design. During
the synthesis, such design issues may be encountered that the functional
requirements need to be re-evaluated. It is possible that several alterna-
tive designs for the system and modules are generated during the synthesis
phase. Out of these, the best option should be selected based on the most
relevant criteria (cost for example).
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Modeling techniques are often used during the synthesis. With help
of modeling the performance and behavior of the system can be estimated
before making final design decisions. Also, knowledge of the system based
on the models may assist the designer in finding better solutions for the
independent modules of the system.

Once the synthesis process is ready, the system should be verified. This
is done by comparing the design to the requirements and constraints for the
system. One important method for verification is simulation, where the sys-
tem is modeled by a computer software. With simulations the performance
of the system can be estimated to make a comparison to the performance
requirements before physically manufacturing the device. Also, when im-
plementing the simulator, design issues requiring changes in the design may
come up. Thus, already implementing a simulator is a form of verification
for the designed architecture. Once the design is verified by simulations, a
hardware prototype of the design is produced.

3.2 Use of modeling and simulation in design and

verification

Modeling and simulation are widely used tools for the communication sys-
tem design. System modeling represents mapping of a real system or its
prototype into a definition that can be used to study the system character-
istics. In addition to studying the system characteristics, modeling used in
combination with simulations is an effective tool for system design. Models
of different abstraction levels and accuracy can be created for the systems
based on the purpose of the model. Generally, a system is represented by a
chain of models for lower level functional blocks of the system. Ideally, the
designer would like to create models that exactly replicate the real system.
For most situations the exact models would be if not impossible to imple-
ment, at least too costly in simulation complexity or run time [32]. Therefore
simplifications to models are often necessary resulting in loss of accuracy for
the models compared to the real system. For example in modeling the re-
ceiver design in a communication system to study the performance of error
control coding in the transmitter-receiver chain it is common to assume
that the receiver is perfectly synchronized to the received signal. There-
fore, the simulator does not need to implement the receiver synchronization
algorithms.

Next, let us consider how the simulations can be used in the design of a
communication system. Suppose a system functional block diagram shown
in Fig. 3.2 is specified by the functional analysis. It is known from the user
requirements that the system is to be used in terrestrial static environment.
Therefore the channel-block should present a respective scenario. Let us fur-
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Figure 3.2: Block schema of an exemplary communication system.

ther assume that algorithms for transmitter and receiver blocks other than
channel coding are fixed. Now the designer is interested in what channel
coding algorithm should be used for the system. The designer simulates the
different alternatives for channel coding algorithms (convolutional or turbo
for example) and checks whether their performance in the presence of a
channel required by the user requirements fulfills the performance require-
ments and further ranks the algorithms based on their performance. Once
the best code is found out on the performance basis, the designer should
calculate the complexity of the different schemes and check these against
the complexity and timing constraints for the design. Usually, the best al-
gorithm option from the performance point of view is not the best option
from the complexity point of view. Therefore, the designer needs to decide
what compromises can be made.

The different modules in the system are often designed by different en-
gineers to meet the functional and performance requirements. Once initial
designs for the modules are ready, they can be put together in a simulator
and the performance of the system can be evaluated. With the help of the
simulator the performance of the modules can be optimized based on the
performance of the whole system instead of basing the optimization on one
module at a time. This is important as a combination of “optimal” modules
may not result in an optimal system from the performance or complexity
point of view. For example, if different designers have designed modules
incorporating interleaving there is a risk that once the modules are put to-
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gether the different independently optimal interleavers may even counteract
each other resulting in non-optimal performance of the whole system.

Suppose now that a receiver design is present for the static user scenario.
Next, it is found out for example in studies of consumer habits that the cus-
tomers would be willing to use the same services with portable receivers.
What the designer can do, is to change the channel block in the simula-
tor to one corresponding to the portable scenario. The performance of the
receiver in this scenario is studied and possibly necessary changes in the
design are identified. These changes can be implemented in the simulator
and the performance checked against the requirements for portable recep-
tion. Considering costs versus the gains of the changes, the designer judges
their viability. This is clearly an advantage of modeling and simulation; the
engineer can “prototype” between different ideas before implementing the
costly hardware prototype of the design.

In communication system manufacturing, usually both transmitter and
receiver need to be available for successful testing of implemented hardware.
In telecommunications industry, however, the same manufacturer does not
necessarily produce both transmitter and receiver systems. In broadcasting
systems it is common that the transmitter is standardized and the receiver
can be implemented in various ways to receive the standard accordant trans-
mission. Simulations can be used for the transmitter design to verify that
the transmitter produces the correct waveforms at its output. Also, having
a reference model for the receiver available at the time of transmitter design
guides the designer’s choices towards alternatives that assist the receiver
performance and implementation. The receiver manufacturer does not nec-
essarily need to implement the transmitter just for receiver testing purposes,
it is possible to use recorded test sequences. Also, when an exact (bit-true)
simulation model for the transmitter is available, it is possible to generate
test streams for the receiver implementation in a cost efficient manner by
the simulator.

There are several different ways to perform a simulation. The standard
is so called Monte Carlo simulation, in which the simulation is very close to
being the software counterpart of the actual system [32]. Monte Carlo sim-
ulations are based on repeated random sampling. Monte Carlo simulations
are especially useful when it is very hard or even impossible to compute the
system performance using deterministic algorithms. For example wireless
communication channels are often simulated using statistical channel mod-
els. The simulation model for a communication system most importantly
contains implementations for the transmitter, transmission channel and re-
ceiver. Bit-true models can be created for the transmitter and receiver that
mimic the actions of the actual system so that bits in the simulator corre-
spond to the bits that would go through the actual system. The accuracy
of the Monte Carlo simulations depends on the accuracy of the models. For
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Figure 3.3: Sources of error in simulation [32].

high precision models, the Monte Carlo simulations tend to be highly time-
consuming. To reduce the run time for the Monte Carlo simulations some
parts of the models can be handled using analytical techniques. This kind
of hybrid simulators are referred to as quasianalytical simulators [32].

3.2.1 Error sources and limitations in simulations

The results obtained with a simulator should not be taken directly as the
final truth. There are several sources of errors and inaccuracy in the simula-
tors that should be considered to have an idea of the accuracy and reliability
of the obtained results. The sources of errors or inaccuracies in simulations
can be divided into two categories of modeling and processing errors, as
shown in Fig. 3.3 presented in [32].

Errors or inaccuracy deriving from system modeling relate to the “inten-
tional” errors caused by the fact that not necessarily all functional blocks of
the system are incorporated into the simulation system (such as synchroniza-
tion for example). Functional blocks may be omitted from the simulations
as they are considered to have only a small effect on the overall performance
of the system. Of course, there is room for human error here, if the effect of
a block on the system performance is greater than expected.

Device modeling errors stem from the fact that the blocks of the sim-
ulator are not exactly like the blocks of the actual system. In theory it is
possible to create exact simulation blocks for discrete system blocks, but as
soon as physical phenomena of the device are simulated the match is not ex-
act any more. Ultimately the goal of modeling and simulation is to generate
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models that are close enough to the real system generating tolerable amount
of error. What is tolerable, depends on the system itself and what should be
learned out of the simulation results. Further, the cumulative effect of the
error induced by different blocks of the system is hard to predict. Therefore,
verifications of the simulator at different abstraction levels is necessary.

The error in random process modeling is an outcome of the differences
of the behavior of the random process and the actual process it is model-
ing. Random processes used in the simulators relate to the signal and noise
sources.

Processing errors stem from the restrictions of the simulation platform
such as amount of memory, computational power and precision. Simulators
running on computers use discrete-time and discrete-value representations
of signals due to the discrete nature of computers. The sampling of analog
signals for example presents some inaccuracy to the signal. It is well known
that if an insufficient sampling frequency is used, frequencies in the signal
are aliased to lower frequencies [33]. Further as the values of the signals at
discrete time moments are quantized, the precision of presenting the val-
ues has an effect on the processing error. The amount of memory limits
how much data can be handled by the simulator at a time. The memory
limitation demands for example truncating infinite impulse responses in the
simulations resulting in processing error. The computational power of the
simulation platform limits the length of the simulation that can be per-
formed within reasonable time. To obtain reliable results with Monte Carlo
simulations where the measure of interest is often a random variable, it is
essential to perform simulations that are long enough to eliminate the sta-
tistical variability of the results. Running too short simulations thus results
in uncertainty of the results. To obtain reasonable uncertainty in bit error
rate simulations for certain error rate pb, 10 to 100 error events should be
recorded [32]. Therefore, the amount of simulated bits should be in the or-
der of 10/pb to 100/pb. For example to obtain reliable results at BER 10−6,
the simulation should process 107 to 108 bits total. When simulating packet
error rates, where the packets consist usually of several thousands of bits,
also 10 to 100 error events (that is packets this time) should be obtained.
This leads to increased simulation time as compared to the bit error rate
simulations.

3.3 Design of coding, interleaving and modulation

at the physical layer

The technical design process of communication systems consists of the strive
to create a system that fulfills the requirements set initially by the user.
Ideally, the designer tries to create the best possible system taking into ac-
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count the limitations of information theory. This ideal must be loosened
since there are constraints imposed by the system complexity and QoS re-
quirements present. Due to the restrictions that can sometimes contradict
the requirements, the technical design process consists of trade-offs between
different ideals and restrictions. The technical design of a communication
system contains at least the following goals presented in [18].

1. Maximize bit rate

2. Minimize error probability

3. Minimize required power

4. Minimize required bandwidth

5. Maximize system utilization, that is, provide reliable services to max-
imal number of users with minimum delay and maximal resistance to
interference

6. Minimize system complexity, computational load and cost

Naturally all these goals cannot be met at once, which means that trade-
offs between them need to be done. Clearly requirements 1 and 2 are in
contradiction with 3 and 4 as the bit rate cannot be maximized while min-
imizing error probability, required transmission power (or signal to noise
ratio) and bandwidth. Therefore, an appropriate balance needs to be found.
Let us next go through the requirements for a broadcasting system and then
study the trade-offs in the technical design phase for coding, interleaving and
modulation in more detail as they are important building blocks to balance
between the goals (1-6).

3.3.1 Requirements analysis for broadcasting systems

For broadcasting systems there are at least two types of customers, which are
the broadcasters and the service consumers (receiver users). In the design of
the system, the needs of both customers need to be taken into account. The
first consumer need that sets requirements and constraints for the broad-
casting system design is the environment of use. The environment is defined
here to contain most importantly the transmitter configuration (satellite or
terrestrial) and mobility of the receiver (static or mobile). The mobility of
the receiver requires more robustness from the transmission system and also
the battery powered mobile receivers set constraints on the power consump-
tion. The broadcasters on the other hand require that the network costs
should be as small as possible. This translates into as large coverage area
for the transmitters as possible (with minimum power), cheap transmitters
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and possible utilization of existing infrastructure (transmission masts and
delivery network for example).

Another requirement from the service consumers is the service types that
should be broadcasted and what is the expected quality of service. The most
important question is, what quality the user expects when using the system.
The expectation of the service quality, on the other hand, depends on the
usage scenario. For example, a viewer following a soccer game on HDTV
television at home may feel more annoyed if there is a glitch in the video
than the viewer following the same game on a bus with a mobile device
with a small screen. All in all, it is obvious that the user having no interest
in the underlying technology, is willing to see the best quality of service
possible. For the design purposes the question should be considered the
other way round, that is, what is the worst quality the user could tolerate
while still being satisfied enough. This criterion sets the limits for the design
as the designer knows that the system should do at least better than this.
Considering broadcasting, the main types of service are streaming and data

services. An example of a streaming service is a digital television channel
and for data download it could be podcasts, that are downloadable media
files. For these two types of services the QoS requirements are different.

Commonly used QoS requirements of the error rate for the streaming
HDTV or Standard Definition TeleVision (SDTV) service is [6] “one visi-
ble/audible error in an hour”. For data download the requirement could be
for example “average 5 minutes time to receive a certain file correctly”. In
addition to the amount of tolerable errors the time for channel switching
(or zapping) is important for the streaming service consumer. The channel
switching time should be in the order of one second [7]. For the mobile view-
ers the requirement of the tolerable error rate for the streaming could be less
strict, for example “one visible/audible error in a minute”. The bit rates
required to provide good enough quality for different service types and also
different usage scenarios are different. One HDTV service requires 5 Mbps
to provide satisfactory audiovisual quality while mobile service destined for
terminals with small display requires only 1 Mbps or less. Further, for data
services, even lower bit rates may satisfy the required download time.

The designer translates the QoS requirements into performance require-
ments that can be used as a benchmark in the technical design as described
in sections 3.1 and 3.2. Common performance requirements are based on bit
rate, delay, delay jitter and error rate. Knowing the bit rate of the service
and the effect of bit errors on the video codec the requirement of one visi-
ble/audible error in an hour can be translated into a certain bit error rate
or maximum burst error length, that can be used when designing the cod-
ing and modulation for the system. Further, knowing the tolerable service
switching time the maximal delay for the system can be defined assisting in
the design of the interleaving and framing structure. In addition to inter-
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leaving, signaling has an effect on the channel switching time. If for example
the receiver receiving a certain service obtains only the signaling necessary
to continue receiving the current service, it takes a while to receive signaling
for switching to the target service. Thus the delay requirement affects also
the design of signaling transmission. The allowed delay jitter by the codecs
guides the design of buffering in the system. In analogy, the specified cri-
teria for data download services can be transformed into error rate, delay,
delay-jitter and bit rate requirements.

As an example, the DVB-T2 system [6] defined to be mainly used in
static reception conditions was designed against the Quasi Error Free (QEF)
criterion of one error in an hour. This criterion corresponds with a 5 Mbps
service to a Transport Stream packet error rate of approximately 10−7. It is
defined that 5 Mbps is enough to deliver satisfactory audiovisual quality to
the customer. Transport stream packets are 188 byte packets carrying data.
Assuming independent bit errors, the packet error rate can be translated
into a target bit error rate of roughly 10−10 to 10−11. The target service
switching time at the physical layer used in the design of DVB-T2 is 0.5
seconds. De-jitter buffers are included in the system to minimize the effect
of delay-jitter.

As an example of the mobile reception scenario, the performance require-
ment commonly used for design and measurements of a streaming service
of the DVB-H system in a mobile usage scenario is MPE-FEC Frame Error
Rate (MFER) smaller than 5% at the link layer. This error criterion is much
less strict than the quasi error free criterion for the stationary reception of
a streaming service. The MFER criterion is criticized for being too ambigu-
ous [34], as one erroneous frame may contain a variable number of errors.
Therefore other criteria such as Erroneous Seconds Ratio (ESR) have been
defined for mobile systems.

3.3.2 Design trade-offs

Once the functional and performance requirements for the system have been
considered, the more detailed functionality of the system is studied. Com-
mon functional elements for all current physical layer designs of broadcasting
systems are forward error control, interleaving and modulation. They are
essential for trading off between different inherent resources of communica-
tion systems. The general idea of trading off between the communication
resources using coding and modulation is visualized together with the trans-
mission capacity bound in Fig. 3.4 [18]. Notations G, C and F stand for
“Gained”, “Cost” and “Fixed” respectively. The parameters that can be
traded are pb (bit error probability or rate), RI/W (bandwidth efficiency,
information rate divided by bandwidth) and P (power or ratio of signal
power to noise power). Radio frequencies for broadcasting are allocated in
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Figure 3.4: Trading off between communication system resources [18].

blocks of frequency space. The use of frequency space is regulated by ITU
(International Telecommunication Union) and by governments. ITU ar-
ranges World Radio communication Conferences (WRC) every two to three
years to revise the radio regulations.

As the radio frequencies are allocated in blocks, we assume here for the
design purposes that the bandwidth W for the system is fixed. Also, as
we have a desired error rate from the performance requirements, the pb is
considered fixed. Now, there are two arrows in the figure indicating that
when pb is fixed, trade-offs between P and RI/W can be done. If the main
target is minimizing the required power P , then a sacrifice on the bandwidth
efficiency is necessary. As the bandwidth is fixed the RI/W can be altered
with coding and modulation. Therefore, to lower the power requirement,
a stronger code (of lower rate) or lower order modulation (carrying less
bits/symbol) is to be used. On the other hand if a gain on the RI/W is
necessary, a sacrifice on the power needs to be done. That is, if we want to
have higher throughput with fixed bandwidth, we need to use higher rate
codes, higher order modulation and consequently higher received power is
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necessary to reach the target pb. Note that the Eb/N0 is affected by both
power P and used modulation method (number of bits in each modulation
symbol).

The selection of the optimal FEC scheme depends on the performance
characteristics of the scheme and on its suitability for the particular system
approach. The selection between a block or trellis based coding scheme has
an effect on the design of other system blocks. Selecting a block-code makes
it natural to process data also in other system parts in blocks, while for
trellis based coding continuous data processing is more natural. Also, rate-
compatibility of the coding schemes should be considered if multiple code
rates are to be supported. For example for systematic Reed Solomon codes
the codewords can be shortened by setting as many first information symbols
as necessary to zero and not transmitting them. Puncturing can be done by
not transmitting a selected amount of parity symbols. For the LDPC codes
used in DVB-T2 on the other hand, the shortening and puncturing must
be done based on the specific structure of the used code to maintain the
performance. For trellis codes, the puncturing is done according to selected
puncturing patterns. In DVB-T/H the different physical layer code rates are
obtained by puncturing the mother convolutional code of rate 1/2. When
shortening and puncturing block codes, the codeword length varies with the
code rate. If codewords of same length for different code rates are favoured
in the system design, individual generator matrices for different rates are
necessary, as it is done in the DVB-T2 systems. Further, the performance
characteristics of different coding schemes can be simulated as described in
3.2 to find out the scheme with optimal performance matching the design
approach.

The selection of modulation schemes depends heavily on the expected
usage environments and their common characteristics. An optimal selection
for the modulation scheme should provide low bit error rates at low signal-to-
noise ratios, should perform well in multipath and fading conditions, should
occupy minimum bandwidth and should be cost efficient to implement in the
receivers [15]. All of these cannot be simultaneously satisfied. Important
issues in modulation scheme selection are power efficiency and bandwidth
efficiency. Power efficiency describes the ability of the modulation scheme
to maintain the fidelity of the digital information at low received power
levels. Bandwidth efficiency describes the ability of the modulation scheme
to accommodate data to a given bandwidth. The required throughput sets
constraints on the modulation order, that is the amount of bits carried on
each modulation symbol when the bandwidth, symbol time and number of
subcarriers for multicarrier modulation are considered fixed. The receiver
cost for the demodulation is an important factor in the modulation scheme
selection as the number of receivers in broadcasting networks is large. The
final selection of modulation mechanism is in general based on simulations
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of the modulator and different demodulator implementations in presence
of the impairments of the expected usage scenarios. Further, the trade-off
between applying a higher order modulation and lower rate channel coding
with different channel models can be studied with simulations. That is, if
spectral efficiency of 2 bits/symbol is required it can be studied whether it
is better to use for example Quadrature Phase-Shift Keying (QPSK) and no
channel coding or 16 point Quadrature Amplitude Modulation (16-QAM)
with a channel code of rate 1/2.

Interleaving has no effect on the RI/W for fixed bandwidth but in the
case of fixed pb it enables to trade-off between the system delay and P in
time or frequency variant reception conditions. The most widely utilized
interleaving mechanisms are block and convolutional based as described in
section 2.3.2. Convolutional interleaving is ideally suited for use with trellis
(or convolutional) codes [15], while block interleaving is better suited for
block coding. The required channel switch time sets the maximum delay for
the time interleaver. For the frequency interleaver the utilized bandwidth
sets the limits for the interleaving.

It is common to design a broadcasting system so that the same system
may be used by both mobile and static users. Therefore broadcasting sys-
tems are often configurable. In a configurable system a “toolbox” of modes
differing for example in modulation scheme, FEC code rate and interleaving
configuration is available. For broadcasting systems this leads to configuring
the network to transmit using a certain mode (or modes as in DVB-T2, this
will be discussed in section 4.2.2), so that desired user coverage for selected
user scenarios is achieved. If multiple configurations in the transmission are
allowed (as in DVB-T2) the cost for introducing new services to new groups
of receivers in the existing network is decreased. For example, the DVB-T2
system may start by transmitting only HDTV services for static receivers,
but after a while services using a more robust configuration (meaning lower
code rate, lower order modulation and longer time interleaving) may be
introduced in the same network for mobile receivers. Due to the configura-
bility of the system there is a need for signaling to inform the receiver on
current transmission parameters.

3.3.3 The role of signaling

The QoS requirements for the L1 and L2 signaling need to be found out based
on the requirements for the services at respective layers, as the signaling
enables the reception of the services and thus affects their QoS. In general,
the requirements for the signaling should be more demanding than for the
services, due to the “enabler” nature of signaling.

The signaling can be divided into in-band and out-of-band signaling
based on its transmission mechanism. In-band signaling is transmitted in
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the same channel as the information itself. Out-of-band signaling is trans-
mitted in its own dedicated signaling channel. The advantage of the out-
of-band signaling is that the signaling information for multiple services and
networks can be centralized. Centralizing signaling information is useful
in broadcasting networks, as the receiver can obtain necessary information
for the reception of all services in the multiplex from one place instead of
having to gather information from all the services. Naturally the in-band
signaling could contain signaling information for all other services, but this
would increase the overhead introduced by the signaling to the system as
the same information would have to be repeated in each service. Both in-
and out-of-band signaling can be used simultaneously in the same system
as in DVB-T2.

The design of coding, modulation and interleaving for the out-of-band
signaling is critical to enable robust and fast service discovery and switching
in broadcasting networks. In terminals with for example 3G and broadcast
receivers, it would in theory be possible to arrange the signaling channel
in a hybrid manner through the interactive 3G packet data. In this thesis,
however, it is assumed that the signaling channel is also a broadcast channel,
arranged in the signal by for example time division multiplexing as in DVB-
T2. For in-band signaling the coding, modulation and interleaving are the
same as for the service data as the signaling is embedded in the service.

The signaling information at all system layers in broadcasting networks
needs to be transmitted repeatedly to enable the receivers to connect to the
network and start decoding the services. The modulation and coding design
for the L1 signaling channel can be done similarly as for the data path. For
the service discovery, the signaling information should be obtainable by the
receiver without any prior knowledge except the presence of the signal. In
the design this leads to a predetermined transmission mechanism, that is,
fixed code rate, modulation, interleaving and mapping to framing structure
for the out-of-band signaling. The performance criteria for the signaling
are derived from the performance criteria for the data path. To enable the
reception of the services the signaling should be at least as robust as the
service it is signaling, preferably it should be more robust in the expected
usage environment. This corresponds to a more strict error criterion for the
signaling, that is, the signaling should reach the required error criterion at
smaller Signal-to-Noise Ratio (SNR) values than the data path. For systems
with seldom changing signaling information already the repetition enhances
the robustness. For systems with rather variable signaling information such
as DVB-T2 for example, the robustness gain of repetition is not necessarily
present and thus lower order modulation or lower rate code than for the
data path are necessary.

The delay limitation for the signaling derived from the service switch and
discovery time sets the maximum repetition interval and interleaving length
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for the signaling. The throughput required by the signaling depends on
the amount of signaling that needs to be transmitted for the receiver. The
capacity that the signaling requires from the network is taken away from
the transmission capacity of the main data, that is, the services. Therefore,
compact signaling information conveying only the necessary information is
desirable. Also, the repetition rate of the signaling has direct effect on the
capacity requirement for the signaling. The design issues for the signaling
in the special case of DVB-T2 system are further discussed in chapter 6.2.1.
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Chapter 4

Digital wireless broadcasting

standards

At the time of writing this dissertation in the beginning of year 2010, there
are five families of standards for digital wireless broadcasting of television
and other data services. Geographically the standards are roughly divided
into European DVB-family, north American ATSC-family, Japanese ISDB-
family, Chinese standards and South Korean DMB-family. There are also
digital radio broadcasting standards such as DAB and Digital Radio Mon-
diale (DRM) that are used for broadcasting audio and data services. In
addition to terrestrial broadcasting, also satellite systems are wireless, but
this chapter concentrates on the terrestrial systems. Thus, when referring
to wireless broadcasting, a terrestrial situation is considered. In this chap-
ter, the current status of the systems used globally for terrestrial wireless
broadcasting is studied first. Then a closer inspection of the DVB standards
family is presented to gain insight into the systems studied in the case-study
chapters 5 and 6.

4.1 Global situation of wireless broadcasting stan-

dards

The two most widely used wireless broadcasting standards are DVB-T and
Advanced Television Systems Committee (ATSC). They are used mainly
for the delivery of digital television to homes with fixed antennas. ATSC
is used in North America and South Korea, while DVB-T is used in Euro-
pean countries, Australia, many Asian countries and some African countries.
The third important broadcasting system is Terrestrial Integrated Services
Digital Broadcasting (ISDB-T) that is used in Japan and South America.
The official Chinese standard for wireless broadcasting is called Digital Ter-
restrial Multimedia Broadcast (DTMB) or sometimes Digital Multimedia
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Broadcast for Terrestrial and Handheld (DMB-T/H). It is likely to have
very large amount of users due to the large population of China.

In addition to transmitting services to fixed receivers, there are currently
nine more or less competing standards that are designed for broadcasting
services to handheld devices. In Europe the main system used is the DVB-T
based DVB-H (Handheld) and probably DVB-SH (Satellite Handheld) in the
future. The European Commission has endorsed DVB-H to be the preferred
standard for digital TV broadcasting to mobile phones or other handheld
devices. There are also some countries in Europe that use other standards
than DVB-H. Norway, for example, has decided to use the South-Korean
T-DMB for mobile broadcasting.

In north America, the main mobile standards are ATSC-M/H and Me-
diaFLO. ATSC-M/H is a new standard based on the basic ATSC used for
terrestrial and cable digital television. Differing from many other mobile
and terrestrial standards, it uses a Vestigial Side Band (VSB) transmis-
sion scheme instead of OFDM. MediaFLO is a proprietary system, which
resembles DVB-H on many system parts.

In Japan, ISDB-T is used for delivery of terrestrial digital television.
The ISDB-T transmission is divided into 13 segments. Commonly, television
services (HDTV or SDTV) occupy 12 segments and one is left for the mobile
services. Therefore, the name of the Japanese mobile broadcasting is 1seg.

In China the CMMB system is used for mobile broadcasting. Its oper-
ating philosophy is similar to the DVB-SH system, where terrestrial trans-
mitters are used as ”gap-fillers” for satellite network coverage. The CMMB
standard has real potential to become the most widely used of the mobile
broadcasting standards, due to the large population of China. Also, if the
receiver markets become large the prices may fall and also other countries
than China may find the CMMB an appealing alternative. Also, DTMB is
used in China. It is the official digital television standard in China that is
supposed to serve both mobile and fixed terminals.

In South-Korea T-DMB and S-DMB are used. The T-DMB system uti-
lizes the DAB standard for data transmission. The T-DMB services are free
to air, while there is a price for satellite S-DMB services. A large share of
new cellular phones sold in Korea contain a T-DMB receiver. Therefore,
the services are popular and consequently they can be financed by adver-
tisements. The coverage area of the T-DMB services is limited to large cities
and the larger coverage area of the satellite based S-DMB is the reason why
also S-DMB services are quite popular.

In conclusion, the technology field for fixed and mobile television systems
is very fragmented. It is quite unlikely that some standard would “win the
war” and become the de facto standard of the whole world for both usage
scenarios. Still, from the user point of view this would be a nice feature for
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at least mobile standards. When traveling from one country to another the
same device could be used for watching television everywhere.

4.2 Family of DVB standards

The Digital Video Broadcasting (DVB) project was established in 1993 when
broadcasters, equipment manufacturers and regulatory bodies in Europe
gathered to prepare the introduction of digital television. Since then, the
DVB project has played an important role in developing and standardizing
digital broadcasting systems that are used in Europe and also in other parts
of the world.

The core principle in the work of the DVB project is that the commercial
module figures out the market needs for a certain system. Usually, this work
is preceded by a study mission to identify possible new technologies that can
be used in a future system. Once market a need is obvious, the CM generates
commercial requirements, specifying in more detail what the characteristics
of the system should be from the commercial point of view. After this the
technical module (TM) works to create a technical specification to meet the
commercial requirements. After the technical work is done, the CM reviews
the technical specification and then it is sent to the DVB project’s steering
board for approval. Finally, the specification is sent to formal standardiza-
tion (for example to the European Telecommunications Standards Institute
ETSI). The important rule in DVB work is that the technical work is com-
mercially driven by the requirements of the member companies [35], [36].
The member companies represent industry related to the standards such
as transmitter and receiver manufacturers, service providers, measurement
system manufacturers and so on.

The first main physical layer standards that the DVB project generated
in the 1990s were DVB-S (Satellite) [37], DVB-C (Cable) [38] and DVB-T
(Terrestrial) [2]. These three standards are currently in use in the delivery
of digital television in many parts of the world. In addition, several related
higher layer standards are used on top of these, for example for transmitting
subtitles or service information [39] that is called layer 2 (L2) signaling in this
thesis. Further, based on DVB-T the DVB-H (Handheld) [4] standard was
specified to enable the broadcasting of digital services to handheld devices.
Currently, the second generations for the main standards DVB-S2 (Second
generation Satellite) [40], DVB-C2 (Second generation Cable) [41] and DVB-
T2 (Second generation Terrestrial) [6] are being developed and deployed.
The main driver for the second generation has been the introduction of
HDTV. Also, the analogue switch-off has released frequencies that should
be utilized as efficiently as possible. Advances in technology have enabled the
use of such mechanisms in the second generation that were considered in the
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time of design of the first generation systems to be too costly for consumer
products [35]. For example, the LDPC coding to be decoded with iterative
belief-propagation algorithms is used in the second generation systems. Had
these decoding algorithms been available in the time of specifying the first
generation systems in the 1990s, they would have been too computationally
complex for products of that time.

The principle with the satellite, cable and terrestrial physical layer stan-
dards has been that the standards should have as many commonalities as
possible, hence they are called the family of standards. For example, the first
generation physical layer standards differ mainly in the modulation method
to suit the systems in different transmission environments but for all of them
the input is an MPEG-2 transport stream. For DVB-S and DVB-C, single
carrier transmission is used, while DVB-T uses OFDM multicarrier trans-
mission that is better suited for the terrestrial environment. Also the second
generation systems have clear similarities in the transmitter processing to
ease the interoperability between the different standards. In this thesis,
the main focus is on the terrestrial standards DVB-T, DVB-H and DVB-
T2. They are in general technically the most advanced of the standards,
as they need to mitigate the harmful effects of the challenging terrestrial
transmission channels. Let us next go through the main characteristics of
the terrestrial standards.

4.2.1 First generation: DVB-T and DVB-H

The design of the first generation DVB systems was driven by the need to
digitalize the television transmissions for more efficient frequency spectrum
utilization than with analog transmission. Further, support for country-
wide Single Frequency Network (SFN) operation was desired for optimal
utilization of the available frequency spectrum. At the time of the design
of the terrestrial system, standards for cable and satellite transmission of
digital television were available and the introduction of the terrestrial stan-
dard was a natural continuation to make the family complete. This also led
to a requirement of maximal level of commonality with the DVB-S and -C
standards [42]. The first version of the DVB-T standard [2] was approved
in 1995 by ETSI. Since then it has been adopted in many countries as the
bearer of SDTV services. Still, thanks to the flexibility of the standard,
some countries such as Norway, Singapore, France and Estonia transmit
also HDTV services over DVB-T networks [43]. The DVB-T system was
originally designed mainly for delivery of digital broadcast for stationary
receivers with rooftop antennas. Portable reception was also considered
desirable but not mandatory, as it was not mentioned in the commercial re-
quirements [42]. Trials with mobile reception have shown that the flexibility
of DVB-T enables reception also in other scenarios than the stationary one.
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Due to adequate performance in some mobile scenarios, DVB-T is used also
for broadcasting services for mobile receivers for example in cars.

The DVB-H standard designed for mobile handheld receivers was adopted
as an ETSI standard in 2004. In the trials of mobile reception of DVB-T
it was found that the system should be enhanced to enable mobile recep-
tion with handheld devices [44]. The handheld property of the receiver
sets requirements that are not directly met by the DVB-T standard. The
enhancements were seen to be required to enable low power consumption
for battery-powered devices, increase flexibility in the network planning,
enable handover when moving around in an Multiple Frequency Network
(MFN), improve the performance in mobile channels with a small and pos-
sibly not optimally oriented reception antenna and add compatibility with
IP networks. DVB-H can be considered as an update for DVB-T to support
handheld reception. Most important updates for DVB-H are the addition
of time interleaving to combat challenging transmission channels and time
slicing (that is bursty transmission) to save the receiver battery. In addition
to power saving the time-slicing facilitates handover. The changes were de-
signed in a backwards compatible manner, so that the physical layer would
be almost the same as in DVB-T. This enables sharing the transmission
networks between the DVB-T and -H.

Physical Layer

The DVB-T as well as DVB-H system physical layer consists of the following
processes that are applied to the data stream [2]:

• Transport multiplex adaptation and randomization for energy disper-
sal

• Outer coding (Reed-Solomon(204,188) code)

• Outer interleaving (convolutional interleaving)

• Inner coding (punctured convolutional code)

• Inner interleaving

• Mapping and modulation (QPSK, 16-QAM and 64-QAM)

• OFDM

The block schema of the DVB-T standard together with the relationship of
the DVB-T to the DVB-S standard is illustrated in Fig. 4.1. It is seen that
mostly the concatenated and interleaved FEC scheme is inherited from the
DVB-S system. The input to the DVB-T or DVB-H system physical layer
is fixed length MPEG-2 Transport Stream (TS) packets [45]. The packets
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Figure 4.1: Block schema for DVB-T/H with relationship to previous DVB-S
standard.

are randomized by a Pseudo Random Binary Sequence (PRBS) for energy
dispersal. Outer encoding with the Reed-Solomon (RS) code with length
matched to the length of the TS packets is performed. The RS encoded
packets are interleaved to randomize the bit stream for the inner convo-
lutional code. The rate 1/2 mother convolutional code is punctured with
predetermined puncturing patterns to obtain different code rates (1/2, 2/3,
3/4, 5/6, 7/8) according to the robustness needs. The inner interleaving as-
sures that subsequent bits from the convolutional encoder are not mapped to
the same modulation symbols in the mapping and modulation. The mod-
ulation schemes defined for the DVB-T system are QPSK, 16-QAM and
64-QAM. The modulation schemes carry 2, 4 and 6 bits in one modulation
symbol respectively. Finally the modulated symbols are carried in different
subcarriers of the OFDM system. In addition to data, the OFDM sub-
carriers carry physical layer (L1) signaling information, called Transmission
Parameter Signaling (TPS) and pilot symbols that are used for estimating
the transmission channel and synchronization in the receiver. Two differ-
ent OFDM transmission modes named after the Discrete Fourier Transform
(DFT) size, namely 2k (2048) and 8k (8192) are defined. The Fourier trans-
form and inverse transform are commonly performed using the widely known
Fast Fourier Transform (FFT) algorithm [46]. The size of the FFT defines
how many subcarriers there can be in the OFDM symbol. The OFDM sym-
bol is formed in frequency domain and inverse transformed into time domain
for transmission. To reduce the effect of intersymbol interference in multi-
path and SFN environments, a guard interval also known as cyclic prefix is
inserted into the OFDM symbols.

The physical layer of DVB-H is relatively similar to DVB-T with only
optional additions. Therefore, DVB-T and DVB-H can co-exist in the same
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Figure 4.2: A conceptual description of the DVB-H system [4].

transport multiplex if these additions are not used. The relationship between
the DVB-T and -H is presented in Fig. 4.2. The additions to the physical
layer contain an additional 4k (4096 carriers) transmission mode, an in-
depth interleaver that can be used for 2k and 4k modes and an extension of
the TPS information to support DVB-H systems. The additional 4k mode is
intended to provide more flexibility to network planning being a compromise
between the large SFN size of the 8k mode and robustness in mobility of
the 2k mode. The in-depth interleaver performs interleaving over 2 and
4 OFDM symbols for 4k and 2k transmission modes increasing the time
diversity to the same level with 8k transmission mode without the need for
extra interleaving memory. The TPS is extended to carry bits signaling the
use of the new 4k transmission mode, in-depth interleaver and the use of
Link Layer MPE-FEC and Time slicing discussed in the next section.

Link Layer

The input to the DVB-T physical layer from the link layer is a stream of
MPEG-2 Transport Stream (TS) packets of constant length 188 bytes. In
DVB-T the services are multiplexed into a continuous stream of TS pack-
ets. The TS packet header field Packet IDentifier (PID) is used to identify
different elementary streams carrying different services within the transport
stream. L2 signaling, also called Program Specific Information and Service
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Information (PSI/SI) signaling, is used to inform the receiver about the net-
work structure and services, for example, which services are found on the
elementary streams with different PID values. Therefore, the PSI/SI plays
an important role in service discovery and reception. The performance and
transmission mechanism for the PSI/SI is studied in section 5.2. In order to
receive a single elementary stream the receiver needs to filter the TS packets
based on the PID.

The link layer is the main improvement of the DVB-H over DVB-T. The
DVB-H services are IP-packet based. Therefore, the IP packets are encapsu-
lated in Multi-Protocol Encapsulation (MPE) packets for transmission in TS
packets as defined in [47]. The additional features at the link layer include
time slicing and one more stage of error correction called the Multi-Protocol
Encapsulation - Forward Error Correction (MPE-FEC). Time slicing means
that the transmission is time division multiplexed, that is, one service is
sent in bursts separated in time. Therefore the multiplexing of the services
is done in a different way than for the DVB-T. This difference is illustrated
in Fig. 4.3 with an exemplary configuration of a signal carrying three DVB-
T and four DVB-H services. The power-saving is achieved due to the fact
that the DVB-H receiver can switch off some of the power consuming radio
components between the bursts of the service it is following. If the receiver
is following service 1, it can go to sleep mode for the transmission time of the
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services 2, 3 and 4 while the DVB-T receiver needs to be on all the time for
receiving one service. It is important to note that the DVB-H receiver per-
forming time slicing receives updates for the PSI/SI only during the on time
of the burst. The time slicing parameter delta-t indicating the time to the
beginning of the next burst is embedded in the MPE-packet header in each
burst. The MPE-FEC utilizes a RS(255,191) code combined with virtual

time interleaving to combat channel fading. The term virtual is used be-
cause the data itself is not interleaved, only the redundancy is calculated in
an interleaved manner. The MPE-FEC and time-slicing are closely related
as exactly one MPE-FEC frame is transmitted in one time slicing burst.
The properties and performance of the MPE-FEC will be further studied in
chapter 5.1.

In addition to power saving, the bursty transmission enables the receiver
to perform seamless handover [48]. During the time between the bursts of
interest the receiver can probe the neighbouring frequencies transmitting
the same service. The neighbouring frequencies are signaled in PSI/SI. If
a better signal is found from another frequency, the receiver can switch to
receive the service from that frequency without the user necessarily even
noticing that a handover has happened.

4.2.2 Second generation: DVB-T2

The development of the second generation terrestrial digital video broad-
casting standard DVB-T2 [6] started in 2006 when DVB initialized a study
on how the DVB-T standard could be upgraded. Several appealing new
technologies had become available after the introduction of the first gener-
ation standards and potential for substantial enhancement was identified.
The commercial requirements for the DVB-T2 [49] indicated that a certain
degree of backwards compatibility to DVB-T was required. It stated that
the reception of DVB-T2 should be possible with the current antenna in-
stallations for DVB-T. Therefore, the static reception scenario was the main
target, but the system should also support services targeted for portable and
mobile receivers. Otherwise, the requirements gave the designers rather free
hands. From the family of standards point of view, as many existing parts of
the standards family as possible should be utilized in the design. Therefore,
similarities with the first second generation standard DVB-S2 are visible.
The main requirements steering the technical design given by the commer-
cial requirements are as listed in [7]:

• Provide a capacity increase of at least 30 % compared to DVB-T

• Provide improved SFN performance

• Provide service specific robustness
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• Provide means to reduce peak-to-average power ratio

• Provide bandwidth and frequency flexibility

Once the commercial requirements were created for DVB-T2 the tech-
nical design for the next generation terrestrial system was initialized. First
the technical module issued a Call for Technologies (CFT) [50] that asked
for proposals for the technologies to be used in the new system. The pro-
posals were to incorporate simulation models and performance evaluation
if possible to assist the technology selection process. Further, these models
for individual system modules were incorporated in the common simulation
platform for the whole system to study the overall performance of the sys-
tem. This illustrates a practical use of simulation in the design process as
described in Chapter 3.2. The first version of the physical layer standard was
finalized in 2008. Let us next go through the characteristics of the DVB-T2
system and examine how these requirements are met by the design.

Physical Layer

The DVB-T2 standard [6] as its predecessor DVB-T is based on OFDM as
the transmission scheme. In addition to the FFT modes defined in DVB-T
(2k and 8k), the DVB-T2 standard defines 1k, 4k, 16k and 32k FFT sizes.
Having a larger FFT size increases the number of carriers in each OFDM
symbol and consequently lengthens the duration of symbols as the sampling
frequency is the same for all FFT sizes in DVB-T2 when the bandwidth is
kept constant. On the other hand, the carriers are packed more densely in
the spectral domain increasing vulnerability to Doppler effect present in a
mobile environment. In DVB-T the overhead introduced by the pilot carri-
ers and guard interval is large, as already the pilots introduce an overhead
of order of 10 % [51]. DVB-T2 introduces new pilot patterns and guard in-
tervals that can be used to reduce the overhead and thus increase the useful
data rate for the services. The less dense pilot patterns reduce the per-
formance of the channel estimation for demanding reception conditions, but
provide good enough performance for static reception conditions. The quard
interval has an effect on the SFN performance of the system. For example
if a guard interval fraction of 1/4 is required for proper SFN operation with
8k mode, the guard interval fraction to obtain the same absolute duration
for the guard interval for 32k mode is smaller. Thus, the overhead intro-
duced by the guard interval is smaller for 32k. Consequently, if the same
1/4 fraction for 32k were used, the SFN performance would be increased as
compared to the 8k mode. For further increase in data rate 256-QAM is
introduced.

One significant architectural change as compared to DVB-T is the intro-
duction of Physical Layer Pipes (PLPs) that enables service specific robust-
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ness. Using the physical layer pipes Time Division Multiplexing (TDM) of
the services can be performed and only the wanted PLP can be be received
at a time. This is different from DVB-T where the whole multiplex must
be received, but resembles the DVB-H transmission with time slicing. The
difference to DVB-H is that the time slicing is performed at the physical
layer instead of the link layer. Further, in DVB-T2 optional Time Fre-
quency Slicing (TFS) is defined. In TFS one time sliced PLP is transmitted
on different radio frequencies in different bursts. Each PLP can have its
own modulation mode (QPSK, 16-QAM, 64-QAM or 256-QAM) and code
rate (1/2, 3/5, 2/3, 3/4, 4/5 or 5/6). Optionally for each PLP constellation
rotation can be used. In constellation rotation the constellation is rotated
and imaginary and real parts of the modulation symbols are transmitted on
different OFDM subcarriers. Once this is done, iterative demodulation in
the receiver can be performed. Constellation rotation is reported to enhance
the performance of the system in challenging channel conditions.

Forward error correction coding in DVB-T2 is based on a similar mecha-
nism as in DVB-S2 consisting of concatenated LDPC and BCH (Bose Chaud-
huri Hocquenghem) coding. Some of the codes defined in DVB-S2 have been
changed to match the terrestrial system better. The LDPC coding mecha-
nism provides robustness gain over the DVB-T mechanism based on concate-
nated convolutional and Reed-Solomon coding. Also, it has been pointed
out that in the DVB-T systems the lack of time interleaving introduces chal-
lenges in difficult reception conditions (for example mobile reception) [52].
Therefore, in DVB-T2 physical layer time interleaving is introduced in order
to obtain better time diversity and thus better performance in mobile and
portable usage scenarios. The block schema of a DVB-T2 transmitter and
relationship to other DVB standards is visualized in Fig. 4.4. The input to
the DVB-T2 physical layer are Transport or Generic streams. The packets
of these streams are transmitted in baseband (BB) frames that are input to
the bit interleaved coding and modulation (BICM) module of the system as
shown in Fig. 4.4.

In order to enable the reception of PLPs separately, physical layer (L1)
signaling indicating how the PLP can be received is necessary. In DVB-
T2 the L1 signaling is transmitted in preambles located in the beginning
of so called T2 frames. This is quite different from DVB-T where TPS
information is transmitted in a continuous manner over 68 OFDM symbols.
One T2 frame is a sequence of a configurable number of OFDM symbols. The
T2 frame begins with a preamble consisting of P1 and P2 OFDM symbols
followed by data symbols. A P1 symbol is a specific preamble symbol that
enables quick detection of the presence of a T2 signal on the RF channel
and initial synchronization to the signal. P2 symbols carry most of the L1
signaling. The structure of the T2 frame is depicted in Fig. 4.5.
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The multiplexing is done in the frame builder (Fig. 4.4). The multiplex-
ing of the services to the T2 signal in one RF channel is further presented in
Fig. 4.6 by an example of two data PLPs. The L1 signaling is divided into
L1-pre and L1-post signaling, both transmitted in P2 symbols. L1-pre sig-
naling provides general information on the system and the means to receive
the L1-post signaling. L1-post contains the information such as addressing,
modulation order, code rate and so on to give the receiver the means to
receive the PLPs. The common PLPs are used for transmitting informa-
tion that is common to several PLPs, for example link layer (L2) signaling
and electronic program guide (EPG). The data PLPs of type 1 consisting
of one burst in the T2-frame are mapped directly after the common PLPs.
Type 2 PLPs consisting of several bursts also called subslices (not shown
in the figure) are mapped after the type 1 PLPs. It is important that the
OFDM subcarriers allocated for the PLPs can be different from frame to
frame to enable statistical multiplexing over PLPs. Statistical multiplexing
enables better usage of the available bandwidth for variable bit rate services
than allocating a fixed number of carriers for each PLP. Therefore, the ser-
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Figure 4.5: Structure of a T2 frame.

vice provider is able to allocate more services into a DVB-T2 signal with
statistical multiplexing than would be possible without it.

Peak-to-Average Power Ratio (PAPR) is a problem in OFDM systems.
High PAPR results in spectral spreading and distortion when the signal is
passed through a nonlinear device, such as the power amplifier in the trans-
mitter [53]. Therefore DVB-T2 specifies two means to reduce the PAPR,
namely Active Constellation Extension (ACE) and Tone Reservation (TR).

Bandwidth and frequency flexibility is obtained in the system by allowing
several RF signal bandwidths (1.7, 5, 6, 7, 8 and 10 MHz). Several RF signals
can further be combined to form a T2 signal by means of TFS. This allows
a great deal of freedom for the network designers. Further, when using TFS
there is a potential for increased statistical multiplexing gain as there are
more services to perform the multiplexing over.

Link Layer

The input to the DVB-T2 physical layer from the link layer is Transport
Streams, Generic Streams or both. With TS input, the link layer operations
are rather similar to DVB-T with updates in the PSI/SI signaling. Further,
TS may be split into different PLPs based on services. Also, part of link
layer signaling common to all services transmitted in different PLPs may
be transmitted in common PLPs instead of repeating it for each PLP. The
option of using TS is available to enable easy transition from the first gen-
eration to the second, as the available transmission network equipment for
DVB-T supports TS directly.

The GS input provides a more optimized encapsulation mechanism [54]
for carrying IP and other network layer packet based content over the second
generation DVB physical layers. Generic Stream Encapsulation (GSE) offers
a reduced overhead in encapsulation as compared to the MPE used in DVB-
IPDC (IP Datacast) on top of the transport stream. Reduction of overhead
by a factor 2-3 with respect to MPE over TS is reported in [55]. GSE also
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Figure 4.6: Mapping of PLPs to T2 frame.

performs the fragmentation of the network layer packets to fit them into
baseband frames. Thus the problems arising from the network layer packet
fragmentation can be avoided and the GSE level fragmentation is hidden
from the network layer [55].
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Chapter 5

Case study: DVB-H link

layer analysis

As considered in previous chapters, the main building blocks that affect the
QoS at the physical and link layers of a broadcasting system are forward
error control coding, interleaving and signaling. In this chapter we study
the mechanisms used and their performance at the DVB-H system link layer
to obtain a practical view on the effect.

In DVB-H forward error control can be applied at three different system
layers: physical, link, and application layers. Here, the FEC at the physical
and link layers are mainly considered and analyzed. In addition to FEC,
also interleaving processes are investigated, since they are closely related
to FEC and they have a great effect on the system performance in mobile
transmission environments as described in chapter 2.

Control signaling later referred to as solely signaling affects the QoS
observed by the user as described in section 3.3.3. Signaling is used at
several system layers of the DVB-H system to give the receiver necessary
information to synchronize each layer to the transmission network. At the
physical layer (L1) the signaling information consists of for example the
modulation order and code rate used so that the physical layer of the receiver
is able to extract the service data and to pass it to the link layer. The link
layer (L2) signaling information consists of parameters that are required at
the link layer for service discovery and reception. With this information
the receiver link layer can locate the required service data from the physical
layer output. There should be no need for the L2 to know the L1 signaling
parameters or vice versa. This way the independence of the different system
layers is maintained. Still, interaction between the layers is necessary. In
DVB-H the delta-T indicating the time from burst to burst can for example
be considered to be L2 information, being carried in the L2 packet (MPE)
header, but it is needed in switching the physical layer parts on and off
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for power saving. Thus, the link layer controls the physical layer. In this
chapter the L2 signaling is analyzed to gain knowledge on the robustness of
the service following and discovery.

5.1 Error control coding and diversity in DVB-H

The physical layer forward error control coding in DVB-H consists of con-
catenated RS and convolutional coding as described in section 4.2.1. The
length of the RS code is matched to the length of the TS packet, that is,
the contents of each TS packet are individually protected by the RS code.
Thanks to this individual protection, the physical layer in receiver can detect
whether it was able to decode each TS packet correctly or not. This infor-
mation collected by the receiver is utilized in part of the analyses presented
in this chapter. After the RS encoding, the codewords are interleaved by a
convolutional interleaver with N = 12 and J = 17 (see Fig. 2.6). The mem-
ory required by such an interleaver is NJ(N−1)/2 = 1122 bytes. Therefore,
this interleaver is capable of spreading data over a couple of OFDM sym-
bols, the amount depending on the modulation scheme and FFT size used.
Synchronization of the deinterleaver in the receiver is enabled by the syn-
chronization bytes of the TS packets that are always passed through the
interleaver branch without delay. The synchronization byte (or inverted
synchronization byte) should be found from every 204th byte.

The output from the convolutional interleaver is transformed into binary
form and fed to convolutional code encoder with rate R = 1/2 and genera-
tor polynomials G1 = 171oct and G2 = 133oct. The outputs of the rate 1/2
encoder are punctured to allow code rates 2/3, 3/4, 5/6 and 7/8. The inter-
leaver after the convolutional encoding consists of bit-wise interleaving that
is followed by symbol interleaving (the latter can also be called a frequency
interleaver as it interleaves the data to the subcarriers of an OFDM symbol).
The symbol interleaver counteracts the effect of frequency selective fading
that is often present in a terrestrial environment. Both interleavers operate
within one OFDM symbol if the optional in-depth interleaving is not uti-
lized. With in-depth interleaving the interleaving is performed over four or
two OFDM symbols for 2k and 4k modes respectively. As a conclusion time
diversity corresponding to the duration of a few 8k OFDM symbols can be
obtained with the whole physical layer interleaving chain. In real time this
corresponds to a few milliseconds. For mobile channels, this is not enough
and therefore additional MPE-FEC at the link layer is introduced to cover
up for the lack of time interleaving at the physical layer. Time interleaving
at the physical layer would have been a good feature for DVB-H, and a more
effective one than the link layer interleaver, but the backwards compatibility
requirements to DVB-T imposed restrictions for the re-design.
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Figure 5.1: The link layer operations of DVB-H [61].

The input to the DVB-H system link layer in the transmitter side is
IP datagrams. When MPE-FEC is used, the datagrams are inserted into
the MPE-FEC frame column-wise (Fig. 5.1) for the row-wise calculation
of redundancy bytes with the RS(255,191) code. The number of rows in
the frame can be 256, 512, 768 or 1024. The number of rows in the frame
defines how much data there can be in one frame and consequently affects
the duration of the time-slice and delta-t for a given service bit rate. Time-
slicing and MPE-FEC are closely related to one another, since exactly one
MPE-FEC frame is transmitted during a time-slicing burst. The number of
data columns is one to 191 and the number of redundancy columns is zero
to 64. As the RS code parity is calculated horizontally, using less than 191
of the columns for the data translates into effectively shortening the code.
Respectively, omitting redundancy columns translates into puncturing the
code. A combination of code shortening and puncturing by using different
amounts of columns for the data and parity is used to achieve different
MPE-FEC code rates. The different code rates are used to find the trade-off
between good enough mobile performance and overhead introduced by the
parity when configuring the network. The code rate is close to 3/4 if all 191
data columns are used and all 64 redundancy columns are transmitted.

For the transmission over the physical layer the MPE-FEC frame is di-
vided into sections so that an IP datagram forms the payload of a MPE
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section and a redundancy column forms the payload of a MPE-FEC sec-
tion. Important for the receiver operation, information to which address
in the frame the contents of the section belongs to and real time parame-
ters such as delta-T are inserted into the section headers. After the section
header is attached, the four CRC-32 redundancy bytes are calculated for the
section. The sections are transmitted in MPEG-2 transport stream format
as defined in [45] and [47]. The device performing most of the DVB-H spe-
cific operations as compared to DVB-T (packet encapsulation, time slicing
and MPE-FEC encoding) is called an IP encapsulator [56]. The operations
performed by the link layer are illustrated in Fig. 5.1.

In the receiver after demodulating the information bits the convolutional
code is decoded. Commonly convolutional codes are decoded using the well
known Viterbi-algorithm [24]. The implementation of soft decision decoding
with the Viterbi-algorithm is of reasonable complexity and therefore often
used. For the RS code on the other hand, hard decision decoding is the main
alternative, as the complexity of soft decision decoding RS codes is high.

The output of the DVB-H physical layer at the receiver consists of TS
packets that are the input to the DVB-H link layer for IP decapsulation. The
receiver reconstructs the MPE and MPE-FEC sections from the TS packets.
The IP datagrams and redundancy columns carried inside the sections are
inserted to correct locations in the MPE-FEC frame based on the knowledge
carried in the section header. The RS decoding is then performed row-wise.
As the FEC redundancy is calculated row-wise and the transmission occurs
column-wise, there is “virtual” time interleaving for the MPE-FEC frame.
The term virtual here is used because only the redundancy is transmitted in
an interleaved manner and data is transmitted without interleaving. This
link layer interleaving is introduced to compensate for the lack of physical
layer time interleaving. Again, leaving the data without interleaving was a
design decision to allow compatibility with receivers that are not capable of
performing the MPE-FEC decoding at all. After the MPE-FEC decoding,
the IP packets are forwarded to the application layer for processing.

The application layer FEC for DVB-H is defined in [57]. It is mainly de-
signed for use with file delivery services, but also studies on its applicability
for streaming services have been presented for example in [58]. The main
advantage of the application layer FEC is that it can provide great time di-
versity for the file download, where the delay constraint for the content and
service switching is very loose as compared to streaming services. Also, the
memory at the application layer is “cheaper” than at link or physical layers,
as general purpose memory can be used at the application layer instead of
dedicated memory. Therefore longer interleaving can be implemented at the
same cost. On the other hand, application layer FEC mechanisms usually
have to perform less effective hard decision decoding instead of soft decision,
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as conveying soft information from physical layer to application layer would
be very complex to implement in the receivers.

5.1.1 MPE-FEC performance analysis

The standard [47] defines the Reed-Solomon code used in the MPE-FEC
and how to puncture or shorten it. The decoding method is, however, left
open for each receiver manufacturer to decide. For Reed-Solomon codes
decoding with erasures is possible and recommended in [59] among primary
options. Erasure in this context stands for an unknown symbol value in
a known location in a codeword. The advantage of the erasure decoder is
that it is capable of correcting more erroneous code symbols than the non-
erasure decoder. Further, the error correction performance of the code could
be enhanced by soft decoding using algorithms such as the one by Koetter
and Vardy (KV) [60]. At the link layer, soft information obtained from
the demodulator is unfortunately not easily accessible and therefore soft
decision decoding performance is not considered here. To convey the soft
information from the demodulator it would require that the convolutional
and Reed-Solomon codes of the physical layer were decoded so that soft
information output could be provided.

In DVB-H, different options exist to obtain the erasure information for
MPE-FEC decoding. It is suggested in [59] that the erasure information
could be obtained from the Cyclic Redundancy Check (CRC) error detec-
tion mechanism embedded in MPE and MPE-FEC sections in the encap-
sulation process. The erasure decoding based on CRC check is referred to
in the following as CRC-erasure (CE) decoding. Another option is to ap-
ply error information provided in the transport stream (TS) packet headers.
This erasure decoding method is referred to as transport stream erasure
(TSE). In [61, 62] two decoding methods based on correcting both errors
and erasures were proposed. These decoding methods were called hierarchi-
cal section erasure (HSE) decoding and hierarchical transport stream (HTS)
erasure decoding. Here these methods are called MPE-header-erasure de-
coding (MHE) and PID-erasure decoding (PE) with respect to the way the
erasure information is obtained. The main difference between the decoding
methods from the performance point of view is the way the erasure infor-
mation is obtained and how it is utilized in the decoding process.

In the following, the error correction capability of the RS-based MPE-
FEC at the DVB-H link layer is analyzed theoretically based on decoding
error probabilities for the four different decoding methods. A stationary
memoryless channel for the bit stream arriving at the link layer is assumed.
This assumption is justified when the interleaving procedures preceding the
link layer decoding stage are effective enough to disperse the error bursts
occurring in the transmission channel. The following analysis treats the
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physical layer bit stream as an output of a binary symmetric channel with
the bit error (crossover) probability p. Then the probability of error ps for
one eight bit RS symbol (byte) is

ps = 1 − (1 − p)8 ≈ 8p, (5.1)

approximation being valid whenever p << 1.
The criterion to compare the performance of the different decoding meth-

ods is MPE-FEC frame error rate (MFER). A frame is considered erroneous
whenever the decoding of the frame is not successful (that is when the de-
coder was unable to decode at least one row). The payloads of the sections
belonging to the RS data table are always of the same length Ns coinciding
with the number of rows in the frame (Fig. 5.1). For the sake of simplicity
we assume here that the length of the IP packets also coincides with the
number of rows in the MPE-FEC frame. For this analysis Ns = 535 is cho-
sen to enable simple and unified analysis of the different decoding methods.
This assumption makes it possible to have an integer number of TS packets
in a column of the MPE-FEC frame. Although this option is not defined
in the standard, it gives results that are very close to the defined case with
Ns = 512.

CRC-erasure decoding (CE)

Let us now turn our attention to the erasure decoding. Introduce desig-
nations pu, pe, tu and te for the probability of undetected corrupted RS
symbol (byte in this case), the probability of an erased symbol, number of
corrupted symbols in a RS codeword that were not detected and number of
erased symbols in a codeword respectively. According to [63] and [64] any
code of distance d corrects te erasures and tu errors whenever

te + 2tu < d. (5.2)

Since we only consider decoding within the code distance and lose an MPE-
FEC frame any time the correction of errors and erasures fails, every vio-
lation of (5.2) is treated as a decoding error. Now, for a code of length n

there are

(

n
te

)

equiprobable patterns of te erasures and for each of them
(

n− te
tu

)

equiprobable placements of tu undetected symbol errors on the

n− te positions left. Since the probability of any fixed pattern of te erasures
and tu undetected errors is pte

e p
tu
u (1 − pe − pu)n−te−tu , the joint probability

distribution of te, tu is [65]:

p(te, tu) =

(

n
te

)(

n− te
tu

)

pte
e p

tu
u ·

· (1 − pe − pu)n−te−tu . (5.3)
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As a result the probability of correct decoding of one codeword for erasure
decoding is evaluated:

PcE = P (te + 2tu < d) =

=
d−1
∑

te=0

d−1−te

2
∑

tu=0

p(te, tu). (5.4)

In the course of CRC processing at the DVB-H link layer all the MPE
and MPE-FEC sections undergo testing on whether they are corrupted by
bit crossovers or not and a whole section is discarded if a CRC error is
discovered. Thus, under the assumption of the section length Ns = 535
coinciding with the number of rows in the MPE-FEC frame, every detected
error within a section erases precisely one symbol (byte) in every RS code-
word in the frame.

The error detection capability of CRC-32 is rather high and is not nearly
exhausted by only detecting all errors of weight up to three [66] as the
distance properties of the CRC-32 code would indicate. Like any other
binary linear code used for error detection it may miss only fraction 2−r

of all possible error patterns, r being the number of redundant bits [63].
For the CRC-32 r = 32, and the share of undetectable corrupted section
patterns does not go beyond 2−32 < 3 · 10−10. Besides, the probability of an
undetected corrupted symbol in a RS codeword appears to be much smaller
against the probability of CRC fault, since in a missed corrupted section not
all bytes are necessarily wrong. Therefore pu << 1− pe and we may neglect
pu and put tu = 0 in (5.3). Assuming an absolute reliability of CRC, we can
use the probability of an error occurring in the MPE(-FEC) section as the
erasure probability for the RS codewords in (5.3). This probability can be
calculated as

pe ≈ 1 − (1 − ps)
Ns . (5.5)

Since the erasure patterns for each RS codeword in the MPE-FEC table
are exactly the same, the probability of erroneous CE decoding is simply
calculated by

PeCE = 1 − PcE . (5.6)

Transport stream packet erasure decoding (TSE)

For the analysis of TSE decoding (described in [67]) let us assume that when
the TS packet is declared correct by the physical layer, the data carried inside
the packet can always be decapsulated into the MPE-FEC frame. This could
be accomplished for example with the help of the continuity counter in the
TS header. The information on the correctness of the TS packets is obtained
from a one bit flag in the TS header. This flag is set by the physical layer to
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Figure 5.2: Structure of the MPE-FEC frame used in calculations.

indicate the situation where an uncorrectable error pattern in the TS packet
is recognized by the physical layer RS(204,188) decoder. When the flag is
set the data carried inside the TS packet in question is marked as erased for
the MPE-FEC decoder. To enable simple calculations the MPE-FEC frame
is considered to consist of three subframes having 535 rows in total (Fig.
5.2). The sizes of the subframes are 171, 184 and 180 rows, since following
our assumptions the first TS packet carries the 12 byte MPE header and one
byte payload unit start pointer and the third contains the 4 CRC-32 bytes.
In this decoding scheme the information provided by the CRC-32 decoding
is totally ignored. For our analysis the reliability of the erasure information
obtained from the physical layer RS decoder needs to be evaluated first.

One way to estimate the probability of undetected error pattern in MDS
(Maximum Distance Separable) codes is studied in [68], where results sup-
port the intuitive idea that the probability in question (if small enough) may
well be approximated by the share of undetectable error patterns:

PdecError
∼=

number of decodable words

number of words
=

=
(qk − 1)Vn(t)

qn
≈ q−(n−k)Vn(t), (5.7)
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where k is the number of information symbols in a MDS codeword and
Vn(t) is the volume of a Hamming sphere of radius t, t being code correction
capability. This result can be used for any MDS code, including shortened
RS codes [69] such as the DVB-H physical layer RS(204,188) code. Since
for the RS codes n− k = 2t, we have

PdecError ≈ q−2tVn(t). (5.8)

For Vn(t) the following estimate holds:

Vn(t) =
t
∑

i=0

(

n
i

)

(q − 1)i

< qt
t
∑

i=0

(

n
i

)

< qt2nh( t

n
), (5.9)

where h(x) is binary entropy [63]. Then from (5.8) and (5.9) together we
obtain

PdecError < q−t2nh( t

n
). (5.10)

For t = 8, n = 204 and q = 256: nh( t
n) − tlog2q ≈ 204· 0.24 − 64 ≈ −15 so

that PdecError ≈ 2−15 ≈ 3· 10−5. This shows that any error pattern of weight
greater than t will be almost for sure (that is with probability ≥ 1−3· 10−5)
detected in the course of RS decoding so that in (5.3) pu may be neglected
and tu put to zero.

Now the probability of erasure of one code symbol in every codeword in
one of the three subframes is evaluated:

pe ≈ 1 − (1 − ps)
188. (5.11)

The probability of correct decoding of one subframe is evaluated by (5.4).
The whole frame will be correctly decoded whenever decoding of all three
subframes is successful leading to decoding error probability

PeTSE = 1 − P 3
cE . (5.12)

MPE-header-erasure decoding (MHE)

The MPE-header-erasure decoding scheme is presented in [61] as Hierar-
chical Section decoding. The main idea is that on the contrary to what is
suggested in [59] the data carried inside an unreliable section (or TS packet)
having detected errors is inserted into the MPE-FEC frame for decoding
whenever possible. In the case of MHE decoding it is assumed that the
payload of the section can be inserted into the frame for decoding whenever
the MPE header and thus the address of the section in the MPE-FEC frame

61



is not corrupted. Thus from the decoder point of view the section is erased
only when an error hits the 12 byte section header leading to the probability
of erased symbol in a codeword:

pe ≈ 1 − (1 − ps)
12. (5.13)

As described in [61] the decoding procedure has several stages, the first one
being the decoding using both erased and unreliable sections as erasures.
The performance of this first stage coincides with that of CE decoding.
From the error correction capability point of view (and thus for this anal-
ysis) the second stage when all the data that has been put to the frame is
considered reliable and only lost sections having errors in the MPE header
are considered erased is more interesting. The probability of undetected
symbol error in this situation is just the symbol error probability from the
physical layer (pu = ps), since the information on payload errors within the
section is discarded (that is CRC-32 information is not used) in this step of
the decoding scheme. Using an MPE-FEC frame with 535 rows the prob-
ability of erroneous decoding for MHE can be calculated after substituting
pe from (5.13) and pu = ps in (5.3) by

PeMHE = 1 − P 535
cE . (5.14)

PID-erasure decoding (PE)

The idea of the PE decoding scheme is presented in [61] as Hierarchical
TS decoding. PE is rather similar to MHE, except that TS packet based
information rather than section based is used. In the analysis of the PE
decoding it is assumed that the payload of a TS packet can be put into the
frame when the TS packet can be received. This could be accomplished for
example with the help of the continuity counter in the TS packet header.
A TS packet can be received whenever the two byte (actually 13 bits, but
approximated here to be two bytes) PID in the TS header is correct. If
the PID was not correct, the receiving equipment link layer would not be
able to recognize the packet to be a part of the received stream and thus
would filter it out. When the packet is not received it is considered erased
by the receiver. With this observation, the probability of an erasure in each
symbol of a MPE-FEC codeword in one sub-frame is approximated by the
probability of the situation when an error hits the PID:

pe ≈ 1 − (1 − ps)
2. (5.15)

Again the interesting situation takes place when only completely lost TS
packets (that is having errors in PID) are considered erased and knowledge
of detected payload errors (error information from the physical layer RS
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Figure 5.3: Comparison of different decoding methods (AWGN channel,
16-QAM, convolutional code rate 3/4, MPE-FEC code rate 3/4).

decoder and link layer CRC-32) is discarded. The probability of undetected
error is now pu = ps. Using pe (5.15) and pu = ps in (5.3) the probability
of erroneous decoding of one frame having three subframes (see Fig. 5.2) is
evaluated by

PePE = 1 − P 171
cE P 184

cE P 180
cE = 1 − P 535

cE . (5.16)

Comparison of the decoding methods

To compare the performance of the different decoding schemes for MPE-FEC
with code rate 3/4 in terms of required SNR (Es/N0), MPE-FEC frame error
rates are calculated from (5.6), (5.12), (5.14) and (5.16) using physical layer
output byte error probabilities ps related to SNR. The physical layer output
error probabilities are simulated by a DVB-T physical layer simulator. The
physical layer parameters used in the simulations are: 16-QAM modulation,
convolutional code rate 3/4, 8K OFDM mode and guard interval duration
equal to 1/4 of ”pure” OFDM symbol duration. The channel model used in
the simulator is the simple Additive White Gaussian Noise (AWGN). The
results are shown in Fig. 5.3. The curve for CE with Ns = 512 (dash line
practically coinciding with a solid line for CE decoding with Ns = 535)
is included to show the negligible effect of deviation of Ns = 535 from the
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standard frame size. The ranking of the compared decoding methods follows
from the order of frame error probabilities: PePE < PeMHE < PeTSE <
PeCE . The coding gains of the decoding methods over the CE decoding
suggested in the implementation guidelines [59] are approximately PE=1,
MHE=0.7 and TSE=0.2 dB at MFER = 10−3 in the AWGN channel.

Example

Take for example SNR 10 dB for PE decoding. From physical layer simu-
lations it is known that the symbol error probability for this SNR is ps =
0.033946. Now we can calculate from (5.15) that pe = 1− (1− 0.033946)2 =
0.066740 and set pu = ps = 0.033946. Substituting these into (5.3) and
further in (5.4) for calculations results in PcE = 0.999959 for MPE-FEC
coderate 3/4. Then, MPE-FEC frame error probability can be evaluated to
be PePE = 1− 0.999959535 ≈ 0.022. This value can be observed in Fig. 5.3.

Link layer simulation results using the same physical layer parameters are
shown in Fig. 5.4. The link layer simulator generates the MPE-FEC frames,
introduces errors according to the physical layer simulation, calculates the
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numbers of errors and erasures in rows of the frame and decides whether
the frame in question can be decoded correctly by the RS code or not. As a
result frame error rates are obtained. These simulations show similar results
as the theoretical calculations in the previous section thus supporting them.

Simulation results for the presented decoding methods in a mobile mul-
tipath channel can be found from [61]. The results of those simulations at
different Doppler frequencies indicate similar ranking of the decoding meth-
ods as shown here. The gain for the PE (HTS in [61]) over CE (SE in [61])
is also around 1 dB.

In the previous analysis it turned out that the PE decoding is the best of
these four methods while CE decoding arranged as suggested in [59] has the
worst decoding capability. The significant result is that all other decoding
methods including the TSE decoding that ignore the CRC-32 information
perform better than the CE decoding. Therefore it would be of interest to
find some other more benefitical use for the 4 byte overhead caused by the
CRC-32 in MPE(-FEC) sections giving the system performance gain. For
example, an error correcting code with 4 byte redundancy over each MPE
and MPE-FEC section header could be used to additionally protect the real
time parameters that are necessary in the reception. Of course, this kind of
change is not possible as the standards for the DVB-H system are stabilized,
but the issue should be taken into account in the design of the future systems.
The main reason for the poor performance of the CE decoding is that using
the CRC-erasure information over rather long MPE(-FEC) sections erases
many sound bytes along with the erroneous ones. If, for example, there is
one real byte error in a section of length 512 bytes, 511 correct bytes are
erased from the MPE-FEC frame when the CE decoding is performed.

As it is clear that PE obtains the best error correction capability for
the MPE-FEC, it is important to be aware of the effect of its utilization
on the total complexity of the MPE-FEC decoding. Study on the effect
of the MPE-FEC decoding methods on the complexity of Reed-Solomon
decoding is presented in Appendix A. The significant outcome of the study
is that of the decoding methods studied here the one having the best error
correction capability also minimizes the amount of operations necessary in
the Reed-Solomon decoding.

5.2 Signaling

Let us now turn the attention from the data path to signaling and its trans-
mission in DVB-H systems. The physical layer (L1) signaling is called Trans-
mission Parameter Signaling (TPS). The TPS consists of total 53 informa-
tion bits. These bits signal the number of the current frame in the su-
perframe, cell identification, transmission mode (2k, 4k, 8k), inner physical
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Figure 5.5: Transmission mechanism for TPS in DVB-H.

layer (convolutional) code rate, guard interval, constellation and hierarchy
information, usage of MPE-FEC and time slicing and usage of in-depth
interleaver. A BCH(67,53) code capable of correcting 2 bit errors is ap-
plied over the TPS information, resulting in codeword of length 67. TPS
is transmitted on dedicated carriers in OFDM symbols. In 2k mode there
are 17, in 4k mode 34 and in 8k mode 68 dedicated carriers. The same
data (differentially encoded) is transmitted in parallel on each dedicated
carrier of one OFDM symbol (one OFDM symbol carries exactly one bit
of TPS information) to ensure robust transmission of TPS bits. Therefore,
one TPS codeword is transmitted in one OFDM frame consisting 68 OFDM
symbols. One superframe consists of four frames. The first OFDM symbol
must carry the initialization for the differential modulation of the following
67 information symbols. The transmission is illustrated in Fig. 5.5. An
interesting observation on TPS is that to receive the TPS signaling, some
of the parameters it is signaling are already needed, such as guard interval
and transmission mode (that is the size of FFT) for example. This means
that having this information in TPS is intended mainly for making physical
layer configuration changes smooth. This is possible because the TPS infor-
mation carried in one frame refers to the next frame. The receiver visiting a
physical channel for the first time must detect the guard interval and FFT
size before it can receive the TPS information signaling the rest of the data
transmission parameters.

Once the physical layer parameters are known, the receiver link layer
(L2) can obtain the signaling from the known PID values. The PSI/SI
(Program Specific Information/Service Information) [70–72] is an essential
part of service discovery and following in DVB-H and DVB-T systems. The
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Figure 5.6: Mapping of PSI/SI tables to TS packets.

PSI/SI access time has a direct effect on the total latency in service access.
From the end user point of view, fast service access time is preferred and
hence the PSI/SI access time should be minimized. From the network oper-
ator point of view on the other hand, the capacity consumed by the signaling
should be minimized to leave as much capacity for the payload services as
possible. In DVB-H the PSI/SI information is carried in MPEG-2 private
table structures [70]. These structures are tables that generally consist of
subtables. The subtables are transmitted in sections that are carried inside
transport stream (TS) packets. The mapping of a table to the TS packets is
illustrated in Fig. 5.6. PSI/SI tables are transmitted with a certain interval
to enable tapping into the network when the receiver is powered on. The
transmitted sections contain CRC information allowing the receiver to check
the correctness of the received sections. If the receiver detects that some
sections carrying one subtable during one transmission are in error it has
to wait for the next transmission to receive the sections. The PSI/SI tables
needed for service discovery in DVB-H networks are [59]: IP/MAC Notifica-
tion Table (INT), Network Information Table (NIT), Program Association
Table (PAT), Program Map Table (PMT) and Time and Date Table (TDT).

Although the application data is protected at the link layer by the MPE-
FEC to combat the harmful effects of mobility, the PSI/SI information is
not. Also, the PSI/SI information is transmitted continuously in the DVB-H
multiplex on the contrary to DVB-H services that are time sliced as illus-
trated in Fig. 4.3. The updates to the PSI/SI information are therefore
received only during the on-time of the receiver and during some transmis-
sion of the table the receiver may not be on. When receiving the PSI/SI
for the first time, the receiver needs to stay constantly on to obtain PSI/SI
instructing how to receive the time sliced services. In the following analysis
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Table 5.1: Simulated Configurations
Configuration LC T MM

Mode 8k 8k 8k
Constellation QPSK 16-QAM 16-QAM

Conv. Coderate 1/2 1/2 2/3
Guard Interval 1/4 1/4 1/4

Bandwidth 8 MHz 8 MHz 8MHz

mainly the initial scan use case where the tables need to be received from
scratch is considered.

5.2.1 Performance analysis of L2 signaling

As the L2 signaling path is not protected at the link layer by FEC while the
data path is, the question arises, whether the transmission of the PSI/SI
information in its present form is robust enough for mobile receivers. The
issue of robustness is briefly touched upon in [59] and further studied in [73],
but needs still further research for the mobile environment. Here, the per-
formance of the PSI/SI transmission in a mobile environment is studied by
computer simulations and measurements. The effect of configuring the net-
work with different repetition intervals and section sizes for the tables is
studied. Also, the effect of different configurations on the capacity reserved
by the PSI/SI signaling is considered. The simulations cover the trans-
mission and reception of the PSI/SI. The physical channel model between
the transmitter and receiver in the simulated scenarios is the commonly
used TU6 [74] mobile multipath channel model. The measurements from
two vehicular and two pedestrian use cases are also studied. Three differ-
ent network configurations are considered. These configurations are named
”Low Cost” (LC), ”Typical” (T) and ”Maximum Mobile” (MM) and their
network parameters are given in Table 5.1. LC corresponds to a low cost
network where the coverage area of the transmitters is maximized at the
cost of reduced capacity available for the services. MM on the other hand
represents a network with high throughput obtained at the cost of coverage
area of the transmitters. T corresponds to a compromise between the LC
and MM network configurations. These configurations are the same as the
ones considered in [73] except for the different Guard Interval (1/4 instead
of 1/8 of pure OFDM symbol duration).

Three different decoding methods for the PSI/SI tables were simulated.
The first one is called an ”intelligent” decoder. It is capable of keeping all
correctly received sections in memory until all the sections are correctly re-
ceived and the subtable can be reconstructed. It is assumed that the contents
of the subtables do not change between the transmissions, thus enabling
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Figure 5.7: Performance of different decoding methods for PSI/SI in the
receiver (TS packet error rate 15%).

combining sections from different repeated transmissions. The changes in
the information can be detected from the version number in the section
header; every time the contents change the version number is incremented.
The proper order of the sections can be obtained with the help of section
numbering also carried in the section header. The second simulated decod-
ing method is called ”correct order” and it requires the correct sections to
be received in correct order but not necessarily from the same transmission
cycle. The third decoding method is the least intelligent and called ”all
ok at once”. It requires that all sections of a subtable must be received
correctly during one transmission for correct reception. The output of the
simulations is the percentage of users that have received the table correctly
with a certain number of retransmissions (in the following this is called cov-
erage). The performance of the different decoders for a table of size 8192B
(Byte) transmitted in 512B sections is illustrated in Fig. 5.7 for TS PER
(TS Packet Error Rate) 15% and uniform TS packet error distribution. It is
seen that to obtain user coverage of 95%, eight transmissions are needed for
the ”intelligent” decoder. For the ”correct order” decoder this number is 20
and for ”all ok at once” it is very large. It is easy to see and deduce that in
any situation the intelligent decoder is the best of these three as it loses the
least information and its use is therefore recommendable. If the contents
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of the sections (or subtables) change very often, use of an ”all ok at once”
type of decoder could be justified. Still, it is probable that the large subta-
bles transmitted in several sections have relatively static contents. This is
the reason why our main focus in the following sections is on the intelligent
decoder, unless otherwise stated.

The link layer TU6 PSI/SI simulations were performed with recorded TS
packet error traces at the output of the physical layer. As a real hardware
receiver was used, these traces are inherently receiver dependent. To obtain
the error traces the transmitted signal was generated, modulated and ran
through a channel simulator using a TU6 channel profile. Then the signal
was received by a DVB-T receiver supporting mobile reception (8-tap chan-
nel estimation in time direction) and the transport error indicators (TEI)
were collected. The receiver was constantly on (it did not perform time slic-
ing) and thus TEI for every packet of every service was collected. Transport
error indicators directly inform us whether each TS packet was decoded cor-
rectly by the physical layer Reed-Solomon decoder or not, that is whether
there are errors left in the packet. All the TS packets that were not decoded
correctly were considered to be discarded by each studied PSI/SI decoding
method. With TU6 error traces the effect of the motion of the receiver
on the PSI/SI transmission can be studied. Error traces were available for
Doppler frequencies fD = 2 Hz, 10 Hz, 30 Hz and 80 Hz and Carrier to
Noise ratio (C/N) values corresponding to TS PER from around 40 % to
nearly error free transmission with 1 dB resolution. Simulated table and
section sizes together with repetition intervals for all three network configu-
rations and decoding schemes are given in Table 5.2. The simulation matrix
is large to reveal the general behaviour and to cover the possible table and
section sizes of the link layer signaling transmission with different possible
system configurations. In real DVB-H networks using shorter sections with
some subtables increases the total size of the subtable. In these simulations
the hypothetic table and section sizes given in Table 5.2 are used meaning
that the variation in section size doesn’t introduce any changes in the total
table size. This is done to obtain more general insight into the behavior
of the PSI/SI transmission in mobile multipath channel. 10 000 users were
considered to be enough for each simulation to provide reliable results.

The effect of repetition interval

The repetition interval has only a slight effect on the C/N requirement to
obtain certain reception coverage with different numbers of transmissions.
As an example, the percentage of receivers receiving a table of size 8192B
with 512B sections correctly with three transmissions is presented in Fig.
5.8 for typical (T) configuration and Doppler frequency fD = 10 Hz. It is
evident that the curves differ very little from each other. The natural rea-
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Table 5.2: Simulated table and section sizes and repetition intervals
Table (B) Section lengths (B) Rep. Intervals (s)

16384 64, 128, 256, 512, 1024, 2048, 4096 1, 5, 10, 15, 30
8192 64, 128, 256, 512, 1024, 2048, 4096 1, 5, 10, 15, 30
4096 64, 128, 256, 512, 1024, 2048, 4096 1, 5, 10, 15, 30
1024 64, 128, 256, 512, 1024 1, 5, 10, 15, 30
768 64, 128, 256, 512 1, 5, 10, 15, 30
512 64, 128, 256, 512 1, 5, 10, 15, 30
256 64, 128, 256 1, 5, 10, 15, 30
16 8, 16 .025, .05, .075, .1
8 8 .025, .05, .075, .1

soning for this is that already one second repetition interval is much longer
than the coherence time of the channel. Therefore, it does not make any-
more difference from the performance point of view whether the repetition
interval is one or 30 seconds. The network capacity required by the signal-
ing transmission and the time for the receiver to obtain the PSI/SI table,
on the other hand, are directly affected by the repetition interval. Sending
tables more frequently naturally increases the consumed network capacity
and shortens the time a receiver has to wait before acquiring all the sections
correctly.

The effect of section size

The effect of section size on the performance can be illustrated by considering
first two Doppler frequencies fD = 10 Hz and 80 Hz with the typical (T)
network configuration. Consider that the intelligent decoder is used and
95% user coverage is necessary. The results for transmission of the table of
total size 16384B with sections of sizes 64B, 1024B and 4096B are shown in
Fig. 5.9. The figure shows the required C/N to obtain 95% user coverage
with certain amount of transmissions and section size. It can be observed
that using 64B sections instead of 4096B ones gives us approximately 2-3 dB
gain in TU6 channel with fD = 10 Hz in T network configuration. For fD =
80 Hz the gain is even 4 dB. According to the simulations the performance
of the section sizes between these extremes that are not shown is between
the ones shown. Similar order with different gains is observed also with
other considered network configurations (LC and MM). As a conclusion,
the shorter the section the better the performance. That is, the required
user coverage is obtained with smaller C/N using shorter sections than with
the longer ones.
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Figure 5.8: The effect of repetition interval for 8192B table transmitted with
512B sections (TU6 fD = 10Hz, T network configuration).

Comparison of the signaling to the data path

Next let us investigate the effect of Doppler frequency on the transmission of
PSI/SI as compared to the transmission of the data protected by MPE-FEC
with 512 row frame and code rate 3/4. Comparison to the data path is very
informative, since at least when the data path is operating above an accepted
error criterion, the PSI/SI transmission should work as well to enable service
discovery. In fact, it is desirable that the signaling is more robust against
channel impairments than the data path as described in section 3.3.3. For all
PSI/SI results presented in the following the total table size used is 16384B
and it is required to obtain the coverage using 6 transmissions with a 5
second repetition interval. This could be a realistic size for the largest table
INT used in the DVB-H systems being in the same time the most error prone.
The maximum repetition interval for INT is defined to be 30 seconds [47].
Let us decide for the analysis purposes that 95 % user coverage should be
obtained during this time. So, if a repetition interval of 5 seconds is used,
six transmissions should be enough to obtain the wanted coverage for the
signaling. If the network is planned according to the MFER=5% criterion,
the PSI/SI transmission requiring higher C/N value than the data path to
reach its error criterion would not be considered viable. For example, in Fig.
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Figure 5.9: Required C/N to obtain 95% user coverage for 16384B table
transmitted with different section sizes and number of transmissions (TU6
fD = 10Hz, T network configuration).

5.10 for LC configuration correct order and all-ok decoders require higher
C/N to obtain 95 % user coverage than what is designed for the data path
and only the intelligent decoder is a working option. For T configuration the
effect of section size on the Doppler performance is presented in Fig. 5.11.
The gain of using the smallest sections instead of the largest ones is observed
to be approximately 3 dB in T network configuration. The values for Doppler
frequencies fD = 10 Hz and 80 Hz can also be seen in Fig. 5.9. With the
64 byte sections it is also observed that obtaining the required coverage is
possible with smaller a C/N value than for obtaining MFER=5% in the
datapath, so the PSI/SI transmission is more robust than the datapath in
this case and it can be considered to be working. Similarly the use of a
4096B section is not recommended. Considering the situation the other way
round, obtaining the required user coverage with 4096B sections would take
a longer time than the 30 seconds specified here. From the user point of
view, for many users the delay for beginning to receive services would be
longer than the 30 seconds.

The Doppler performance for the MM configuration is shown in Fig.
5.12. For this configuration it is observed that the effect of Doppler at fD

= 80 Hz is more than the receiver can handle as the data path requires very
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Figure 5.10: Comparison of decoding methods and required coverage per-
centage for 16384B table (TU6, LC network configuration, MPE-FEC code
rate 3/4 for data path).

high C/N to reach the MFER = 5%. Still, when using short sections for
the signaling transmission, the signaling path reaches the error criterion of
95% coverage. The curves for section sizes between 64B and 4096B again lie
between the curves for these section sizes. It must be noted that the exact
shape of the Doppler curves could not be obtained, since only error traces
for fD = 2, 10, 30 and 80 Hz were available [75].

It is evident from the simulations that to obtain similar coverage for large
tables with longest sections as with the shortest ones, several dB higher C/N
is required. For the small tables (8B and 16B) no visible difference between
the different section sizes in the simulation results were observed, because
they already are smaller than the TS packet. Of the four measured Doppler
frequencies fD = 80 Hz is the most challenging, that is highest C/N is
required to obtain 95% coverage and respectively fD = 2 Hz is the least
demanding.

Network capacity considerations

When the effect of varying section size on the total table size is taken into
account (as is done in [73]), the shortest sections are not necessarily the
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Figure 5.11: Comparison of different section sizes for 16384B table (TU6, T
network configuration, MPE-FEC code rate 3/4 for data path).

best from the reserved network capacity point of view. The increase in total
table size with decreasing section size is caused by the additional overhead
induced by the increased number of sections. The total table size for each
section size used in the analysis are calculated for the network configuration
studied in [73] and shown for INT in Table 5.3. For NIT the simulated
section sizes are 96, 128, 256, 512 and 756 bytes and corresponding total
table sizes are 1330, 1166, 920, 838 and 756 bytes respectively.

Let us consider here again the T configuration. The numbers of required
transmissions to obtain the 95% coverage in the T network configuration for

Table 5.3: Size of INT table with different section sizes (in bytes)
Total size of the table

Section size LC T MM

203 6857 13843 18963
512 4921 9971 13507
1024 4217 8739 11747
2048 3865 8035 10867
4096 3689 7683 10515
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Figure 5.12: Comparison of different section sizes for 16384B table (TU6,
MM network configuration, MPE-FEC code rate 3/4 for data path).

the PSI/SI at the C/N where the MFER=5%, are shown in Table 5.4. For
different section lengths the worst case of the Doppler frequencies needs to
be considered (marked with bold face font in Table 5.4), that is the largest
amount of transmissions is the limiting factor for each section size. When
planning the network for mobile users, the worst case acceptable velocities
of the receivers should be taken into account. For example, INT with 512B
sections needs to be transmitted 5 times to obtain the required coverage.
The required network capacity for the transmission of the tables can then
be calculated if we assume that it is necessary to reach the coverage of 95 %
of users within the maximal repetition intervals given in Table 5.5 (collected
from the standards [47], [59] and [71]) at any Doppler frequency. Fig. 5.13
presents the reserved network capacity as a function of the section length for
INT and NIT. From the network capacity point of view, the optimal section
length for INT is 512B and for NIT it is 756B.

The total sizes for the tables using sections of these sizes are calculated
to be: INT 9971B, NIT 756B, PMT 394B, PAT 16B and TDT 8B. The over-
all network capacity reserved by the five tables using these optimal section
sizes is calculated to be: 9971×8

(30s/5) + 756×8
(10s/3) + 394×8

(0.1s/2) + 16×8
0.1s + 8×8

30s ≈ 77.6kbps,

that is less than 1 % of the total network capacity of 9.95 Mbps in T net-
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Table 5.4: Necessary number of transmissions to reach 95% coverage at C/N
corresponding to MFER = 5% (T) for different section lengths

Table

INT fD=2Hz fD=10Hz fD=30Hz fD=80Hz

203B 2 3 5 4

512B 2 3 5 4

1024B 2 3 6 4

2048B 2 4 9 6

4096B 2 4 19 10

NIT

96B 1 2 3 2

128B 1 2 3 2

256B 1 2 3 2

512B 1 2 3 2

756B 1 2 3 2

PAT

16B 1 1 1 1

PMT

394B 1 2 2 2

TDT

8B 1 1 1 1

work configuration. Most of this network capacity is reserved by PMT that
requires 61.6 kbps due to the short repetition interval.

Simulations based on field measurements

The field measurements were performed in the city of Turku, Finland on
a non-hierarchical DVB-H signal with the center frequency 498 MHz in
two transmitter Single Frequency Network (SFN), with the transmitters
located approximately 4 km from each other [76]. Physical layer parameters
measured were the ones for “Typical” configuration: 16-QAM modulation

Table 5.5: Repetition interval ranges for the PSI/SI tables used in DVB-H
Table Min Max

NIT 25 ms 10 s
PAT 25 ms 100 ms

PMT 25 ms 100 ms
INT 25 ms 30 s

TDT 25 ms 30 s
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Figure 5.13: Network capacities reserved by INT and NIT (TU6, T network
configuration).

with convolutional code rate 1/2, 8k OFDM mode and guard interval of
1/4 of the OFDM symbol duration. The receivers were the same as were
used for obtaining the TU6 error traces used in the previous analysis. In the
measurements four use cases were considered: Pedestrian outdoor (3 km/h),
Pedestrian indoor (3 km/h), Vehicular urban (30 km/h) and Motorway (100
km/h). The block diagram for the measurement setup is shown in Fig. 5.14.
The received signal from the antenna is fed to two identical receivers through
a signal splitter. The receivers output Received Signal Strength Indicators
(RSSI) and a TS packet error trace that are stored together with GPS
information on a laptop for post processing. The recorded transport stream
packet error information is then used for simulating the PSI/SI performance.

In the pedestrian use cases the measurement system was carried in a
backpack with the antenna outside the pack and in the vehicular measure-
ments the antenna was located on the rooftop of the car. The indoor mea-
surements were performed in a shopping center with a variation of open
squares with glass roofs and narrow passageways. Measurements in both
pedestrian use cases were performed close to the transmitter in the city cen-
ter; the vehicular urban use case was measured between the two transmitters
in an urban environment and the motorway use case in the coverage area of
the farther transmitter in rural surroundings.
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Figure 5.14: Measurement setup.

The results of simulations on PSI/SI transmission based on the measured
TS packet error information in the four usage scenarios are presented in
Fig. 5.15. The INT table of total size 7683B in T network configuration
transmitted with 4096B sections is shown as an example. An attenuator
was used to obtain such a signal level that errors do occur in the reception.
During one measurement the attenuation was kept constant. The MFER
values for the measurements used in the simulations shown in Fig. 5.15 are:
Pedestrian indoor = 53%, Pedestrian outdoor = 10%, Vehicular urban = 5%
and Motorway = 35%. An important notion of the figures is that even when
the reception of the application data can be considered to be impossible, for
example in the pedestrian indoor case with MFER=53%, 95% coverage for
the INT table can be reached already with 6 transmissions. The number of
necessary retransmissions could be reduced by using shorter sections as was
learned with TU6 simulations, but the result with 4096B sections serves as
the worst situation. It is clear that the distribution of TS errors is different
in the use cases. For example, in pedestrian indoor measurements there are
error bursts of duration reaching up to several seconds due to shadowing
and sometimes the reception can be perfectly clear resulting in quite good
overall PSI/SI transmission. As a contradictory example, in the motorway
measurements TS packet errors are rather evenly distributed due to shorter
shadows and Doppler effect and the performance of PSI/SI transmission is
quite poor. The curves in the figure are not directly comparable to one
another since there are fluctuations in signal strength, but the important
issue is that it can be verified that PSI/SI transmission actually works in a
real mobile environment also.
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Figure 5.15: INT table coverage in measured environments as a function
number of transmissions (T network configuration).

In this section simulations on the performance of PSI/SI transmission
in DVB-H systems in a mobile environment were presented. The effects of
repetition interval, section size and decoding method on different channel
conditions and network configurations were presented. First of all, the intel-
ligent decoder should be used due to its superior performance over the other
two decoding methods. Based on the simulation results on the robustness
of the signaling it is advisable to use as short sections in the transmission of
PSI/SI as possible. If the transmission of PSI/SI is further optimized with
respect to the used network capacity and the impact of varying section size
on the total table size is taken into account, the smallest section size is not
necessarily the best option. Still, an optimal section size can be found for
example with the help of simulations as described in this section. It seems
according to the simulations with TU6 channel and field measurements that
the PSI/SI transmission as it is organized presently is able to provide robust
enough transmission when network design effort is put on the selection of
the PSI/SI transmission parameters.
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5.2.2 Improving the performance for the L2 signaling

Consider now that the large tables (that is INT and NIT) could be transmit-
ted within the scope of MPE-FEC. This kind of approach is not consistent
with the present standards, but studying it will provide valuable knowl-
edge for design of future systems. Let us assume that one service with
MPE-FEC frame of size 256 rows is allocated for these tables. This frame
is capable of carrying in total 191 × 256 = 48896 bytes of information so
that in most situations the INT and NIT tables will fit in it. Let us con-
template a scenario of transmitting only INT within MPE-FEC and where
the size of the INT is 16384B. This table fills exactly 64 columns of the
MPE-FEC frame resulting in MPE-FEC code rate 1/2 if all 64 redundancy
columns are transmitted. Further the CRC-32 information of sections could
be used as erasure information for the MPE-FEC decoder. The addressing
of the sections in the MPE-FEC frame could be calculated from the section
header information such as section length and number. For the T network
configuration the MPE-FEC frame error rate for this kind of frame using
sections of 4096 bytes at C/N = 16 dB and fD = 10 Hz is simulated to
be approximately 5 %. Thus the coverage of 95 % is reached with just
one transmission. If the INT were transmitted conventionally in the same
channel conditions using also 4096B sections it would require 13 transmis-
sions to obtain the corresponding coverage (Fig. 5.9). If the coverage is to
be reached within 30s, the bandwidth reserved by the proposed enhance-
ment is (16384 × 8 + 64 × 256 × 8)/30 ≈ 8.53 kbps (the additional data is
the redundancy information of MPE-FEC). For the conventional transmis-
sion the necessary repetition interval is 30/13 ≈ 2.3s, leading to bandwidth
16384×8/2.3 ≈ 55.7 kbps. It is clear that including the INT to the scope of
MPE-FEC would benefit in addition to the error rate also in the bandwidth
used for PSI/SI transmission. The problem with the long repetition interval
is that if the PSI/SI data is not stored in non-volatile memory in the re-
ceiver or the receiver is turned on for the first time in the network, there is
potentially a long delay for every user before the reception of the service can
be started. For shorter repetition intervals the users in the good conditions
can receive the signaling more quickly and the unfortunate users in harder
reception conditions have to wait for several retransmissions. Therefore
a compromise between the repetition interval and the reserved bandwidth
must be made. In Fig. 5.16 the error rate of a table of size 16384B trans-
mitted conventionally with 4096B sections and within a MPE-FEC frame
of size 256 rows (code rate 1/2) are compared at fD = 10 Hz and clear ad-
vantage in terms of decibels for the considered enhanced scheme is visible.
At error rate 0.05 gain for MPE-FEC utilization of approximately 5 dB is
observed.
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Figure 5.16: Error rates of INT transmission and considered enhancement
(TU6 fD = 10Hz, T network configuration, MPE-FEC code rate 1/2 for the
studied enhancement).

For the DVB-H receiver, the introduction of L2 “signaling bursts” would
slightly increase the power consumption of the terminal as reception of addi-
tional bursts would be necessary. Also, additional memory for the signaling
MPE-FEC table would be necessary. Therefore, such changes in the al-
ready stable DVB-H system definition are not imaginable. Still, currently
something very similar is implemented in the second generation DVB-T2,
where common parts of L2 signaling can be transmitted in a common PLP
that practically is a L2 signaling burst transmitted in the beginning of T2
frames. This kind of approach is natural when the transmission system uti-
lizes a time domain framing structure. The signaling and its transmission
in DVB-T2 systems will be studied in detail in chapter 6.
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Chapter 6

Case study: DVB-T2

physical layer design and

analysis

The design process of the mechanisms for providing QoS in the DVB-T2
system physical layer is studied in this chapter. The selected mechanisms
and possible configurations allowed by the standard are analyzed by system
simulations. The view on the design process bases on participation in the
DVB organization technical module defining the standard. Therefore, the
focus is not on design of all aspects of the standard but rather on selected
items, namely utilization of diversity, physical layer signaling design and use
of computer simulations for design and analysis purposes. The observations
from the design process assist in future system design and these issues are
further discussed in chapter 7. First, the mechanisms for obtaining time
and frequency diversity for the DVB-T2 transmission are studied. Then
the utilization of simulations for the design of the diversity mechanisms is
presented. Further, the design process for the physical layer signaling is
studied and the performance of the signaling and service data in a terres-
trial environment is investigated. Finally, a mechanism and guidelines for
selecting the transmission parameters for the signaling in combination with
the parameters for the service data are presented.

6.1 Mechanisms for diversity in the service data

path

In DVB-T2 the error control coding scheme consists of concatenated LDPC
and BCH coding. The BCH code is required mainly to remove the error floor
that is typical for LDPC codes decoded with belief propagation iterative
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decoders. One BCH codeword represents exactly the contents of one LDPC
codeword. The error correction capability of 10-12 erroneous bits within
each codeword is considered to be enough to remove the error floor from the
LDPC decoder.

LDPC codes were discovered in 1962 by Robert Gallager in his Doctoral
Thesis [77]. At that time these codes were not considered to be practical
due to unavailable computational resources in the technologies of the time.
It was only after the success of the turbo codes in the 1990s that the LDPC
codes were re-discovered by MacKay and Neal [25]. Since then, there has
been extensive research on LDPC codes. As opposed to turbo codes, the
decoding of the LDPC codes can be easily parallelized and the degree of
the parallelism can be adjusted in the design phase [78]. The more parallel
is the decoder implementation used, the more silicon area it consumes but
respectively the decoding process requires less clock cycles.

LDPC codes are linear codes that are specified, as already their name
indicates, by sparse (Low Density) parity check matrices. The sparse ma-
trices contain a small number of ones as compared to zeros. An example of
a parity check matrix as shown in [79] (not sparse though) could be:

H =









1 0 0 1 1 0 0 1
0 1 1 0 1 0 1 0
1 0 1 0 0 1 0 1
0 1 0 1 0 1 1 0









This matrix shows that 1st, 4th, 5th and 8th bit of the codeword con-
tribute to the first parity check and 2nd, 3rd, 5th and 7th contribute to the
second parity check etc. For a valid codeword the modulo-2 sums of all bits
contributing to parity checks are zero, that is

HcT = 0, (6.1)

where c = (c1, c2, ..., cn) is codeword vector and n is the codeword length.

For the encoding of the linear block codes, the parity check matrix can be
transformed to a generator matrix by for example Gaussian elimination [80]
and then matrix multiplication is performed to obtain the encoded code-
word. Unfortunately, the generator matrix of a sparse parity check matrix
is not necessarily sparse [78]. Storing the dense generator matrices instead
of non-dense parity check matrices for usually very long LDPC codes needs
a significant amount of memory. To save the memory and to make the
encoding computationally less expensive, the structure of the LDPC codes
used in DVB-T2 is designed so that encoding basing directly on the parity
check matrix is possible. The structure enabling linear encoding complexity
for the T2 LDPC codes is following: H(n−k)×n = [A(n−k)×kB(n−k)×(n−k)]
where B is a staircase lower triangular matrix. The general structure of the
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parity check matrices for T2 LDPC codes is visualized below. Both parts A
and B for the matrix H are sparse.

H =





























0 0 0 1 . . . 1 0 0 . . . 0 0 0
0 0 0 0 . . . 1 1 0 . . . 0 0 0
1 0 0 0 . . . 0 1 1 . . . 0 0 0
0 0 0 0 . . . 0 0 1 . . . 0 0 0
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
0 0 0 0 . . . 0 0 0 . . . 1 1 0
0 0 0 0 . . . 0 0 0 . . . 0 1 1





























Now, the information block i = (i0, i1, ..., ik−1) can be encoded recur-
sively to systematic codeword c = (i0, i1, ..., ik−1, p0, p1, ...pn−k−1) where the
information is in the beginning and the redundancy is in the end as pre-
sented in [78]:
a0,0i0 + a0,1i1 + ...+ a0,k−1ik−1 + p0 = 0 ⇒ solve p0

a1,0i0 + a1,1i1 + ...+ a1,k−1ik−1 + p0 + p1 = 0 ⇒ solve p1
...
an−k−1,0i0 +an−k−1,1i1 + ...+an−k−1,k−1ik−1 +pn−k−2 +pn−k−1 = 0 ⇒ solve
pn−k−1

The LDPC codes used in DVB-T2 are irregular meaning that different
number of parity checks correspond to different bits, that means the bits
have different degree. In general, irregular LDPC codes have better perfor-
mance under belief propagation decoding than regular ones. The reason for
this is that the higher degree bits obtain more information from the several
parity checks and they get corrected with a small number of decoding it-
erations. Once they are correct they help to recover the bits with smaller
degree. Codewords of lengths 16200 and 64800 bits are used in DVB-T2 and
individual parity check matrices are defined for all supported code rates. The
DVB-T2 codes are reported to perform 0.7 dB to 0.8 dB from the Shannon
limit in ideal memoryless channels [78]. This would indicate that there is not
much space for further improvements on the error control coding mechanism
itself. But of course it is the overall performance of the system in challeng-
ing reception conditions that the designers are interested in, not only the
performance of individual system blocks such as error control coding in ideal
channels. Therefore the utilization of diversity plays an important role in
the overall system performance for a terrestrial transmission system.

To utilize both time and frequency diversity, there are several physical
layer interleavers in the DVB-T2 system. Bit, cell, time and frequency in-
terleavers are specified. The distribution of the information in time and
frequency by the interleaver chain is illustrated in Fig. 6.1. In the figure
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one time interleaver block is considered to contain only four LDPC code-
words for simple illustration. The contents of the codewords are shuffled
by bit and cell interleavers. The bit interleaver consists of parity and block
interleaving. First the LDPC parity bits are interleaved and then the code-
word interleaved by a block interleaver to which the data is inserted column
by column applying circular shift for each column. This is called in the
standard column twist interleaving. The cell interleaver is a pseudo ran-
dom interleaver that is applied over the cells (constellation points) of LDPC
block. It is noteworthy that both bit and cell interleavers shuffle information
only within the codewords.

The time interleaver is the main tool for obtaining time diversity for
DVB-T2 transmissions. The time interleaver is a block interleaver, where
each LDPC codeword fills exactly five columns of the interleaver matrix. The
frame builder maps the output of the time interleaver to the subcarriers of
the OFDM symbols. Further, the frequency interleaver spreads the data
in frequency (subcarrier) direction. Thus, as illustrated in Fig. 6.1 both
time and frequency diversity is obtained by the interleaving chain. The
amount of time diversity can be adjusted by selecting the size of the time
interleaving (TI) block. The maximum size of the time interleaver block
is set by the size of the time interleaver memory defined in the DVB-T2
standard to be 219 = 524288 cells. The frame builder extends the operations
of the interleavers when subslicing or interleaving over several T2 frames is
used. When performing the subslicing, the TI block is divided to several
bursts in one T2 frame. When additional time diversity is required the
TI block can be split to be transmitted over several T2 frames. Also, if
TFS (Time Frequency Slicing) is used, frequency diversity over several RF
channels can be obtained. In TFS the transmission multiplex consists of
up to six RF channels that are transmitted in a synchronized manner and
the received PLP is received from different RF channels in successive T2
frames. The selection of time interleaving parameters has an effect on the
QoS. For example having longer TI block gives better error rate performance
but increases also the latency due to buffering need. These configuration
trade-offs are discussed further in section 6.1.2.

6.1.1 Using simulations for design of modulation, coding and

interleaving

It was stated in the DVB-T2 call for technologies [50] issued by the DVB
project, that the DVB-S2 LDPC code was the working assumption for the
error control code to be used in the system. It was further stated that if the
DVB-S2 LDPC code were not suitable for terrestrial channels, other channel
coding schemes could be considered. Let us next describe a straightforward
way for investigating the suitability issue.
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Figure 6.1: Illustration of the interleaving operations in DVB-T2.

The suitability of the DVB-S2 LDPC code to terrestrial environments
can be studied with simulations based on a DVB-T system simulator, as-
suming that there will be significant similarities between DVB-T and -T2 in
system parts other than the error control coding. Such a study is presented
by the author in [81], where the error control coding scheme of the DVB-T
system is substituted with the LDPC code from DVB-S2. The BCH code of
the DVB-S2 is not implemented in the simulator, as its effect on the perfor-
mance is very small when the error floor is not reached by the simulations.
In the study a multipath channel model is used to represent a terrestrial mo-
bile environment. A mobile environment is studied because it is considered
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Table 6.1: Simulated system parameters
Parameter Value

Guard interval 1/4
FFT size 8k

Modulation 16-QAM
LDPC code length 64800 bits

LDPC max. Iterations 50
Coderates 1/2, 2/3, 3/4, 5/6

to be more challenging for the error control coding than a static terrestrial
environment. The simulated system parameters are shown in Table 6.1.

In order to allow for soft decision decoding of the LDPC codes in the
receiver the demapper of the DVB-T receiver is modified to output bit level
LLRs (Log-Likelihood Ratios). Calculating exact LLR values involves cal-
culating distances of the received signal point to all the constellation points.
For high order modulations this is a tedious job. In the simulations approx-
imate LLRs were calculated. In the calculation of approximate LLRs only
the nearest constellation points with bit values 1 and 0 in corresponding bit
location are considered rather than all constellation points. For Gray coded
QAM signals as in DVB-T, the LLR approximation can be based on the de-
cision regions due to the bit ordering of Gray coding. A mechanism for this
kind of LLR calculation is presented in [82]. LDPC decoding is performed
by the belief propagation algorithm. Decoding is an iterative process where
the reliability (soft) information of the received bits is refined iteration by
iteration. Iteration consists of computing parity-check sums and updating
reliability information based on the results of the parity-checks. The output
of iteration is used as an input for the next one. This process of updating
the reliability continues until all parity checks are fulfilled or maximum it-
eration count is reached. Maximum iteration count of 50 was used in the
simulations of this section as it was observed that the decoding performance
did not increase significantly when further increasing the iteration count.
After this, hard decisions on the symbols are made to come to an estimation
of what was sent. For more detailed information on the decoding algorithms
as well as the LDPC codes themselves, interested reader can turn to [10].

The gain of using the LDPC code instead of the DVB-T coding in pres-
ence of an AWGN channel is visualized in Fig. 6.2. AWGN is commonly
used for performance evaluation of the coding schemes to have a reference
comparison. It should be noted that the true code rate of the DVB-T con-
catenated scheme is lower than that of LDPC because of the concatenation
of the RS code (true code rate (1/2) × (188/204) = 0.46 instead of code
rate 1/2 for example). LDPC code rate 2/3 is compared to the DVB-T
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Figure 6.2: Comparison of LDPC and DVB-T coding (AWGN channel, 16-
QAM, 8k mode, guard interval 1/4).

RS-convolutional coding scheme with convolutional code rate 3/4, because
the true code rate of the DVB-T coding with convolutional code rate 3/4
(shown in parentheses in the figure) is closer to that of LDPC 2/3 than for
the DVB-T coding with convolutional code rate 2/3. Gains of 1 dB for rate
1/2 and 2 dB for rate 2/3 LDPC code are visible in the AWGN channel at
error rate 10−4 when slightly extrapolating the curve for LDPC 1/2. It is
also observed that the slopes of the BER curves for LDPC codes are steeper
than those of the RS-convolutional coding.

Performance comparison of the coding schemes in TU6 channel with
fD=10Hz is shown in Fig. 6.3. This Doppler frequency corresponds to
relatively slow receiver movement assuming that the center frequency of the
transmitted signal is around 500 MHz. The true code rates are again given
in parentheses in the figure. The coding schemes with rather similar overall
code rates are compared. Coding gain for the LDPC code over the DVB-T
coding is observed. At bit error rate level 10−5, for true code rates 1/2,
2/3, 3/4 and 5/6 gains of 0.6 dB, 2.5 dB, 3 dB and 2.7 dB respectively are
observed. On the other hand, it can be seen, that for example for LDPC code
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Figure 6.3: Comparison of LDPC and DVB-T coding (TU6 fD = 10Hz,
16-QAM, 8k mode, guard interval 1/4).

rate 3/4 and DVB-T coding with convolutional code rate 3/4 almost similar
BER is obtained with similar C/N values. Thus, with LDPC code higher
data throughput is obtained with similar C/N value since true code rate for
LDPC code is 0.75 and for DVB-T coding it is 0.69. In this exemplary case,
the gain of LDPC code in data throughput is nearly 9%.

As a conclusion, using a DVB-T simulator it is observed that there is
potential gain in using the DVB-S2 LDPC codes in a terrestrial system.
Further the LDPC code is likely to show better better performance than
what is shown by the simulations when using a more optimal LLR calculation
scheme than the approximate calculation used in the simulator.

It is known from the measurement studies and the introduction of the
DVB-H system for mobile services that the DVB-T system as it is does not
have enough time diversity to combat the challenges of fading and channels
with impulsive noise [16]. To have additional robustness against these kinds
of interference in the second generation DVB-T2, longer time interleaving
than what is in the present DVB-T system is considered necessary. Also the
effect of adding an interleaver can be studied simply by adding a block in-
terleaver to the DVB-T simulator with the LDPC code. A block interleaver
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Figure 6.4: The effect of additional time interleaver (TU6 fD = 10Hz, 16-
QAM, 8k mode, guard interval 1/4).

is selected as it is a natural choice with a block error control code. Let us
further study the effect of adding a time interleaver over 34 and 68 OFDM
symbols (that is over half and one DVB-T OFDM frame) to our simula-
tion system. Interleaving depths of about 13 and 25 LDPC codewords are
obtained with this exemplary interleaver. With the used system parame-
ters this corresponds to approximately 38 and 76 milliseconds. The results
with a code rate 1/2 LDPC code in the TU6 channel with fD=10Hz using
the additional time interleaver are shown in Fig. 6.4. It is observed that
some gain (0.1dB - 0.2dB) can be obtained already by adding this rather
un-optimized interleaver to the system. A time interleaver providing better
results in this particular system should be found by careful system design.
Also, the interleaving length provided by the interleaver is not enough for
the simulated channel as the coherence time of the channel is in the order of
40 milliseconds calculated with equation (2.2). Preferably the interleaving
length should be several coherence times to allow for the channel averaging
effect. Therefore, longer time interleaving should be incorporated into the
DVB-T2 system if such a mobile scenario is to be supported.
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As a more efficient FEC was defined to be used in DVB-T2, higher order
modulation schemes can be considered. The FEC compensates for the high
SNR required by high order modulation schemes. Therefore, up to 256-QAM
is specified in DVB-T2 for maximal system throughput. Also, for services
destined for stationary receivers with rooftop antennas, the signal is not
often severely distorted and the performance with high order modulation is
sufficiently good.

Already the call for technologies for DVB-T2 requested for simulation
results to support the proposed technologies. In addition to the initial study
on the suggested technologies, the DVB-T2 system was simulated extensively
during the design phase. For this purpose, a Common Simulation Platform
(CSP) based on DVB-T was used throughout the design process. The CSP
was agreed to be used and updated by the organizations developing new
parts of the DVB-T2 standard. The simulation platform evolved alongside
with the specification, thus allowing the evaluation of the effect of the design
selections on the overall performance of the system under development. Such
application of simulations is very useful and allows in the best case to avoid
bad design decisions and justify the good ones thus speeding up the design
process. Further, the simulation platform has been used as a reference in
the verification process for real DVB-T2 implementations.

6.1.2 Time interleaving configuration analysis

Let us consider here two different PLP interleaving configurations to illus-
trate the flexibility of PLP allocation provided by the DVB-T2 standard.
What mainly can be configured in DVB-T2 is the time interleaving length
and mapping of the service to T2 frames. The two selected configurations
are illustrated in Fig. 6.5. Configuration A represents what is called in
the standard Mode A, when only one PLP is used for the transmission and
the data rate of the whole multiplex is allocated for this PLP. As the time
interleaver memory is limited, three time interleaver blocks are required in
each T2 frame when the duration of the T2 frame is configured to be 250
ms. Configuration B represents a situation where there are several PLPs
transmitted in the DVB-T2 system. This is called Mode B in the standard.
In configuration B one TI block of the considered PLP is transmitted in two
successive T2 frames. In mode B the time interleaver configuration as well as
other transmission parameters for each PLP can be individually configured.

Mode A is designed for transmitting several services multiplexed in one
transport stream as is done in DVB-T. Using the mode A transmission
the distribution network for the DVB-T transmitters can be easily utilized
for introducing DVB-T2 networks. Also, statistical multiplexing can be per-
formed inside the PLP similarly as it is done in DVB-T [83]. The drawbacks
of mode A as compared to mode B are that all the services have the same
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Figure 6.5: The compared time interleaving configurations.

robustness level (same modulation and coding) and the time diversity that
can be obtained for the services is limited by the time interleaver memory
being shared by all the services. In addition, the receiver physical layer
needs to decode all the services in the multiplex and the link layer would
filter only the desired service from the transport stream.

Mode B is designed for transmitting services in the same network with
different robustness levels. One PLP can carry one or several services. In
mode B services for mobile receivers can be transmitted with low code rate
and low order modulation in some PLPs and for example HDTV channels
destined for stationary receivers can be transmitted with high code rate and
high order modulation in other PLPs. Further, mode B may enable use of
scalable video coding (SVC) [84] in the future in a way that different layers of
the video are transmitted with different robustness levels in different PLPs.
This would enable graceful degradation for the video and also sharing video
components between mobile and stationary service consumers. Mode B en-
ables also mapping the time interleaver blocks over several T2 frames and use
of subslicing and therefore provides means for further time diversity for the
services as compared to the mode A. For mode B the statistical multiplexing
can be done over the PLPs to obtain maximal utilization of the available
bandwidth. In general, very long TI lengths can be obtained for mode B,
but the channel switching time increases correspondingly. Therefore the
network operator needs to consider trade-offs between the robustness and
the channel switching time when designing the PLP configurations to be
used in the network.

The performance for both configurations A and B in a mobile multipath
TU6 channel with fD=80 Hz with respect to SNR (Es/N0) are shown in
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Figure 6.6: The performance DVB-T2 mode A (dashed line) and B (con-
tinuous line) PLPs (TU6 fD = 80Hz, 8k mode, guard interval 1/4). Code
rates 1/2, 2/3 and 3/5 from left to right.

Fig. 6.6. Mobile varying channel model is used to observe differences for
the interleaving configurations, as this is the case for which the interleaving
is mainly intended for. For configuration A the whole time interleaver mem-
ory is used while for the configuration B only half of the memory is used.
Due to mapping and interleaver configuration the data rate of the PLP in
configuration B is 1/12 of the data rate for configuration A PLP. The curves
for code rates shown from left to right for each modulation scheme and for
both interleaver configurations are 1/2, 2/3 and 3/5. Dashed lines repre-
sent configuration A and solid lines configuration B. It is observed that the
performance for configuration A in this channel is better as the whole time
interleaver memory is used. For slower varying channels (for example coher-
ence time of around 100 ms) configuration B could outperform configuration
A, because one deep fade in the channel could corrupt the whole TI block
for configuration A while for configuration B only half of the TI block would
be severely faded. All in all, the selection of a suitable time interleaving
configuration can well be assisted by simulations.

6.2 Signaling path

The transmission scheme of the physical layer signaling carried in the pream-
bles of the DVB-T2 system differs from that of the data path. As the sig-
naling enables the reception of the actual data, it should naturally be more
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robust against channel impairments than the data itself. This is to be taken
into account already in the system design process when defining the per-
formance requirements for the signaling. Therefore, the robustness of the
transmission of the L1 (physical layer) signaling needs to be studied and
compared to the robustness of the data path. Here the L1 signaling and its
design process are studied. Further, a method for selection of L1 signaling
transmission parameters based on the simulation studies is presented.

6.2.1 Design process for signaling

The transmission scheme selected already in early design phase for DVB-
T2 is OFDM with time division multiplexing for the services. Also, it was
selected that the physical layer signaling is to be transmitted in preambles.
This system approach facilitates the use of time frequency slicing that is
enabled by the DVB-T2 specification. In TFS the signal is transmitted on
several RF channels in a synchronized manner and the signaling should be
available on all the channels. This decision sets limitations but also possibil-
ities for the signaling transmission solution. The duration of the preamble
should be adequate to accommodate necessary signaling information and on
the other hand the overhead introduced by the preamble should be mini-
mized. The signaling information should be retransmitted at suitable inter-
vals to allow the receivers to tap into the network when powering on. As the
preamble based system approach was taken, the duration of the frame to
which the preamble is attached sets the repetition interval for the signaling.
Further, the duration of the preamble together with the requirement for the
initial scan duration for the receiver set limitations to the time diversity that
can be achieved for the signaling.

Translating the QoS requirements for the whole system to functional and
performance requirements for the signaling is not as straightforward as it is
for the data path. The relationship of for example error rate and the delay of
the signaling and the corresponding parameters for the services themselves
need to be studied. This requires knowledge on the receiver operations for
both service data and signaling reception. In general, the requirements for
the signaling should be more strict than for the data due to the enabler
nature of the signaling. As an example, if the service switching time for
the system should be smaller than one second, the physical layer signaling
should allow for switching to receive a different PLP in a much shorter
time period as there are delays also on other system layers (sychronizing
the video codecs, receiving the upper layer signaling and so on). The same
applies for error rate. The signaling should be error free at a signal quality
where the performance requirement of the error rate for the data is reached.
This way no additional errors are introduced by the signaling to the service
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reception and signaling and data paths can be designed individually taking
into account the designed robustness for the service data.

As the purpose of the signaling is to aid the receiver in receiving the
services, the starting point for the signaling design is on the receiver oper-
ations and reception environment. The main use cases regarding broadcast
receiver operations for the static receiver are initial scan, channel switch-

ing and normal data reception. The signaling designed for DVB-T2 should
support at least these. Further, if mobile reception of the broadcast is to
be considered the signaling should support handover from one transmission
area to another. When beginning the initial scan, the receiver has no knowl-
edge of the transmission network and has to start from scratch to resolve
the transmission parameters to begin the service reception. This is the most
time consuming of the considered use cases. In the channel switching use
case the receiver is already consuming services on the network and the user
is willing to switch to another service. In the normal data reception use case,
the receiver keeps receiving the current service. To perform the handover
in an efficient way, the signaling content should provide knowledge about
other networks as well. Based on these use cases and the selection of the
preamble based solution the required signaling content and the transmission
mechanism can be designed.

For the initial scan purposes the preamble structure must present an
entry point for the receiver. In DVB-T2 this entry point was designed to
be P1 symbol and L1-pre signaling in the P2 symbols. The P1 symbol
allows the synchronization and signals parameters that are fundamental,
such as the FFT size. After the P1 symbol is received and synchronization
performed the receiver obtains the P2 symbols. The number of preamble
P2 symbols was designed to be known based on FFT size and this is known
by the receiver as the P1 signaling is decoded. Now that the receiver is
provided with the means to receive the correct amount P2 symbols, the
design question arises, how should the L1-pre information be protected and
mapped to the subcarriers of P2 symbols to give the required performance.
Also, the contents of the L1-pre signaling are to be selected. As the reception
of services is not possible without obtaining the L1-pre first (it being the
entry point), the L1-pre is encoded by the rate 1/5 LDPC code and BPSK
modulated to make it very robust against interference. Further, the L1-
pre is interleaved over all P2 symbols to obtain best possible time diversity
within the preamble to combat impulsive noise and fading.

Naturally, the whole physical layer signaling package could have been
coded and modulated with the strongest code rate and lowest order mod-
ulation. This would have resulted in high overhead introduced by the L1
signaling in relation to data. If the transmission network is designed for ex-
ample according to such signal strength that the services using 256-QAM are
received correctly, using BPSK modulation for the L1-post signaling would
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lead to unnecessary overhead. Therefore, in DVB-T2 the L1-post contain-
ing most of the signaling information required to receive data from selected
PLPs was designed to have configurable modulation order (BPSK, QPSK,
16-QAM and 64-QAM) encoded with an LDPC code with rate 4/9. The
signaling content was designed so that the L1-pre contains only the most
important system parameters and information that allows the receiver to
extract the L1-post signaling. L1-post signaling then carries the rest of the
physical layer information. Now, the network operator is able to maximize
the throughput of the system by configuring a L1-post modulation that suits
the needs for the data PLP configuration of the network. The selection of
suitable L1-post modulation order is further studied in section 6.2.4. The
coded and modulated L1-post is mapped to the subcarriers of the P2 symbol
in a similar manner as L1-pre to obtain time diversity over the whole dura-
tion of the preamble. The subcarriers left over after L1 signaling in the P2
symbols are allocated for the data PLPs. It is intended that the first PLP
(PLP0) would be a common PLP that carries information that is common
for all the services, such as parts of link layer (L2) signaling for example. It
must be noted that with low order modulations for the L1-post signaling the
capacity available in the P2 symbols of the preamble limits the number of
PLPs that can be signaled in one DVB-T2 multiplex. The signaling system
could also have been designed to support a preamble of configurable length
and not to limit the capacity that is available for the signaling, but this
would potentially have imposed difficulties for the receiver design.

As the statistical multiplexing was to be supported by the DVB-T2 stan-
dard as indicated in the Call for Technologies [50], the signaling must allow
the scheduling of the PLP contents in the T2 frame to change frame to
frame. This will allow performing statistical multiplexing over the PLPs.
Consequently part of the L1 signaling information needs to change every T2
frame. Therefore, part of the L1-post signaling is called dynamic signaling

as it contains most importantly the addressing of the PLP data in the T2
frame. This dynamic signaling is critical for all the three receiver operations
as if it is lost, the receiver is not able to extract the contents of the PLP
from the T2 frame. Therefore, repetition of the dynamic L1-post signaling
information was designed. For the repetition, the dynamic parameters for
both current and the following frame are transmitted in the preamble. When
using the repetition, loss of one preamble can be tolerated assuming that
there is no configuration change between the two frames and the reception
of the PLP can continue without interruption.

In normal data reception the receiver would receive the L1-pre and L1-
post information from the preamble of every frame. Based on the signaling
information it would receive the PLP data from the signaled locations in
the frame. Taking into account the receiver power consumption, it was con-
sidered whether there should be a method to allow the receiver to follow
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services without needing to wake up for each preamble. The solution for
this is the in-band signaling that contains part of dynamic signaling being
multiplexed with the service data. The in-band signaling contains at least
the dynamic signaling for the service being followed but it can contain also
dynamic signaling for other services as well. In addition to allowing the ser-
vice reception without receiving every preamble, in-band signaling provides
an additional path for the signaling and thus increases the probability of
receiving the signaling correctly.

For service switching there are actually two different sub-use cases, namely
switching to a service in the same or in a different multiplex. If the service
to be switched to is in the same multiplex, the receiver already knows the
scheduling (dynamic signaling) of the target service if it is following the
preambles every frame or the dynamic signaling of the desired service is also
carried in the in-band signaling. If the dynamic parameters for the target
service are not transmitted in-band, the preamble of the next T2 frame is
received to obtain all L1 signaling. The reception of the service can begin
already from the next T2 frame and the service switching is fast. When
the desired service is transmitted in another multiplex, the receiver has to
synchronize to the new multiplex and to receive the L1 signaling starting
from P1 as in the initial scan. The delay for the channel switching will be
longer than in the first situation.

The simulations can be used in the design of signaling transmission as
well as for the design of error control coding, interleaving and modulation
for the data path. This enables the comparison of the performance of the
designed signaling mechanism and data path early in the design phase to
avoid unwanted design flaws such as having less robust signaling than the
data path for example. This would lead to the fact that the signaling is the
critical point for the system operation.

6.2.2 Description of the signaling preamble

The preamble symbol P1 is mainly intended for fast identification of available
T2 signals. The challenge in the current DVB-T/H system is the large
number of parameters that need to be blindly tested during the initial scan
(that is when the receiver is turned on for the first time). In DVB-T2, the P1
symbol can be received without knowing the data transmission parameters,
which makes the initial scan much faster. A somewhat similar preamble
symbol is utilized in the WiMAX standard [85] for synchronization.

A DVB-T2 transmitter may produce a frequency offset to the signal in
order to avoid adjacent channel interference. This offset is at most ±0.5
MHz compared to the nominal center frequency. The P1 structure however
allows detection at the nominal center frequency and the receiver can be
later tuned according to the offset. In addition, the P1 symbol provides
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Figure 6.7: P1 symbol in time domain.
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Figure 6.8: P1 symbol in frequency domain.

seven signaling bits to declare some transmission parameters. To conclude,
the P1 symbol is used in the initial scan for 1) detecting the presence of
DVB-T2 signal on the current frequency, 2) estimating the frequency offset,
and 3) signaling.

The structure of the P1 symbol in time domain is shown in Fig. 6.7.
The P1 symbol consists of a 1k OFDM symbol (A), which is Differential
Binary Phase Shift Keying (DBPSK) modulated in frequency direction by
pseudo random binary modulation signaling sequences (MSS) called S1 and
S2. In addition to the main symbol part, P1 includes two frequency shifted
cyclic extensions C and B. These extensions have an offset of 30 samples
such that C has 542 samples and B has 482 samples. Thus, the total length
of P1 is 2048 samples (that is the same as for 2k OFDM symbol). The cyclic
prefix C is a frequency shifted version of the first part of A, and the cyclic
suffix B is similarly a frequency shifted version of the latter part of A. The
cyclic extensions thus contain together the same information as part A. The
frequency shift is one subcarrier upwards for both C and B.

The frequency domain structure of P1 (A) is shown in Fig. 6.8. The
P1 symbol uses 384 of the 853 subcarriers that are available in a normal 1k
symbol. The pseudo random allocation of the used carriers is determined in
the standard by the carrier distribution sequence (CDS). This carrier pattern
has been designed to have good auto-correlation properties for finding the
integer frequency offset by studying the locations of the used carriers. The
subcarriers have been selected from the middle of the band so that most of
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Figure 6.9: Division of L1 signaling.

them stay within the nominal band of 7.61 MHz (for 8 MHz system) even
when the largest frequency offset is used in the transmitter. The P1 carriers
are boosted to normalize the power between the P1 and data symbols. This
boost also enhances the reception of the carriers due to higher power.

P1 symbol provides seven signaling bits that are carried by the modu-
lation signaling sequences S1 and S2. The length of S1 sequence is 64 and
there are eight possible sequences, that is, S1 carries three bits. The S2
sequence occupies 256 subcarriers and provides four signaling bits. The S1
bits define the type of the system, or more precisely the type of the following
P2 symbols. The S1 signaling field is common for all DVB-T2 based systems
including possible future extensions for example to a system dedicated for
handheld reception. In DVB-T2, S2 bits announce the FFT size and also
the guard interval group is signaled for the FFT modes, that are considered
to be the most usual ones. With this information the receiver is able to
receive the P2 preamble symbols.

All of the L1 signaling (also repeating information carried by S1 and S2
in P1 symbol) and PLP data if there is space, are transmitted in the P2
OFDM symbols located in the beginning of the T2 frames (see Fig. 4.5).
As the L1 signaling is transmitted in P2 symbols, the T2 frame length sets
the minimum transmission interval for the L1 signaling. The number of the
P2 symbols in T2 frame depends on the FFT size used in the system. For
1k, 2k, 4k, 8k, 16k and 32k modes 16, 8, 4, 2, 1 and 1 P2 symbols are used,
respectively. P2 symbols use the same FFT size as the data symbols. In P2
symbols every 3rd carrier is a pilot to enable accurate channel estimation
already from the P2 symbols. The amount of available carriers in the P2
symbols sets the maximum capacity for L1 signaling and thus is often the
limiting factor for the amount of PLPs that can be signaled in the DVB-T2
system.

The L1 signaling transmitted in P2 symbols is divided in the DVB-T2
standard into two parts, L1-pre and L1-post signaling as illustrated in Fig.
6.9. L1-pre signaling acts as a key to receive L1-post signaling. The L1-post
signals the parameters necessary for the reception of the PLP data. The
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L1-post signaling parameters are further divided into two parts based on
their frequency of change: configurable and dynamic (Fig. 6.9). The config-
urable parameters change only when the network transmission parameters
are changed, for example PLPs added or removed. The changes in the con-
figurable parameters are applied only on the border of a T2 super frame. T2
super frame consists of configurable number of T2 frames. The number of
frames in the superframe is signaled in L1-pre signaling. Dynamic parame-
ters on the other hand can change from frame to frame. These parameters
most importantly contain information on the mapping of PLPs to the frame
(to which carriers in which OFDM symbols the PLP is mapped to) and
frame index number. To obtain further robustness for the dynamic L1-post
parameters, the dynamic parameters of the next frame together with the
ones for the current frame can be transmitted in each preamble. This is
called repetition of L1-post signaling. These dynamic parameters or part
of them can also be transmitted in the in-band signaling. Extension field
in the L1-post signaling can be used in the future if some extensions in the
signaling are necessary. L1 padding bits are inserted to make the amount of
encoded L1-post data divisible by the number of P2 symbols. The divisibil-
ity is important when mapping the information to the P2 symbols.

Transmission of L1 signaling in P2 symbols

As L1-pre signaling enables the reception of the L1-post signaling it needs
to be as robust as possible and therefore it is always BPSK (Binary Phase
Shift Keying) modulated and protected by the rate 1/5 and length 16200
LDPC code concatenated with the BCH code. The rate 1/5 LDPC code
is inherited from the selection of DVB-S2 LDPC codes. In DVB-T2 it is
used only for L1-pre transmission. The amount of L1-pre signaling data is
200 bits and the amount of BCH redundancy is 168 bits. Thus, the LDPC
codeword needs to be shortened and punctured to be able to transmit this
small amount of data using the given LDPC with the original amount of
information bits k = 3240. The LDPC code is shortened and punctured to
maintain the original rate. Therefore, the amount of encoded L1-pre bits is
(200+168)× 5 = 1840. The overall code rate including BCH for the L1-pre
signaling is R = 200

1840 ≈ 1
9 .

The L1-post signaling data is protected by rate 4/9 (called rate 1/2 in
the standard) length 16200 LDPC code concatenated with the BCH code.
Shortening and puncturing are used. The modulation schemes used with the
L1-post signaling are BPSK, QPSK, 16-QAM and 64-QAM. For the data
path, the most robust transmission scheme is QPSK with code rate 1/2. It
is designed considering static transmission environments that L1-post can
always be configured to be more robust than the data path by selecting lower
order modulation (for example BPSK in the case of QPSK code rate 1/2 for
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Figure 6.10: Mapping of L1 signaling to preamble symbols.

the data path). The amount of the L1-post signaling data depends on the
transmission system parameters, that is on the amount of PLPs used in the
system, usage of L1 post repetition, use of Future Extension Frames and so
on. Therefore, the puncturing and shortening scheme must be flexible to
allow for different amounts of L1-post signaling data. The shortening and
puncturing schemes specified in the standard are based on the structure of
the LDPC codes to ensure good performance with all possible codeword
lengths.

The coded and modulated signaling cells are inserted to the carriers of
the P2 symbols so that L1-pre and L1-post data are evenly distributed over
all P2 symbols of one T2 frame. This is done to obtain as much time diversity
for the signaling data within the preamble as possible. The mapping of
signaling to P2 symbols is illustrated in Fig. 6.10. PLP data is inserted
to the carriers available in P2 symbols after the insertion of the L1-pre and
-post signaling. This ensures that there is no other overhead introduced by
the P2 symbols than what is imposed by the pilot pattern that is more dense
than that of the data OFDM symbols.

6.2.3 Performance analysis

First, the performance of P1 symbol is studied, and later the analysis is
extended to include the L1 signaling in the P2 symbols and also service data.
The performance has been evaluated in three different channel conditions:
AWGN, DVB-T P1 (static Rayleigh) [86] and TU6 (mobile 6-tap Typical
Urban) [74]. The SNR in all figures stands for Es/N0.
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Figure 6.11: Time domain P1 correlator.

P1 detection algorithms

P1 detection begins with time domain correlation, which is based on the ba-
sic guard interval correlation as presented in [87]. The correlator structure,
which has been modified to take into account both cyclic extensions and
frequency shifts, is presented in Fig. 6.11. There are two running average
filters. The lengths of the filters can be selected to be equal to the cyclic
extensions, TC and TB, which gives a clean correlation pulse as shown in
Fig. 6.12. This option has been chosen for the simulations. Selecting the
running average filter lengths equal to part A for both filters results in a
wider pulse (Fig. 6.13) but this has merit of eliminating possible continu-
ous wave interference [86]. Note that guard interval correlation is immune
to frequency offset which is vital since the offset is unknown at the signal
detection stage. Also, fractional frequency offset can be estimated from the
time domain correlation.

Guard interval correlation is intended for situations where the delay
spread of the channel stays within the guard interval, which may not be
the case with P1 symbol in large scale SFNs, for example with 32k OFDM
mode. In this case, the delays longer than the guard interval introduce
Intersymbol Interference (ISI). This is however not a problem because P1
symbol has been designed to cope with very low Signal-to-Interference-plus-
Noise Ratio (SINR).

After coarse time and fractional frequency synchronization, the received
P1 symbol can be translated to frequency domain by FFT. The output of the
time domain correlator may be noisy due to ISI and low SNR, and this may
result in a false alarm. Therefore, the presence of a P1 symbol is validated
in frequency domain.

Next, the receiver estimates the integer frequency offset, that is, the
frequency offset in terms of subcarrier spacings. This is done by comparing
the received power spectrum to the presumed subcarrier locations (CDS).
The power correlation is calculated over all possible frequency shifts and
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Figure 6.12: Ideal correlator output with running average filter lengths equal
to the cyclic extension.

the estimated integer frequency offset ∆fint is obtained by maximizing the
correlation

∆fint = max
k





∑

p∈P

yp+ky
∗

p+k



 , (6.2)

where P is the set of P1 pilot subcarriers without frequency offset, yp+k

is the received symbol at carrier p + k, and k is an integer limited to the
possible integer frequency offset range. In practice, it is possible to reduce
the offset range by pre-processing but in the simulations the range has been
the whole allowed ±0.5 MHz. P1 validation is done by setting a threshold
for this power correlation.

Finally, MSS sequences are obtained by soft DBPSK demodulation, and
the S1 and S2 bits are decoded by selecting the MSS sequence that has the
highest correlation to the received sequence.

P1 simulation model

The P1 simulation model represents a simplified version of the DVB-T2
system, where the transmitted signal consists only of the DVB-T2 preamble
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Figure 6.13: Ideal correlator output with running average filter lengths equal
to the length of main symbol part A.

and random OFDM symbols representing the data. The simplified model is
used to reduce the required simulation time. The transmitted time domain
signal is passed through multipath channel model and noise is added, after
which the signal is fed to the receiver. The receiver performs time and
fractional frequency synchronization, integer frequency offset estimation by
power correlation, P1 validation, and decodes the S1 and S2 signaling fields.

The simulation results for detecting the P1 symbol and decoding the S1
and S2 bits are presented in Fig. 6.14 and 6.15. In the figures there are four
curves: T2 detection gives the probability of detecting a valid P1 symbol by
power correlation, false alarm means that a P1 symbol is detected in power
correlation although there was no P1 symbol, S1 and S2 give the probability
of detecting the signaling correctly.

Fig. 6.14 shows the performance in AWGN channel. It can be seen that
the P1 symbol can be correctly received in adverse SNR conditions. It is
interesting that the performance for T2 detection and signaling is almost
the same. This can be explained by the high threshold that has been set for
power correlation to indicate correctly detected P1. A high threshold is nec-
essary to avoid false alarms, but the consequence is that once the threshold
is exceeded, the signal is good enough also for detecting the signaling.
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Figure 6.14: P1 performance in AWGN channel.

Fig. 6.15 shows the performance in mobile TU6 channel with Doppler
frequency fD = 200 Hz. Because of the low FFT size (1k), the P1 symbol
has a good tolerance against Doppler effect. Although there is no channel
estimate available, the frequency selectivity of the channel does not degrade
the reception because of the differential modulation.

P2 simulations

Simulation results for the L1 signaling carried in P2 symbols are presented
next. Performance curves for L1-pre, L1-post and data with code rate 1/2
are presented. FFT size of 8k is used in the simulations resulting in two P2
symbols in each T2 frame. The 8k mode is a possible selection for a network
in which the transmitted services are destined for mobile users. Code rate
1/2 is shown for the data as it presents the most robust data path with given
modulation. Also, constellation rotation is used for the data path. Other
system parameters used in the simulations are: guard interval duration is
1/4 of the ”pure” OFDM symbol duration and pilot pattern 1 (PP1 as
defined in the standard [6])for the data symbols. Thousand T2 frames are
simulated for AWGN and static Rayleigh channels while 2000 T2 frames are
simulated for the TU6 channel to obtain statistically more reliable results.
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Figure 6.15: P1 performance in TU6 fD = 200Hz channel.

P2 simulation model

The P2 simulations are performed with full DVB-T2 simulator. T2 frames
consist of P1, P2 and data OFDM symbols. The L1 signaling data is gen-
erated, encoded and mapped to the P2 symbols. Data symbols are inserted
after the P2 symbols. The transmitted time domain signal is passed through
the same channel simulation blocks as used for the P1 simulations. The re-
ceiver extracts the L1 signaling from the P2 symbols and decodes L1-pre
and L1-post information. As only the performance characteristics of the
system are studied, the actual data transmitted by the simulator is random.
The receiver mainly uses receiver algorithms presented in [86]. For example,
”Genie Aided” constellation demapping for the data is used, as it is consid-
ered to represent the optimal performance that can be achieved by iterative
demapping and decoding [86]. Therefore, the results may be optimistic if
compared directly to results with real hardware receivers. The constellation
rotation for L1 signaling is not allowed by the standard. Further, in the
simulations the receiver is synchronized perfectly to the transmitted signal.
As ideal channel estimation is used, the effect of pilot pattern on the per-
formance results is negligible, but it would have an effect on the throughput
of the system. Short FEC block length (16200 bits) for the data path is
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Figure 6.16: L1 signaling performance in AWGN channel.

used. The results for the long FEC block are quite close to the short one as
indicated also in the simulation results presented in [86].

First, Bit Error Rate (BER) curves for the L1 signaling and data path
in commonly used AWGN channel are presented in Fig. 6.16. It is observed
that the L1-pre signal is about 2 dB more robust than the L1-post signal
using BPSK modulation. This is as designed, since L1-pre acts as a key
for receiving the rest of L1 signaling carried in L1-post. Also, it is seen by
comparing to the Fig. 6.14 that the robustness of the P1 reception is much
higher than reception of the L1-pre, meaning that P1 is received correctly
with lower SNR values. Also this is as designed, since the P1 is the key
for receiving L1-pre and L1-post. The performance of the L1-post is rather
similar to the data path with similar modulation. It is also seen from Fig.
6.16 that the signaling can be configured to be more robust than the data
path by selecting a lower order modulation for the signaling. The selection
of the modulation for the signaling is further studied in chapter 6.2.4. The
results for the static Rayleigh channel are almost similar as for the AWGN
channel but shifted some dBs higher in SNR. This is visualized in Fig. 6.17.

It is possible that DVB-T2 or its variant will be used for broadcasting
data services for mobile receivers. Therefore it is important to determine its
potential and performance also in mobile channels. The simulation results
for the TU6 channel with 80Hz of Doppler frequency are presented in Fig.
6.18. For TU6 the performance of the L1 signaling is significantly worse
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Figure 6.17: L1 signaling performance in DVB-T P1 Rayleigh channel.

than for the static channels. The weak performance is due to the lack of
time diversity for L1 signaling as L1 signaling is spread over only the two
P2 symbols in 8k case. The time diversity obtained for the L1 signaling
in DVB-T2 is 2-4 ms if the L1-post repetition is not taken into account.
The data on the other hand can have much greater time diversity (up to
several seconds) thanks to the large amount of time interleaving allowed by
the standard. In the simulations for the data path interleaving depth of
about 80 ms was used as it is the maximum interleaving length that can be
obtained with the selected system parameters and a single PLP. This kind
of PLP resembles the one illustrated in Fig. 6.5 as configuration A.

Let us now consider another error criterion for the L1 signaling, namely
T2 frame error rate (FER) indicating which fraction of the preambles was
erroneous. Now for example FER 10−3 corresponds to one error in 1000
frames on the average, that translates to an error in 250 seconds (roughly
4 minutes) if 250 ms T2 frames were used. Luckily, the performance of the
L1 signaling is enhanced by the optional L1-post repetition. When using
repetition, it is assumed that any time two successive preambles are not lost,
the reception of PLPs can continue without interruptions. This assumption
is justified, because the L1-post dynamic information that is repeated is the
most important for the receiver to be correct as it can change from T2 frame
to T2 frame, while the configurable information changes rather seldom and
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Figure 6.18: L1 signaling performance in TU6 fD = 80Hz channel.

thus does not necessarily need to be correctly received from every T2 frame.
The interval for the successive preambles is the duration of the T2-frame.
The T2 frame length of 250 ms is used in the simulations. The interval
is larger than the coherence time of the used TU6 channel with fD = 80
Hz that is in the order of 5 ms. Therefore it is likely that two successive
preambles observe independent fading. Obviously, with very slowly changing
channels, when the coherence time of the channel is longer than the T2
frame duration the improvement of the repetition is small as two successive
preambles may suffer from the same channel fade. The gain obtained by the
L1-post repetition in TU6 (fD = 80 Hz) channel is presented with respect
to FER in Fig. 6.19. It is observed that about 3 dB gain can be obtained
by the repetition. This is intuitive, as the fading during the preambles are
independent. Still, it seems that the the lack of time diversity makes it
impossible to make the L1 signaling transmitted in P2 symbols more robust
than the most robust data path with QPSK and code rate 1/2. Studying
the figures 6.18 and 6.19 it is seen that this most robust data path reaches
the bit error rate of 10−4 at approximately the same SNR value of 2.4 dB as
BPSK modulated L1-post with repetition reaches frame error rate of 10−3

(one error in 4 roughly minutes). Thus the use of L1-post repetition brings
the performance of the L1-post dynamic signaling close to the performance
of the data path at least in the presence of the selected error criteria and
system parameters (time interleaving length, FFT size and so on).
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Figure 6.19: L1 signaling frame error rate comparison in TU6 fD = 80Hz
channel.

The in-band signaling may further help in severe receiving conditions, as
its robustness is exactly the same as the robustness of the data path. Still,
in-band signaling is an additional signaling mechanism, as if data frame
carrying in-band signaling is lost, so is in-band signaling. In this case the
receiver must receive the L1 signaling from the preamble to be able to con-
tinue service reception.

As a conclusion, it was observed that the transmission of the most impor-
tant system parameters as well as detection on the presence of the DVB-T2
signal from the P1 symbol are very robust. Also, the transmission of the rest
of physical layer signaling in the P2 symbols can be configured sufficiently
robust in static reception conditions. In fast mobile reception conditions on
the other hand, the robustness of the signaling may not be high enough due
to lack of time diversity for the signaling. Therefore, some improvements in
the physical layer signaling transmission may be necessary if the mobile use
case is planned during network deployment.

6.2.4 Configuration selection study

Errors in service data may introduce some errors in for example audio or
video, but errors in the signaling may destroy the reception of the whole
service. Here the robustness of the signaling transmission and the robustness
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of the data path are compared to come up with guidelines for selecting the
modulation parameters in the DVB-T2 network for the L1 signaling. The
comparison is based on simulation results for both signaling and data paths.

There are several possible combinations of transmission parameters for
L1-post modulation with respect to the parameters used for the data path.
The modulation scheme for L1-post can be configured to be BPSK, QPSK,
16-QAM or 64-QAM. Further the use of L1-post repetition and in-band
signaling is optional. To have an idea of suitable configurations, we need to
define how large the margin in the robustness of signaling and service data
is considered adequate. Let us decide for the following considerations that
L1-post signaling should be at least 3 dB more robust than the service data
path.

Let us begin with the simplest case when no L1-post repetition nor in-
band signaling is transmitted. In this situation the receiver needs to con-
tinuously follow the preambles for normal service reception to obtain the
L1-post dynamic information. The modulation for L1-post signaling that
should be used in combination with each data path code rate and modu-
lation can be decided based on the 3 dB criterion at a certain error rate
level. For example at bit error rate of around 10−4 in AWGN channel data
path with 64-QAM and code rate 1/2 requires SNR of 8.5 dB. The L1-post
signaling with 16-QAM modulation requires SNR 5.3 dB to reach the same
error rate criterion (Fig. 6.16). It is clear that 16-QAM for the L1-post
is sufficient according to our selected 3 dB criterion in this case. Similar
comparison can be done for all other data path code rates and modulations.
The results of this comparison in AWGN and TU6 fD = 80 Hz channels are
shown in Table 6.2. Value ”1” indicates that the selected 3 dB criterion is
fulfilled with the L1 signaling modulation of the column while ”0” indicates
that it is not. The first value in each column is for AWGN and the second
for TU6 without L1-post repetition or in-band signaling.

In general for AWGN it is observed that for high code rates for data
(3/4 and above) similar modulation for L1-post can be used. For low data
code rates (below 3/4) one order lower modulation for L1-post should be
used. For code rate 1/2 256-QAM data, using 64-QAM for L1 signaling
is not robust enough (data 11.8 dB and L1 signaling 9.9 dB). Therefore,
for this mode 16-QAM for signaling should be used. Of course lower order
modulations could also be used for L1-post, if a more strict criterion for the
robustness difference for signaling and data is desired (for example 6 dB).
Selecting a lower order modulation for the signaling naturally increases the
overhead introduced by the signaling. When multiple PLPs are present,
the signaling should be matched to the most robust PLP as the signaling is
common for all PLPs.

For TU6 it is observed that if QPSK with any code rate or 16-QAM
modulation with code rate 1/2 is used for data PLPs, the L1 signaling
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Table 6.2: Modulation selected for L1-post for each data configuration based
on 3 decibel criterion (AWGN,TU6,TU6+rep,TU6+rep+ib)

Data BPSK QPSK 16-QAM 64-QAM

QPSK 1/2 1,0,0,1 0,0,0,0 0,0,0,0 0,0,0,0
3/5 1,0,0,1 0,0,0,0 0,0,0,0 0,0,0,0
2/3 1,0,1,1 0,0,0,1 0,0,0,0 0,0,0,0
3/4 1,0,1,1 1,0,0,1 0,0,0,0 0,0,0,0
4/5 1,0,1,1 1,0,0,1 0,0,0,0 0,0,0,0
5/6 1,0,1,1 1,0,1,1 0,0,0,0 0,0,0,0

16-QAM 1/2 1,0,1,1 1,0,0,1 0,0,0,0 0,0,0,0
3/5 1,1,1,1 1,0,1,1 0,0,0,1 0,0,0,0
2/3 1,1,1,1 1,0,1,1 1,0,0,1 0,0,0,0
3/4 1,1,1,1 1,1,1,1 1,0,0,1 0,0,0,0
4/5 1,1,1,1 1,1,1,1 1,0,1,1 0,0,0,1
5/6 1,1,1,1 1,1,1,1 1,0,1,1 0,0,0,1

64-QAM, 1/2 1,1,1,1 1,0,1,1 1,0,0,1 0,0,0,0
3/5 1,1,1,1 1,1,1,1 1,0,1,1 0,0,0,1
2/3 1,1,1,1 1,1,1,1 1,0,1,1 1,0,0,1
3/4 1,1,1,1 1,1,1,1 1,1,1,1 1,0,1,1
4/5 1,1,1,1 1,1,1,1 1,1,1,1 1,0,1,1
5/6 1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1

256-QAM 1/2 1,1,1,1 1,1,1,1 1,0,1,1 0,0,0,1
3/5 1,1,1,1 1,1,1,1 1,1,1,1 1,0,1,1
2/3 1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1
3/4 1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1
4/5 1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1
5/6 1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1

transmitted in the preambles cannot be configured to be 3 dB more robust
than the data when the repetition is not used. In this situation the signaling
may introduce a bottleneck for the performance of the system.

When configuring to use the L1-post repetition, there is a gain in frame
error rate for the signaling as illustrated in Fig. 6.19. Let us consider a
situation when there is no in-band signaling and the receiver relies on the
L1 signaling in the preambles for normal service reception. Considering the
frame error rate of 10−3 (one error in the service due to signaling in roughly
four minutes) to be enough, a comparison to the data path is made in TU6
channel. The suitable modulation and coding combinations are shown in the
third value for each modulation and code rate in Table 6.2. It is observed
that with repetition it is possible to decrease the amount of modes when
the signaling cannot be made more robust than the data path. Still, there
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are two modes with which the signaling robustness introduces limitations.
These are the most robust data PLP configurations using QPSK and code
rates 1/2 and 3/5.

Further, if the in-band signaling is used the requirement for the frame
error rate for the L1 signaling transmitted in preambles can be loosened,
since the receiver does not need to follow the preambles continuously for
normal service reception. The reception of the preamble correctly is still
required for performing initial scan or channel switching. The frame error
rate requirement for these use cases is lower than for the normal service re-
ception. For example if frame error rate is 20 % for the L1-post signaling in
the preamble the probability of receiving the L1-post information correctly
from the first frame is 80 %. To receive the signaling correctly from the first
or the second frame the probability becomes 0.8 + 0.2 × 0.8 = 0.96. The
preamble error occurences are assumed to be independent. As the proba-
bility that the receiver has been able to obtain full L1 signaling correctly
already after two frames (maximum of 500 ms delay) is as high as 96 %,
the 20 % is considered a reasonable error rate requirement for the preamble
signaling that is used for the initial scan and service switching. Suitable
modulation and coding combinations for the preamble signaling are found
out based on the 3 dB criterion. The suitable combinations are shown in
the fourth column of Table 6.2. It is observed that when using the in-band
signaling the transmission of the preamble signaling can be configured to be
robust enough according to the selected criterion for the frame error rate
thanks to the loosened robustness requirement.

The presented L1-post configuration guidelines can prove to be useful,
as a DVB-T2 network can be configured to perform very poorly by choosing
unsuitable combination of transmission parameters for L1 signaling and data
path. From the AWGN simulations it was seen that the physical layer
signaling can be configured to be more robust than the data path as designed.
It was also observed that the performance of the signaling with respect to
data path in mobile scenario is not as good as in the static environment.
Therefore, also the sufficiency of the L1-post repetition and in-band signaling
for mobile environment was considered. In general from the performance
point of view the L1-post repetition and in-band signaling should be always
used if mobile reception is to be enabled by the network. Still, selecting to
use repetition and in-band signaling increases the overhead of the signaling
and reduces the capacity available for the services. Also, the amount of PLPs
that can be signaled in the preamble decreases when the L1-post repetition
is used. Therefore the network operator needs to carefully consider the
configuration of the signaling as well as the configuration for the services for
providing required QoS for the receivers in the network.
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Chapter 7

Future evolution of

broadcasting systems

The pace of development for microcomputers has been observed to follow
what is known as Moore’s Law. Gordon Moore noticed already in the 1960s
that the number of transistors on a silicon chip had doubled every year. From
this he assumed that the growth would not go on with this high pace, but
exponentially regardless. Moore assumed that the doubling would happen
every 24 months [88]. Later the figure was adjusted to doubling every 18
months by David House. The development of microprocessors has followed
this prediction accurately. An important follow up of Moore’s Law is that
because more transistors can be fit to a single chip, for a fixed cost, chip
performance is doubled as the area of the chip is the most important factor
in the manufacturing costs.

Broadcast systems have not been able to follow directly the develop-
ment of digital technology as broadcasters have had a great emphasis on
the backwards compatibility of the user equipment when updating trans-
mission systems [89]. This is in contrast to the computer industry where no
attention is paid to the compatibility of old computers with new software.
Actually, new software can be a marketing mechanism for the consumers to
buy new computers to be able to run the latest applications. Due to this dif-
ferent approach, the broadcasting equipment cannot experience such a high
pace of development as the computer industry. Mainly, the broadcasting in-
dustry can benefit from Moore’s Law only when changing technologies such
as converting from analogue transmissions to digital ones [89] or upgrading
from DVB-T to DVB-T2. As observed in previous chapters, the DVB-T2
system applies much more computationally intensive mechanisms than the
first generation system. Also, it was observed during the analogue transmis-
sion shut down that the willingness of the users to upgrade for example their
television sets or set top boxes is lower than to upgrade their computers [90].
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One reason for this is that digital broadcasting is still mainly plain televi-
sion and switching from analogue to digital transmissions did not introduce
many additional features to the service. Also, when switching from DVB-T
to DVB-T2, the main update from the user perspective will be the enhanced
audiovisual quality. The broadcaster on the other hand has the advantage
of increased throughput to accommodate more services in the multiplexes.

7.1 Directions of system design

The current technologies allow the use of mechanisms that result in system
performances close to what is considered theoretically achievable. This is
observed for mechanisms used in the DVB-T2 system. The heterogeneous
nature of terrestrial reception environments assures that there is still room
for improvement as the technology advances. The increase in popularity of
mobile reception of broadcasting services will certainly keep the engineers
busy also in the future. Technologies such as MIMO can be utilized for
improved capacity or robustness. The introduction of MIMO was discussed
already at the design phase of DVB-T2, but due to the requirement of
backwards compatibility for antenna installations the introduction of MIMO
into the DVB-T2 system was impossible. The advantages of MIMO were
anyway identified and to allow later possible updates of the standard to be
carried in the same radio frequency as the DVB-T2, the system was designed
to incorporate Future Extension Frames (FEFs). The FEF is seen by the
basic DVB-T2 receiver as a “black hole” where any kind of signal can be
transmitted. It is possible that the next generation handheld (DVB-NGH)
system would be carried in the FEFs.

The user experience for mobile television can be enhanced by utilizing
mechanisms allowing graceful degradation [91]. In digital systems such as
DVB-T for example, the video quality remains perfect up to a certain re-
ceived signal level and degrades quickly with lower signal levels. Graceful
degradation in broadcasting television services translates into for example
lower resolution or smaller frame rate obtained by the receivers in poor
reception conditions. This in a way resembles the performance of the pre-
vious analogue systems where the picture quality degrades gradually. For
digital broadcasting systems the graceful degradation can be obtained with
help of scalable video codecs. This is studied for a Multimedia Broadcast
and Multicast Services (MBMS) network in [92]. Also, the scalable video
codecs would in theory allow sharing service components between HDTV
and mobile services for example.

Two directions in broadcasting systems design are currently observed,
the toolbox-of-modes approach and the dedicated system approach. The
toolbox-of-modes approach is utilized in DVB systems such as DVB-T2.
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There, many possible code rates, modulation modes, guard interval lengths
and so on are defined at the physical layer to make the system utilization in a
wide variety of network scenarios possible. An example of a more dedicated
system would be CMMB [93], where a very limited number of configurations
is specified. Selection between these two design approaches has an effect on
the cost of the devices. The toolbox-of-modes approach requires that all
the modes are implemented in the receiver if the receiver is to operate on
all networks therefore resulting in higher receiver cost as compared to the
dedicated system approach. On the other hand, a dedicated system supports
a more limited set of network scenarios.

A clear trend in the mobile industry is the convergence of the different
transmission systems in the user device. For example the current cell phones
can comprise in addition to GSM and 3G, WLAN, Bluetooth and DVB-H
for mobile streaming service reception. Therefore future broadcast receivers
need not be devices without any kind of feedback mechanism. The cellular
system can be utilized for the feedback in the cell phone example. If the
presence of the interactive channel can be assumed, different directions in
broadcasting system design can be taken. In this case for example the
signaling could be obtained on request over the interactive channel or lost
service packets could be requested assuming long enough buffering for the
streaming services and low delay on the interactive channel.

The evolution of the convergence of broadcast and telecommunication
networks is studied in [94]. It is pointed out that various digital radio sys-
tems have been developed and optimized for specific services, such as 3G
for mobile communications and DVB-H for mobile broadcasting. For ex-
ample, provision of services that are of interest for large masses are most
efficiently transmitted over a broadcasting system, while interactive services
are more suitable for the cellular network. For optimal utilization of the
available radio resources, these systems should interact. As currently sev-
eral receivers are present in many cellular phones, convergence in the receiver
side is possible. Naturally this requires also interaction of broadcast and cel-
lular operators, which may be challenging as they usually represent different
companies.

For introduction of the standards for new systems the timing is a crucial
factor [89]. Choosing to use safe and conservative technologies in the design
leads to a shorter life time expectancy than with the most cutting edge
technologies. On the other hand using most advanced technologies at the
moment, leads to devices with high price tags. The price lowers as time goes
according to Moore’s Law, but it may be that new more appealing products
have already become available. Also, introducing a new generation of the
system at the same time the current older system is being deployed may
harm the prospects of the current system and make the consumers wait for
the next generation instead of choosing to use the current system.
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Let us next consider the outcomes of the case studies presented in chap-
ters 5 and 6 and specially what can be learned from the presented analyses
for future broadcasting system design.

7.2 Guidelines for the technical design of data and

signaling paths based on findings of the case

studies

The signaling and data paths at each layer of a broadcasting system should
be designed in close relation to each other. This close relation means that in
the design of the signaling content as well as the transmission mechanism,
the requirements set by the QoS needs should be converted into require-
ments for the signaling. As the signaling is something that the user does
not need to know about, direct requirements on its performance or func-
tionality are not set by the user. The process for finding the performance
requirements for the signaling is illustrated in Fig. 7.1. The general system
architecture decisions based on functional requirements set restrictions on
the signaling content and how it can be transmitted. An example of this is
the selection of a time division multiplexing transmission scheme combined
with OFDM in the DVB-T2 physical layer. The multiplexing thus requires
that the signaling conveys information on the addressing of the multiplexed
services to enable receiver processing. Also, in a TDM based system ar-
ranging the signaling channel in time domain bursts in form of transmission
frame preambles is a natural approach. In general the signaling content
should be designed to enable as easy receiver operations as possible. Trying
to make things easy for the receivers is a prevailing idea in broadcast sys-
tems design. This is natural, as there may be thousands of receivers for one
transmitter. Therefore it is more economical to have a more complex trans-
mitter if the receiver cost is reduced accordingly. By studying the receiver
operations, the performance requirements for the signaling can be defined
as observed in chapter 6.2.4. It was for example observed that the error rate
requirement for the signaling in the preamble may be relaxed when in-band
signaling is used. Moreover, the requirements for the signaling have an effect
on the system architecture. Continuing the DVB-T2 example, the required
channel switching time sets requirements for the delay of the service data.
This together with the multiplexing scheme and receiver processing for the
signaling information sets the delay requirements for the signaling. The de-
lay requirement for the signaling defines how often the signaling should be
repeated and thus affects the transmission frame duration.

The simulator proves useful in designing the signaling and data paths
in parallel. The availability of the simulator makes it possible to compare
the performance of both paths in different usage environments already at
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Requirements analysis

Analyse the requirements from the user

Performance requirements for data path 

(e.g. bit error rate below 10-11)

Performance requirements for signaling 

(e.g. frame error rate below 10-3)

Functional requirements

How the data and signaling are transmitted 

(e.g. multiplexing)

Receiver operation for the service reception 

(e.g. use of signaling information)

Figure 7.1: Relationship of the performance requirements for the signaling
and data paths.

the design phase. Similar comparisons as presented in chapter 6.2.3 can
be made. As it was observed, selection of comparable error criteria for
data and signaling paths should be carefully considered. As there may be
several ways to obtain the signaling (preamble and in-band in DVB-T2)
directly the bit error rate comparison between the paths is not representative
enough. Already considering frame error rate for the signaling proves to be
more representative. There is no sense in designing the system so that the
signaling introduces the bottleneck for the system performance. Therefore
the signaling should be designed according to more strict error criteria than
the data path.

When the signaling is designed for a mobile broadcasting system, di-
versity plays an important role. As it was observed in chapter 6.2.3 the
performance of the physical layer signaling in the mobile environment was
severely degraded due to small time diversity in the preamble of the DVB-T2
system. As the DVB-T2 system was mainly designed for stationary recep-
tion, the design trade-off of having a short preamble for centralized signaling
was made. Therefore, the diversity that can be obtained for the signaling
in the preamble is small compared to the data. If the system were destined
mainly for mobile reception, the signaling should possess diversity at least
of the same order of magnitude as for the data to enable robustness gain
for signaling over the data path by using stronger FEC coding. Repetition
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of the signaling is natural for broadcasting systems. Therefore if the signal-
ing content remains constant, time diversity is obtained already from the
repetitive nature of the signaling.

As there is not much to gain by enhancing the forward error control
codes, the next promising step towards increased capacity and robustness
in broadcasting systems is MIMO. Having multiple antennas at both trans-
mitting and receiving antenna arrays allows for increased throughput or
increased robustness or balance between both. One promising scheme for
utilizing MIMO in a SFN broadcasting network is presented in [95]. The
presented MIMO coding is based on a two encoding layer structure where
the encoded information is distributed to different transmission masts. Nat-
urally, introduction of MIMO increases the complexity of the receivers as
several antennas and decoding logic for MIMO are necessary. Also, the gain
that can be obtained with MIMO on a broadcast system differs from the
bi-directional system because the transmitter cannot obtain channel infor-
mation and only the receivers have access to noisy channel estimates [96].
For mobile receivers of small physical dimensions obtaining the necessary
separation for the antennas to obtain independent fading paths requires
utilization of high frequencies in the transmissions. Utilization of a cross
polarized MIMO transmission scheme as presented in [97] eases the antenna
design for future mobile MIMO receivers [98]. From the design point of view,
when the data path utilizes MIMO, also the signaling path should utilize
it to obtain similar diversity order and thus appropriate robustness for the
signaling is obtainable.

If scalable video codes are used for sharing the service components be-
tween HDTV and mobile services, the main system should be the HDTV
system and the mobile receivers would use only a subset of service compo-
nents provided in the networks. As the scalable video codecs evolve, sharing
the service components potentially leads to more efficient use of the available
resources than simulcasting the same service for both types of receivers with
for example different video resolution. The use of SVC and simulcasting is
studied in [99]. As this together with the graceful degradation are rather re-
markable advantages, in future broadcasting systems the use of SVC seems
probable. To enable the use of SVC the physical layer data path should
enable applying individual robustness levels for the service components and
the signaling information should support signaling services comprising of
several layers.
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Chapter 8

Summary

The goal of this thesis was to study how the signaling and data paths are
designed and analyzed in wireless broadcasting systems to provide certain
QoS for the users. For broadcasting systems mainly diversity and forward
error control coding can be used for QoS provisioning. Therefore the FEC
and diversity mechanisms were studied in detail. Also, the design process for
the broadcasting systems was studied. For existing systems, the DVB-H link
layer performance for signaling and data paths was studied and their effect
on QoS considered. For DVB-T2, the design process was studied and per-
formance of signaling and data paths compared ending up in configuration
guidelines for DVB-T2 networks. Finally the future evolution of broadcast-
ing systems was contemplated based on the studies on DVB-H and DVB-T2
systems.

The performance of the DVB-H link layer MPE-FEC with different de-
coding methods was studied by theoretical calculations. Both the error
correction capability and complexity were analyzed. The performance of
the link layer signaling was studied using simulations. Physical layer error
masks from both laboratory and field measurements were used to evaluate
the performance of the signaling. Field measurements enabled the compar-
ison to the performance of the data path in a realistic environment. It was
observed that the MPE-FEC decoding method utilizing the most accurate
erasure information had the best performance. By calculating the complex-
ity of the Reed-Solomon decoding it was further observed that the number
of multiplications required by the MPE-FEC decoder was minimized with
the decoding method that had the best performance of the considered ones.
From the signaling studies the observation was that the link layer signaling
can be configured to be more robust than the data path. This requires that
some effort is made by the network operator to select appropriate section
sizes for the signaling transmission. Mechanism for the selection was pre-
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sented. Having more robust signaling transmission in broadcasting systems
is necessary for service consumption and discovery.

The design of the DVB-T2 system physical layer was studied in detail,
focusing on the design of signaling and data paths and their relationship.
The utilization of simulations in the course of the design process was stressed.
Further the performance of the signaling and data paths was compared by
system simulations. It was observed that a simulator is an excellent tool to
have available when designing a system. With simulator the robustness of
the different paths can be effectively compared already at the design phase.
Simulating the performance of the DVB-T2 system with a mobile channel
model, it became clear that the performance of signaling with short time
diversity is degraded severely. Therefore, when designing future systems
for mobile reception, also the diversity for the signaling transmission should
be carefully considered. Guidelines for configuring and a mechanism for
selecting suitable transmission parameters for the DVB-T2 signaling were
given based on the results of the simulations.

Ideas on how the signaling and data paths should be designed together
in future systems specially for mobile reception to avoid complications were
presented. The performance requirements for the signaling design should
be derived from those set by the user for the service. In general, the re-
quirements should be more demanding as the signaling is the enabler for
service reception. To obtain more reliable signaling than the data path in a
mobile reception environment similar or greater order of diversity should be
provided for the signaling than for the service data path, and modulation
and coding parameters chosen accordingly. To summarize the thesis:

In Chapter 2 the methods for guaranteeing QoS in broadcasting systems
were studied. First, the specialties of the broadcasting environment were
described. Then the concept of diversity was discussed. Further, the mech-
anisms for enhancing the user experience were depicted. These mechanisms
consist of FEC codes and interleaving schemes for utilizing the available
diversity in the broadcasting environment.

In Chapter 3 the system design process was studied. The use of simula-
tions in the design process was also described. Then the design of coding,
interleaving and modulation in broadcasting systems was studied in more
detail. More specifically, what the requirements for the broadcasting system
design are and what are the trade-offs that can be made between different
resources in the design phase. The design aspects of the signaling were also
considered.

In Chapter 4 the current status of the digital broadcasting systems world-
wide was presented. Also main characteristics of the terrestrial DVB-T,
DVB-H and DVB-T2 were presented. It was observed that there are several
different standards for terrestrial broadcasting of digital services. More em-
phasis was put on the DVB-family standards as they are the topics of the
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case studies in this thesis. The similarities and differences of the first and
second generation systems were indicated.

In Chapter 5 performance analysis of the DVB-H system link layer was
discussed. Both signaling and data paths were studied and their perfor-
mance compared. For the data path the performance of the MPE-FEC was
studied with different decoding schemes and the complexities for the decod-
ing schemes were calculated in Appendix A. For the link layer signaling
the performance was evaluated by simulations and also measured data from
the field was used to study the performance of the signaling in a real life
environment. The inclusion of the link layer signaling in the scope of the
MPE-FEC for increased robustness was briefly discussed.

In Chapter 6 the DVB-T2 standard and its design process were inves-
tigated. Use of simulations for the design of modulation, coding and inter-
leaving was illustrated. The performances of the data and signaling paths in
the DVB-T2 system were simulated and guidelines for the selection of trans-
mission parameters for the signaling were presented based on the simulation
results. From the simulations it was observed that the signaling preamble
does not necessarily possess long enough time diversity for use in the mo-
bile reception environment therefore possibly limiting the use of DVB-T2
for mobile broadcasting.

In Chapter 7 future evolution of broadcasting systems was contemplated.
The possible relationship of future broadcasting systems to other telecom-
munication networks such as cellular networks was considered. It is possible
that the future will show some amount of convergence between these net-
works. Further, the findings of the studies with DVB-H and DVB-T2 in
chapters 5 and 6 affecting the technical design in future broadcasting sys-
tems were pointed out. It was observed that though the modern error control
coding schemes utilized in the state of the art broadcasting systems perform
close to the theoretical capacity limit, there is still room for overall system
performance enhancement on other system parts. One currently hot topic
is the utilization of MIMO schemes.

In future the signaling on all the system layers could be studied to en-
able cross-layer optimization of signaling content and transmission. Also,
the convergence of telecommunication and broadcasting networks provides
interesting research topics for system design due to the availability of a
feedback channel through the telecommunication network.
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Appendix A

MPE-FEC complexity

analysis

Let us study the complexities of different implementations of RS decoder pre-
sented in [63] based on number of Galois Field (GF) operations. Two known
bounded distance decoding algorithms for Reed-Solomon codes investigated.
To begin with frequency domain decoder is studied. Then the algorithm in
the time domain is also investigated to compare their complexity. Both de-
coding algorithms are based on the Berlekamp-Massey algorithm. A brief
study on the complexities of both algorithms based on simulation run-time
was performed in [100] and here a more analytical approach is taken. Fur-
ther, the effect of the decoding schemes presented in previous section on the
complexity of the total MPE-FEC decoding is investigated.

A.1 Frequency domain RS decoding algorithm de-

scription

Broadly speaking, decoding in frequency domain means Fourier transform-
ing the received vector and performing the decoding tasks on the trans-
formed vector. The Fourier transform in GF is described for example in [63].
In the end of decoding the inverse Fourier transform is taken and a codeword
is obtained. This way of decoding is natural for Reed-Solomon codes due to
their definition.

The number or erasures in a received vector v is denoted by te and the
number of undetected errors in the vector is denoted by tu. The codeword
is uniquely decodable under bounded distance decoding whenever te and tu
obey the equation (5.2), or slightly rewritten,

d ≥ 2tu + te + 1,

where d is code minimum distance.
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We need one more definition before going to the decoding algorithm. Let
us define that vectors e and f correspond to the error- and erasure-vector
of a received vector v, that is, for some codeword c:

c = v − (e + f).

Then the error-erasure-locator polynomial Λ is the polynomial, which has
minimal degree and satisfies the (cyclic) convolutional equation

Λ ∗ (E + F) = 0.

Here we identify the vector

Λ = (Λ0, . . . ,Λn−1)

components of which are the coefficients of the polynomial

Λ(x) = Λ0 + . . .+ Λn−1x
n−1.

The next decoding algorithm is represented as in [63].

Algorithm A.1.1 (Frequency domain decoder).

1. Let us assume, that v is the received vector having te < d erasures in
the locations i1, . . . , ite , where d is the distance of the code. First, these
erasures are filled with zeros. Next, the erasure-locator polynomial
Ψ(x) is determined from the formula

Ψ(x) =

te
∏

l=1

(1 − xωil),

where ω is a primitive element of the Galois field GF (q). Also Fourier
transform of v is taken, thus obtaining the vector V.

2. The Berlekamp-Massey algorithm explained below is executed on the
vector V with Ψ to obtain the error-erasure-locator polynomial Λ(x).

3. Next, the known d − 1 values of E + F are extended recursively to n
values by using the convolutional equation

Λ ∗ (E + F) = 0

and the known values of Λ.

4. The decoding is completed by taking the inverse Fourier transform of
the vector

C = V − (E + F).
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Next the step 2 of the algorithm is studied more carefully. The Berlekamp-
Massey algorithm may be written in the following form:

Algorithm A.1.2 (Berlekamp-Massey in frequency domain [63]).

1. Initialization: Λ(te)(x) = B(te)(x) = Ψ(x), Lte = 0, r = te, where Ψ(x)
is the erasure-locator polynomial.

2. For r = te + 1, . . . , d− 1 :

∆r =

Lr−1+te
∑

j=0

{Λ(r−1)(x)}jVr−1−j ,

Lr = tr(r − te − Lr−1) + (1 − tr)Lr−1,
(

Λ(r)(x)

B(r)(x)

)

=

(

1 −∆rx
tr∆

−1
r (1 − tr)x

)

·

·

(

Λ(r−1)(x)

B(r−1)(x)

)

,

where tr = 1 if both ∆r 6= 0 and 2Lr−1 ≤ r− te − 1, otherwise tr = 0.

3. Then Λ(d−1)(x) is the locator polynomial for both errors and erasures
for the sequence V0, . . . , Vd−2.

In the step 3 of the algorithm A.1.1 the convolutional equation needs to
be solved:

Λ ∗ (E + F) = 0. (A.1)

This is done iteratively by extending the known values of E + F with the
help of the vector Λ from the previous step. The equation (A.1) can be
written in the following form:

(E + F)((k)) =

tu+te
∑

j=1

Λj(E + F)((k−j)), k = d− 1, . . . , n− 1 (A.2)

Now the right-hand side uses only known values of the vector E+F, and
hence all of its components can be iteratively obtained.

A.2 Time-domain decoding algorithm description

In time-domain decoding, the operations are performed on the received vec-
tor itself rather than taking the Fourier transform of it in the very beginning
of the algorithm. However, with Reed-Solomon codes the natural approach
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is to use the Fourier transform at least implicitly and as we shall see, the al-
gorithm in time domain is closely related to the one already discussed. The
most evident way of decoding in time-domain is to take the inverse Fourier
transform of each step of the algorithm A.1.1. The algorithm presented here
is derived in this manner in [63].

Algorithm A.2.1 (Time-domain decoder).

1. First, the erasure-locator polynomial Ψ(x) is determined as in step 1)
in algorithm A.1.1. Next, the inverse Fourier transform of the vector
Ψ is taken to obtain a time-domain vector ψ.

2. The Berlekamp-Massey algorithm in time-domain explained below is
executed on the vectors v and ψ. As a result, a time-domain erasure-
error locator λ is obtained.

3. Let us denote u(d−2) = v. Now, for r = d− 1, . . . , n− 1, let

∆r =

n−1
∑

i=0

ωirλiu
(r−1)
i

u
(r)
i = u

(r−1)
i − ∆rω

−ir for all i.

4. The code vector c can now be calculated as c = v − u(n−1).

Again, it is time to concentrate on the Berlekamp-Massey algorithm,
now in time-domain.

Algorithm A.2.2 (Berlekamp-Massey in time-domain [63]).

1. Initialization: λ(te) = b(te) = ψ,Lte = 0, r = te, where ψ is as above.

2. For r = te + 1, . . . , d− 1,

∆r =
n−1
∑

j=0

ωj(r−1)λ
(r−1)
j vj

Lr = tr(r − te − Lr−1) + (1 − tr)Lr−1
(

λ
(r)
i

b
(r)
i

)

=

(

1 −∆rω
−i

tr∆
−1
r (1 − tr)ω

−i

)

(

λ
(r−1)
i

b
(r−1)
i

)

for all i, where tr = 1 if both ∆r 6= 0 and 2Lr−1 ≤ r− te−1, otherwise
tr = 0.

3. Then λ(d−1) is the error-erasure locator.
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A.3 Complexity analysis of the RS decoding algo-

rithms

The complexities are mainly calculated with respect to the number of multi-
plications needed in the Galois field. Since the frequency domain decoder is
based on Fourier transform, a few words concerning the Fourier transform’s
complexity are in order.

Fast Fourier transform (FFT) is a well-known, time-wise efficient re-
cursive algorithm. Its complexity is of the order O(n logn), although this
complexity does depend on how the exponentiation of the primitive element
is organized. In the following, we assume that a look-up table (that is a table
of logarithms and anti-logarithms with respect to the primitive element) is
constructed, so that exponentiation of the primitive element ω can be seen
as a constant-time operation.

Let us next study the complexity of some polynomial operations. Let us
assume, that we have two polynomials in Galois field,

a(x) = a0 + a1x+ . . .+ amx
m and

b(x) = b0 + b1x+ . . .+ bnx
n,

.

To obtain their product (in monomial form) c(x) = a(x)b(x), clearly (m +
1)(n + 1) multiplications in the Galois field are needed. This number of
multiplications may be decreased if more sophisticated methods are used.
However, here we assume that the school algorithm for polynomial multi-
plications is used. If a0 = b0 = 1, the number of needed multiplications
reduces to mn, since multiplying by 1 is a trivial operation. Let now α
be some element of the Galois field. To calculate the substitution a(α), m
multiplications are necessary, which can be seen by writing the polynomial
in different form (Horner scheme [101]),

a(α) = (. . . ((amα+ am−1)α+ am−2)α · · · )α+ a0.

A.4 Frequency domain decoder complexity

In the first step of the algorithm A.1.1 the erasure-locator polynomial

Ψ(x) =

te
∏

l=1

(1 − xωil)

is constructed. With the previous considerations it can be calculated, that to
obtain Ψ(x) in monomial form, (1/2)(te − 1)te multiplications in the Galois
field are needed. In this step, also Fourier transform is taken hence adding
the term n logn to the overall complexity.
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The second step requires calculating the complexity of the Berlekamp-
Massey algorithm. The first observation is, that in algorithm A.1.2 always
Lr ≤ r − te. For every value of r the computation of ∆r takes at most

Lr−1 + te + 1 ≤ (r − 1) − te + te + 1 = r

multiplications. No multiplications in the Galois field are needed for com-
puting Lr, but in the matrix equation at most 2(r + 1) multiplications are
performed. Altogether, for every value of r, at most

r + 2(r + 1) = 3r + 2

multiplications in the Galois field are necessary. Counting over all values of
r, the number of multiplications is at most

d−1
∑

r=te+1

3r + 2 = 2(d− te − 1) + 3
(

d−1
∑

r=1

r −

te
∑

r=1

r
)

= 2
(

d− te − 1
)

+
(

3/2
)(

(d− 1)d− te(te + 1)
)

= 2(d− te − 1) + (3/2)(d+ te)(d− te − 1)

=
(

d− te − 1
)(

(3/2)(d+ te) + 2
)

.

The complexity of the third step in the algorithm A.1.1 can be derived
from the equation (A.2). The number of needed iterations of this equation
is

(n− 1) − (d− 1) + 1 = n− d+ 1.

For every iteration element, at most tu + te multiplications in the Galois
field are performed. Thus, the complexity of the third step is at most (tu +
te)(n− d+ 1).

The fourth step of the algorithm introduces another Fourier transform
and hence is of complexity n logn.

The overall complexity of the decoding algorithm A.1.1 with respect to
the number of multiplications in the Galois field GF (q) is at most

C(tu, te) = (te−1)te
2 + 2n log n+

(

d− te − 1
)(

(3/2)(d+ te) + 2
)

+ (tu + te)(n− d+ 1). (A.3)

Note that one easily verifies that the number of additions needed in
the algorithm A.1.1 is of the same order of magnitude as the number of
multiplications. Hence the overall complexity of the algorithm is of the
order mentioned in the equation (A.3).
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A.5 Time-domain decoder complexity

Next, let us study the complexity of the algorithm A.2.1. It begins with
nearly the same operations as in the previous case, the overall complexity
of the first step being (1/2)(te − 1)te + n logn.

The second step introduces the Berlekamp-Massey algorithm in time-
domain. For each step of the iteration, calculating ∆r takes at most 2n
multiplications. The matrix multiplications take additional 4n multiplica-
tions, so the overall complexity for each iteration step is 6n. Since there are
d− te − 1 of these steps, the complexity of the Berlekamp-Massey algorithm
is at most 6n(d− te − 1).

In the third step of the algorithm A.2.1 at most 3n multiplications are
performed in each iteration. There are n−d−1 iterations in total, and thus
the complexity of this third step is at most 3n(n− d− 1).

Thus the complexity of the algorithm A.2.1 is at most

C(tu, te) =
(te − 1)te

2
+ n logn+ 6n(d− te − 1) + 3n(n− d− 1). (A.4)

This complexity has no dependence on the number of errors. This is
mainly due to two reasons: First of all, the complexity analysis was rather
coarse since the number of multiplications may be diminished by not count-
ing the trivial multiplications. Secondly, this algorithm was constructed in
such manner, that most of the calculations are done for all i, that is, for all
components of a vector of size n.

A.6 Complexity of the decoding schemes in the

DVB-H system

All the rows of the MPE-FEC frame are decoded with RS decoder that can
utilize the erasure information. The link layer operations and the structure
of the MPE-FEC frame is shown in Fig. 5.1. From the complexity point
of view the thing that makes the difference when the code and decoding
algorithm are fixed, is the numbers of undetected errors and erasures hitting
RS codewords. The dependence of the complexity on numbers of errors and
erasures and code parameters for frequency and time domain decoders for
the RS decoding are given in equations (A.3) and (A.4). In MPE-FEC
RS(255,191) code is used. As examples of possible scenarios for MPE-FEC
decoder errors only, erasures only and combination of both are presented in
Fig. A.1. The complexities are calculated from the expressions (A.3) and
(A.4). From the complexity analysis of the RS decoding algorithms and
from Fig. A.1 it is found out that the most efficient algorithm is the one
operating in frequency domain. Its complexity is given in equation (A.3).
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Figure A.1: Dependence of complexity on number of errors and erasures for
RS(255,191), d = 65 code.

Let us further analyze the expression. First of all, it is noticed that the
rightmost component of the sum,

(tu + te)(n− d+ 1), (A.5)

is linear with respect to the sum of tu and te. Let us now denote the actual
number of erroneous symbols in the received code vector by κ. Then always

κ ≤ tu + te,

equality holding when no correct symbols are erased. Thus to minimize the
linear term, there should be no erasures corresponding to correct symbols
in the code vector.

Let us next study the term

(te − 1)te
2

+
(

d− te − 1
)(

(3/2)(d+ te) + 2
)

. (A.6)

Let us denote it by g(te) and then minimize it. The first derivative of this
function is

g′(te) =
2te − 1

2
−

3(d+ te) + 4

2
+

3(d− te − 1)

2

=
−4te − 8

2
= 0,
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when te = −2. From this, and the form of expression (A.6) it is observed,
that g(te) is a decreasing function for te ≥ 0. Thus to minimize the term
(A.6), there should be as many erased symbols as possible. This reduces
the overall complexity of the frequency domain decoder, since it reduces the
complexity of Berlekamp-Massey algorithm in frequency domain. In fact, if
it is known that decoding using only erasures can be done, the Berlekamp-
Massey algorithm does not need to be executed at all, since the locations of
the errors are already known.

Next the minimizing scheme for the whole algorithm A.1.1 needs to be
found. For this expressions (A.5) and (A.6) need to be compared. Compar-
ing the first derivatives of these terms with respect to the variable te it is
found that

(n− d+ 1) + g′(te) = n− d+ 1 − 2te − 4

≥ n− d+ 1 − 2(d− 1) − 4

= n− 3d− 1 ≥ 0

when 3d ≤ n − 1. This is the case for n = 255 and d = 65, which are
the parameters in MPE-FEC Reed-Solomon code. From this it is deduced
that for this code, taking extra erasures will only increase the complexity
of the frequency domain decoding if those erasures correspond to correct
symbols. Hence, to minimize the complexity of the decoding using frequency
domain RS decoding, the most beneficial way is to have as reliable erasure
information as possible. This is the main idea of the decoding schemes
suggested in [61] and denoted in this dissertation as MHE and PE decoding
schemes. The performance analysis of the section 5.1 shows that the PE
decoding is the best of the discussed decoding schemes with respect to the
probability of successful decoding. Here it is observed, that it also minimizes
the complexity of the frequency domain RS decoder utilized in MPE-FEC.

The conclusion of the complexity analysis is that from the compared
Reed-Solomon decoding algorithms, the one operating in frequency domain
is better from the complexity point of view. Further, the significant result
is that the MPE-FEC decoding methods suggested in [61] and studied in
5.1 having better error correction capabilities also minimize the amount of
operations necessary in the Reed-Solomon decoding.
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