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ABSTRACT

The incredible rapid development to huge volumes of air travel, mainly because
of jet airliners that appeared to the sky in the 1950s, created the need for system-
atic research for aviation safety and collecting data about air traffic. The struc-
tured data can be analysed easily using queries from databases and running these
results through graphic tools. However, in analysing narratives that often give
more accurate information about the case, mining tools are needed. The analysis
of textual data with computers has not been possible until data mining tools have
been developed. Their use, at least among aviation, is still at a moderate level.

The research aims at discovering lethal trends in the flight safety reports. The
narratives of 1,200 flight safety reports from years 1994 – 1996 in Finnish were
processed with three text mining tools. One of them was totally language inde-
pendent, the other had a specific configuration for Finnish and the third originally
created for English, but encouraging results had been achieved with Spanish and
that is why a Finnish test was undertaken, too.

The global rate of accidents is stabilising and the situation can now be regard-
ed as satisfactory, but because of the growth in air traffic, the absolute number of
fatal accidents per year might increase, if the flight safety will not be improved.
The collection of data and reporting systems have reached their top level. The
focal point in increasing the flight safety is analysis. The air traffic has generally
been forecasted to grow 5 – 6 per cent annually over the next two decades. Dur-
ing this period, the global air travel will probably double also with relatively con-
servative expectations of economic growth. This development makes the airline
management confront growing pressure due to increasing competition, signifi-
cant rise in fuel prices and the need to reduce the incident rate due to expected
growth in air traffic volumes. All this emphasises the urgent need for new tools
and methods.

All systems provided encouraging results, as well as proved challenges still to
be won. Flight safety can be improved through the development and utilisation of
sophisticated analysis tools and methods, like data mining, using its results sup-
porting the decision process of the executives.

Keywords: Data Mining, Text Mining, Flight Safety, Analysis, Decision Support,
Strategic Management
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TIIVISTELMÄ

Lentoliikenne kasvoi huomattavasti 1950-luvulla pääasiassa suihkumatkustaja-
koneiden myötä, mikä aiheutti poikkeamatietojen järjestelmällisen keräämisen ja
tutkimuksen tarpeen. Määrämuotoinen tieto voidaan helposti analysoida tietokan-
takyselyillä esittäen tulokset käyttäen graafisia työkaluja, mutta tekstianalyysiin,
jonka avulla tapauksista saadaan usein tarkempia tietoja, tarvitaan louhintatyöka-
luja. Tekstimuotoisen tiedon automaattinen analysointi ei ole ollut mahdollista
ennen louhintatyökalujen kehittämistä. Silti niiden käyttö, ainakin ilmailun piiris-
sä, on edelleen vähäistä.

Tutkimuksen tarkoituksena oli havaita vaarallisia kehityskulkuja lentoturvalli-
suusraporteissa. 1 200 lentoturvallisuusraportin selostusosiot vuosilta 1994 –
1996 käsiteltiin kolmella tekstinlouhintatyökalulla. Yksi näistä oli täysin kieli-
riippumaton, toisessa oli lisäosa, jossa oli mahdollisuus käsitellä suomen kieltä ja
kolmas oli rakennettu alun perin ainoastaan englanninkielisen tekstin louhintaan,
mutta espanjan kielellä saavutettujen rohkaisevien tulosten pohjalta päätettiin
kokeilla myös suomenkielistä tekstiä.

Lento-onnettomuuksien määrä liikenteeseen nähden on vakiintumassa maail-
manlaajuisesti katsottuna ja turvallisuustaso voidaan katsoa tyydyttäväksi. Kui-
tenkin liikenteen kasvaessa myös onnettomuuksien määrä lisääntyy vuosittain,
mikäli lentoturvallisuutta ei kyetä parantamaan. Turvallisuustiedon kerääminen
ja raportointijärjestelmät ovat jo saavuttaneet huippunsa. Analysoinnin paranta-
minen on avain lentoturvallisuuden parantamiseen. Lentoliikenteen on ennustettu
kasvavan 5 – 6 prosenttia vuodessa seuraavien kahden vuosikymmenen ajan.
Samana aikana lentoliikenne saattaa kaksinkertaistua jopa vaatimattomimpien
talouskasvuennusteiden mukaan. Tällainen kehitys asettaa lentoliikenteen päättä-
jille yhä kasvavia paineita kiristyvän kilpailun, polttoaineiden hinnannousun ja
liikenteen kasvun aiheuttaman onnettomuuksien määrän vähentämiseksi. Tämä
korostaa uusien menetelmien ja työkalujen kiireellistä tarvetta.

Kaikilla louhintajärjestelmillä saatiin rohkaisevia tuloksia mutta ne nostivat
samalla esille haasteita, jotka tulisi vielä voittaa. Lentoturvallisuutta voidaan vie-
lä parantaa käyttämällä tässä esille tuotuja analyysimenetelmiä ja –työkaluja ku-
ten tiedonlouhintaa ja soveltamalla näin saatuja tuloksia johdon päätöksenteon
tukena.

Avainsanat: tiedonlouhinta, tekstinlouhinta, lentoturvallisuus, analysointi, pää-
töksenteon tuki, strateginen johtaminen
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1 INTRODUCTION

1.1 Safety development in modern aviation

A significant part of the European and global population flies on a regular basis
for either business or pleasure and the rate of the traffic growth has been signifi-
cant throughout the world since the 1950s (ICAO, 2008b). In May 2015, the air-
line database contained almost 2,475 active airlines (Lyall, 2015). At the begin-
ning of this decade, more than 900 commercial airlines were operating world-
wide, with a total fleet of 22,000 aircraft serving nearly 1,700 airports through a
route network with a total length of several million kilometres (Abdelghany &
Abdelghany, 2012).  The role of aviation can be defined as “one of the most im-
portant services to offer both significant social and economic benefits. By serv-
ing tourism and trade, it contributes to economic growth” (Abdelghany &
Abdelghany, 2012, p. 1). Air transport can be considered one of the safest modes
of transport. As safety is the core concept in the airline industry, it can be consid-
ered one of the most important keys to the development of worldwide aviation,
which is growing rapidly. Air transport in Europe is one of the fastest growing
transport sectors (European Aviation Safety Agency, 2014). Due to the strong
growth in traffic volume, the number of accidents is expected to increase if noth-
ing is done to improve safety even further (see the International Civil Aviation
Organization (ICAO); for a definition of an accident see Appendix 1 p. 1-1
(ICAO, 2010)). However, an increase in the number of accidents would be totally
unacceptable.

Since the 1960s, air transport has experienced a higher growth rate than the
world economy. During the time period between 1990 and 2003, the number of
passengers increased on average by 2.7 per cent per year and the number of
flights by 2.8 per cent per year. This growth, it should be emphasised, is far more
pronounced in the European Union than in the United States. The number of pas-
sengers for instance increased on average by 5.5 per cent per year in the Europe-
an Union, compared with 1.8 per cent in the United States  (Assemblée
Nationale, 2004). During the two first decades of the new millennium, world air
traffic has continued its growth at a rapid pace and it has been predicted to dou-
ble in the next 15 years (Ramasamy & Sabatini, 2015). Hence, it would be cata-
strophic if the amount of accidents would grow at the same speed as the growth
rate in air traffic.
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As a result of systematic and global work towards safer aviation over decades,
the global aviation accident rate has diminished dramatically. As a good example
of this favourable development, the years 1945 and 2004 can be compared: 2004
was considered one of the safest ever for air travel and had the same number of
airline fatalities as in 1945, despite the fact that the volume of air travel in 2005
was far beyond that of 1945. Between the years mentioned, the annual number of
passengers has increased from 9 million to 1.8 billion. This strong reduction in
the percentage of incidents and accidents in proportion to air transportation has
been achieved through systematic work to increase flight safety. With the same
accident rate as at the beginning of jet age air travel in the 1950s, there would be
about 300 major accidents every year in the United States alone (Department of
Health, 2005).

In order to illustrate the present flight safety level, according to the Interna-
tional Air Transport Association (IATA), 2011 was worldwide the safest on rec-
ord for commercial aviation with one passenger fatality per 7.1 million air travel-
lers, from the point of view of operations this equals one accident for every 1.6
million flights. Since 2000 there has been an improvement of 42 per cent in the
aviation accident rate (Oster Jr, Strong, & Zorn, 2013). However, due to the con-
tinuous volume growth in global aviation, the absolute number of fatal as well as
other accidents may increase annually if flight safety is not improved.

Throughout its history, aviation has attracted an extraordinary amount of in-
terest from people everywhere, which makes the industry sensitive to safety. De-
spite the fact that safety questions have always been the first and foremost im-
portant concern for the industry – and hard work has been done to increase its
safety level by developing practices and operations, the application of the tradi-
tional means for ensuring safety has reached its highest level. The basis of this
safety work has been the collection of data; collecting data about safety events is
of great importance because the more the events there are without safety effect as
such are to investigate, the lower the need to investigate accidents (Saatsi,
Haavisto, & Oksama, 2011). The data have carefully been analysed by highly
skilled specialists in order to find weak points in operations, and reports have
been compiled aiming at the elimination of the impact of those weak points by
revising and supplementing operation instructions and rules.

In the present situation, decisive information about aviation safety can no
longer be generated in practice by using tools like Excel, database queries and
report tools, etc., which are widely used today. The central issue is that when ap-
plying the methods used so far, operators have known what they have been
searching for and this is not sufficient today or for the future, so the development
of the practices of analysis and the methods of analysis is essential. Today, the
query tools for searching for information and for creating reports are already so-
phisticated and can easily be combined with the so-called business intelligence



21

tools that widen the use of the search criteria by allowing countless combinations
of factors.

1.2 Improving flight safety through data mining

The actors in the aviation industry have observed that the vast amounts of data
collected and stored by different actors in the field, contain hidden information
that may be very valuable but which cannot be discovered with so-called tradi-
tional analysis methods (Watson, 1999). There are no preliminary expectations
about the existence of these ‘nuggets of knowledge’ and that is why it is not pos-
sible to find them with known methods. In other words, we do not know what we
do not know, thus what we are searching for are patterns that might reveal more
knowledge that could improve safety (see Figure 19, p. 102).

Data mining tools and methods provide a solution to the challenges men-
tioned. The solution can be regarded as twofold: besides providing an analysis of
textual data, data mining also allows it to be combined with numerical data. As
the aviation safety data collected include both structured and narrative fields, the
tools and methods, such as text mining tools, for analysing texts have only just
been developed. The text mining capability appeared much later than data mining
which is used for numerical data. Regarding numerical data, the analysis of
which has been easy using queries from databases and running their results
through tools that produce graphs, data mining provides more sophisticated nu-
merical analyses when searching for something that has not been foreseen.

Expressed on a general level, two types of data are produced in the airline in-
dustry – the flight data recorders generate digital data tracking the flight and the
deviation reports written by pilots and other personnel generate textual data. Ac-
cording to Robb (2005), the digital data is looked at by several entities, but be-
cause not as much work has been done on the free text data its analysis needs
more attention.

1.3 Related research on aviation safety

A lot has certainly been written about aviation safety, at least in the major avia-
tion countries, e.g. the US, the UK, Germany and France; many of them have
their own institutes for flight safety working in close contact with airlines and
authorities. However, in the area of analysing flight safety reports and applying
data mining, tools and resources, research (prior to this work) is rather scarce. In
the Nordic countries, only a few dissertations concerning, or at least referring to,
flight safety have been published (for research beyond the Nordic countries, see
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Chapter 3.4.1). In May 2015, a database search in Melinda (2015), the Union
Catalogue of Finnish Libraries, was run in order to find Finnish dissertations
concerning aviation safety. The Finnish, Swedish and English words were: il-
mailu (aviation in Finnish), lentoturvallisuus (flight safety), lentäminen (flying),
lentoliikenne (air traffic), flygtrafik (air traffic), flygsäkerhet (flight safety),
flygning (flying), flight safety, aviation, aviation safety. The search was per-
formed using several queries and 88 matches were produced when the duplicates
were removed. No theses concerning aviation safety and closely resembling this
thesis were found. Additionally, despite the search words in Finnish and Swe-
dish, the origin of 22 of the search results came from outside the Nordic coun-
tries. The subject areas and the amount of found doctoral dissertations is dis-
played in Table 1. The division into the categories chosen is not absolute but in-
dicative, because several of the theses would fit in several categories.

Table 1: Subject areas of the doctoral dissertations that include research related to
aviation safety

Subject area Amount of dissertations
Air traffic control and Communication 6
Birds and insects 6
Business and management 22
Ecology and environment 2
History and fine arts 5
Jurisprudence, politics and organisations 22
Physiology 9
Psychology, Human factor 8
Technology 3
Others 5

Another search was run in Melinda with the words tekstinlouhinta (text min-
ing in Finnish) and text mining, receiving 11 matches. None of them were direct-
ly related to the approach of this study, although the dissertations of Kloptchenko
(2003), Toivonen (2006) and Paukkeri (2012) have been of great importance
from the linguistic and mining technology point of view. The dissertation by
Timonen (2013) deals with short text documents as does this study, but from the
point of view of  term weighting focusing on the mining tasks, text categorisa-
tion, keyword extraction and query expansion. Also the theses by Lagus (2000)
and Saarikoski (2014) are worth mentioning here as they present text mining that
applies the Self-Organising Map (SOM) method. The SOM was developed in the
early 1980s by professor Teuvo Kohonen at Helsinki University of Technology,
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the Neural Networks Research Centre (Honkela, 1998; Kohonen, 1997). Neural
networks are a special part of data mining that have found a wide application ar-
ea in business risks analysis. Although doctoral theses about aviation safety have
only been recently written in Finland, pioneering work on data mining has been
done. Professor Ari Visa, the University of Tampere, the Signal Processing La-
boratory, has developed sophisticated prototypes for knowledge mining. The dis-
sertation by Toivonen (2006) was written in conjunction with the GILTA project
and several masters and licentiate theses were published during the project (see
Chapter 5.3.3).

The former Technical University of Helsinki is now part of Aalto University
and the only place in Finland offering higher education in aviation. Therefore, a
library search covering all the different thesis types and other documents pub-
lished there was performed using the Aalto University Library Aaltodoc search
tool using the same search criteria as with Melinda. The result was 107 docu-
ments and only a few of them had some connection with flight safety from the
point of view of this study, meaning flight operations. Usually they had a tech-
nical approach, such as aircraft maintenance, software development for aviation
use, aircraft production, etc.

1.4 The aim of the study and research questions

The main actor regarding aviation safety in Finland is the Aviation of the
Finnish Transport Safety Agency (TraFi, formerly known as Finnish Civil Avia-
tion Authority, the FCAA). It is the state's national civil aviation authority and
the civil aviation regulatory authority in Finland. Its overall aim is to reduce the
number of air accidents and serious incidents, regardless of the inevitable contin-
uous growth in air traffic or external safety threats. Like many authorities, the
aviation authority in Finland has lacked more sophisticated analysis methods
than the Excel and query tools of relational database systems, etc. Through the
development of analysis capability, it ought to be possible to obtain and apply
new methods and tools in order to improve safety in the airline industry as well
as in the other areas of aviation, including authorities and maintenance organisa-
tions.

The author was employed at the Investigation and Analysis Unit of the FCAA
during the first decade of the millennium when the idea about finding a text min-
ing tool emerged. Huge amounts of narrative technical reports had piled up dur-
ing the decades without having been analysed, except by individual inspectors.
This method had allowed only the investigation of single, separate documents
without actually obtaining a general view on the possible trends that exist in the
material. As the author was aware of the existence of mining tools, a small idea
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that the mining tools could provide a possible answer to the question appeared.
Data mining and especially text mining had been utilised successfully in English
as well as in some other major languages to examine flight safety reports, but
there was no evidence of projects for mining short reports in Finnish. Some
newspaper and magazine articles, however, had been mined in Finnish to a cer-
tain extent, but the narratives of the flight safety reports, the sizes of which var-
ied between one word and a couple of sentences, posed a new challenge.

Hence, the main research question of this study is:

Can flight safety be augmented by applying data mining as a method of analy-
sis?

This general research question can be divided into two more specific sub-
questions (SQ) in order to approach it more accurately:

SQ1: Is it possible to find lethal trends in aviation safety data by using
text mining?

The main objective when examining safety reports is to find similar reports
due to the presence of clustering, because their existence might indicate a similar
event, which, if it continues to occur, could lead to a serious incident or accident.

SQ2: What sort of refining actions would make the mining results more appli-
cable and are the text mining results significantly more accurate, reliable and val-
id after refining?

The data mining process does not give straight answers to questions, so its role
can be considered to be a decision support system (DSS). Additionally, according
to the theory of data mining it is an iterative process consisting of several mining
rounds requiring the refining and adjusting of both data and mining definitions
between them. The mining process always requires the participation of analysis
and mining experts as well as measuring methods in order to discover both errors
and inaccuracies in mining definitions that aim to refine the mining results. In
this process, commonly used tools like Excel provide sufficient support, allowing
the analysis of mining results to occur in a simple and clear format.

Data mining is not just a method or tool but can be described as a combination
of methods and tools. It is a very broad area with a huge number of variations
which requires strict limitations. In practice it might be necessary to focus on
only a couple of main issues, like clustering the data and benchmarking the dif-
ferent mining tools, by performing the process with several systems and compar-
ing the results with each other. It was planned that this study would be realised in
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accordance with these principles, which most certainly would add a relevant
framework to the applicable results for academic research.

After working for several years in aviation administration in Finland and also
developing an extensive international view on safety analysis tools and methods,
the author became aware of the gap between academia and practice. As science
had made significantly successful attempts to solve problems that practitioners
were perhaps not even aware of, the author became increasingly more positive
and motivated about the need for this text mining research.

1.5 The structure of the research

In addition to the introductory section, the thesis consists of five publications.
Publication #1 presents the whole data mining process described in Chapter 3.3.1
and illustrated in Figure 16, which addresses SQ1. It explains in detail all the dif-
ferent steps: beginning from defining the test data to be used and choosing the
tools to be tested with the chosen data. The selection of the method or methods to
be used in the mining process had to be made in this phase of the study. The pre-
processing of the data in order to perform the first mining round with the selected
tools is described in detail. Also the functions of some of the parameters that
could have been applied when using the tested tools are described. At the begin-
ning of the research there was no experience of mining short text reports written
in Finnish. The result of the first mining round was that the text mining tools
were able to extract trends, which, in this case, actually meant recurring events
that were or became incidents. However, in this case they neither developed into
dangerous risks nor accidents. Another remarkable point is that all the different
tools produced coherent results. In line with data mining theory, the first mining
round revealed the need for refining the definitions of the test data and the min-
ing parameters for the second round in order to achieve more accurate mining
results.

Publication #2 continues the research process by analysing the results gained
from the first mining round with all the three tested tools addressing SQ1 and
SQ2. Although the pre-processing for the first mining round was made very care-
fully, the results achieved from the first mining process revealed an obvious need
to refine the definitions. In particular, it was noticed that the lists of both stop
words and synonyms contained several pure mistakes that were easy to correct.
In order to further analyse the results in more detail, they were studied using a
qualitative data analysis application NVivo, version 7 (see Chapter 5.4). Using
this kind of tool, which enables the user to manage and make sense of unstruc-
tured information, was necessary because using Excel and Word alone would not
have provided results adequate enough to understand the relationships between
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the concepts in the test data. When analysing the content of the clusters using
queries, NVivo took into account all the words defined in the query options, de-
termining their relevance in the text. As one essential point in this process was to
keep the data as untouched as possible, no major changes were made. Almost one
hundred checking procedures were made with stop words and synonyms. These
procedures prepared the test data for the second mining round, significantly im-
proving its quality.

Publication #3 is written about the results after the second mining round that
was performed after refining the test data addressing SQ2. The second mining
round could only be performed with two of the tools tested in round one, because
the data material had to be sent to the operators in order to be run and this was
not possible with the third tested tool. From the point of view of the total re-
search results, this was not necessary. Unlike most information systems that are
constructed on English language developed tools, and thus often lack the conju-
gated forms of compounds, this tool included a module for mining Finnish texts.
This feature allowed the processing of documentation in Finnish, which is a mor-
phologically rich language. The first main focus of the publication was to analyse
the ‘problematic’ words displaying their significance, the number of their ap-
pearance and their relevance as a percentage in the clusters. This was done by
making queries in NVivo. The second main focus was comparing the contents of
the clearest clusters as pairs. The comparison was made by forming pairs from
the results of rounds one and two among the same tool and estimating the im-
provement that had occurred between the mining rounds. The pair comparison
was also made between the two tools in order to crosscheck the impact of refin-
ing the data between the mining rounds. All the individual tests proved that the
rather small but obvious process made the mining results more accurate through
the refining of the data. In addition, the tests confirmed the need for several itera-
tions in order to achieve more accurate mining results. Another significant obser-
vation was that the size of clusters plays an important role, thus the more clusters
the better the results, although an optimum point is important to find.

Publication #4 was produced in order to explore whether the data mining tech-
nique used in this research process could be applied to health care documenta-
tion. As aviation and health care share similarities, the assumption was that the
methods for improving safety could be transferable between the domains. In both
contexts, the eventuality of an undesirable event may be reduced markedly if the
risks that are connected to it are diagnosed. The mining process presented in the
three first publications of this thesis was taken as the basis for comparison with
the text mining process carried out using a patient record dataset as test material.
From 26,000 electronic health records 1,083 text units were extracted that con-
tained the discharge summaries of the physicians mentioning resuscitation in
their narrative sections. This occurrence, like those described in the flight safety
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reports, can lead to either a successful or lethal outcome. Both datasets were clus-
tered into groups of records in order to find similarities between cases that might
contain lethal trends. As the applicability of data mining for flight safety reports
was confirmed, using health care data, the identification of hazardous events
turned out to be possible if clustering was used as a method.

Publication #5 deals with the applicability of data mining results for the sub-
ject area of the strategic management of organisations. However, unlike in Publi-
cation #4, the results are not compared with the mined results of the other appli-
cation areas, but they are discussed as possible answers to the continuously fast
growing requirements of management; the information environment is expanding
at a pace never seen before, which makes decision-making increasingly more
complicated. This is especially emphasised among safety-critical environments,
such as nuclear power and air traffic. System failures or inadequate or delayed
decision-making in these high risk environments can cause the loss of life, signif-
icant damage to property or environmental pollution. As organisations are be-
coming more complex, strategic decisions especially require highly refined in-
formation as their basis. The need for an automated means to process data is in-
creasing rapidly as the amount of generated and stored unstructured data is ex-
panding rapidly; usually it also accumulates faster than it can be processed. All
the test results support the premise that if lethal trends exist in the stored data,
data mining will glean safety information from it. This information would not be
accessible with other methods and can be used as an essential component for
strategic safety management.
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2 FLIGHT SAFETY

2.1 Safety Overview

In this context, it is important to present the difference between safety and securi-
ty, especially because there is only one word for both concepts in many lan-
guages; for example, we have the Finnish word ‘turvallisuus’, the German
‘Sicherheit’ and the Swedish ‘säkerhet’. The Oxford Dictionary (2014) definition
of safety in English is as follows: “The condition of being protected from or un-
likely to cause danger, risk, or injury”. Correspondingly, the same source defines
security as “The state of being free from danger or threat”. Merriam-Webster
(2014) defines safety as “freedom from harm or danger: the state of being safe”,
the full definition is “the condition of being safe from undergoing or causing
hurt, injury, or loss”. Similarly, the definition for security is “the state of being
protected or safe from harm; full definition: a) freedom from danger (here seen as
a synonym for safety), b) freedom from fear or anxiety” (Merriam-Webster,
2014). Risk can statistically be defined to describe the probability of an event
that is untoward or adverse in its consequences (Kemp, 1993; Michalsen, 2003).
It is obvious that these terms are closely connected to each other and distinguish-
ing them might often be cumbersome. To clarify the approach used in this re-
search process, the observation is simplified by making the principal division on
the basis of premeditation, that is, when a danger or threat is caused with intent,
activating the countermeasures can be called security activities. If the threat ap-
pears unintentionally, protection against it is achieved through safety actions.

It is very difficult, even impossible to estimate when safety performance is
good enough and we can define the level at which we can relax our defences and
rest on our laurels. There is, in fact, no such level. Latino (2008) mentions what
many would call an example of incorrect thinking at NASA prior to Challenger
and later prior to Columbia, too. The space shuttle Challenger exploded in flames
during take-off 73 seconds after the launch on January 28, 1986 killing all the
astronauts aboard. The direct cause of the accident was purely technical, a faulty
O-ring in the fuel system causing a propellant leak leading to an explosion of the
external tank. However, as usual, there was also a chain of events leading to the
accident. The engineers had been concerned about the problems of the O-rings,
especially in low temperatures, for more than eight years. As the launch commit
criteria were ineffective, it led to a decision to launch at a low temperature (Janis,
1997; NASA, 2011; Seton Hall University, 2012). Behind the series of the events
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there were ethical questions about organisational structures and cultures from the
point of view of promoting or discouraging necessary communication. The origin
of the disaster can be called Groupthink – a phenomenon often occurring in large
organisations. The term describes a process that leads a group to make a bad or
irrational decision. In this sort of situation the members of the group tend to alter
their opinions to what they believe to be the consensus of the group (Janis &
Mann, 1977).

During its re-entrance into the earth’s atmosphere on February 1, 2003, the
space shuttle Columbia broke apart and the whole crew of seven astronauts was
killed. The accident originated from a large piece of insulating foam, which was
dislodged during the launch from the external tank of the shuttle. This, hit the
leading edge of the wing causing serious damage leading to the accident 16 days
later. The foam strike is an illustrative example of a concept called ambiguous
threat, that is, the potential of the event for causing harm is unclear, leading to
managers often taking a wait-and-see attitude and actively discounting or even
ignoring the risk. As in this case, the approach led to a catastrophe (Roberto,
Bohmer, & Edmondson, 2006). In both of the cases presented above, the ques-
tion is about detecting the weak signals (see Chapter 3.2.2) and responding to
them.

Latino (2008) continues by describing a situation in which an accuracy level
of 99.99 per cent, indicating that there would not be much room for improve-
ment, still allows events to take place:
· Two unsafe plane landings per day at O’Hare Airport
· 500 incorrect surgical operations each week
· 50 new-borns dropped at birth by doctors every day
· 22,000 checks deducted from the wrong bank account each hour
· 32,000 missed heartbeats per person, per year.
The common opinion would say that none of these events should be accepted.

In order to measure the level of safety, certain definitions ought to be made and
indicators taken into use. Safety indicators are usually defined as frequencies of
occurrences of certain harm causing events. The report of the Second Meeting of
the North American, Central American and Caribbean Directors of Civil Avia-
tion has expressed the essential requirements of typical indicators as follows
(ICAO, 2005, p. 3):
· fatal aircraft accidents per flight hour
· fatal aircraft accidents per movement
· fatal aircraft accidents per year
· serious incidents per flight hour
· fatalities due to aircraft accidents per year.
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Brooker (2006, p. 2) has stated that the essential role of safety indicators is the
ability to control the performance of the system (i.e., air traffic), enabling their
users to predict the plausible frequency of critical system failures emphasising
that the essential characteristics of an appropriate indicator:
· are simple to comprehend
· are capable of being calculated by a checklist process
· are ‘obvious’, in the sense that people would agree that it was a sensible

thing to measure – what the psychologists call ‘face validity’; and
· do not require complex modelling calculations to be carried out in order

to ‘weight’ the data appropriately.
Brooker (2006) continues with the theme mentioning that the quality of the

predictions should meet reliability in a statistical sense, that means, it does not
need to attain perfection. Another focal point is that a reliable indicator that
ought to match the underlying patterns changes about 80 per cent of the time.

The sectors of enterprise safety and security (Confederation of Finnish
Industries (EK), 2014) are presented in Figure 1. Identifying the threats and as-
sessing their severity are the central prerequisites for determining and defining
the scale of enterprise safety and security.

REPUTATION
PERSONNEL

ENVIRONMENT

DATA
PROPERTIES

CRIME SECURITY

IT SECURITY

WORK SAFETY

RESCUE OPERATIONSCONTINGENCY
PLANNING

PRODUCTION
SAFETY

ENVIRONMENT
PROTECTION/SAFETY

SECURITY OF FOREIGN
OPERATIONS

PERSON SAFETY
AND SECURITY

REAL PROPERTY AND
OFFICE SECURITY

Figure 1: Enterprise safety and security (adapted from (Confederation of Finnish
Industries (EK), 2014))

As the Finnish language contains only one word for the number of expressions
of safety and security, the accuracy of Figure 1 is not sufficient as such, but ap-
propriately requires some explanation due to the difficulty of presenting the
translated terms without ambiguity. The most descriptive term, either safety or
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security has been chosen, but some exceptions can be found. A rough distinction
has been made as to whether some threat is formed on purpose or arises acci-
dentally, although some components might contain both aspects. Crime security
is obviously protection against crimes committed or attempted, clearly on pur-
pose against the operations, personnel or properties of an organisation. The core
function of production safety is to guarantee the undisturbed production of prod-
ucts and/or services including quick recovery after a failure as well as estimating
the business risks and making alternative business plans. This is in close connec-
tion with contingency planning that prepares organisations for exceptional cir-
cumstances by adjusting risk analyses, ensuring the availability of necessary
spare parts as well as the continuity of repair and maintenance functions, which
as a whole can contain both safety and security aspects (Confederation of Finnish
Industries (EK), 2014).

Work safety is protection against occasional and systematic harms and risks in
daily work and sharing the responsibility for protection. Environment protection
and safety take ecological sustainability strongly into consideration by foreseeing
the environmental expectations of customers and society; this requires develop-
ing processes and best practices, taking responsibility for the environment and
augmenting the eco-consciousness of the personnel. Rescue operations include
training and the education of personnel against risks; managing the risks related
to accidents by foreseeing and eliminating or, at least, minimising them; develop-
ing activities to prevent threats; and applying sufficient surveillance and access
control functions (see the ATR-72 accident, Chapter 3.2.3). The majority of these
can be seen as belonging to safety but the last one clearly belongs to security
(Confederation of Finnish Industries (EK), 2014).

The security of foreign operations concentrates on the risk analyses of foreign
countries and reducing or eliminating the effects of a high risk level in the target
countries. Real property and office security is responsible for security control and
access control in buildings and operating areas. Person safety and security clearly
contain both aspects: from the safety point of view, the aim is to protect person-
nel against accidents, which is closely related to work safety. The security ap-
proach contains the activities and arrangements aimed at protecting the personnel
and customers against crimes, enabling secure travelling and, in special cases,
body guarding.

A special point in this context is IT security, as an organisation’s information
is one of the core resources of enterprise today (see Publication #5 “Data Mining
Challenges in the Promotion of Aviation Safety”). Although this component
mostly consists of security functions, it can and shall be carefully and continu-
ously monitored for safety aspects in order to guarantee the safe and secure unin-
terrupted use of the data resources of the organisation. This aspect has recently
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received even more significance due to Edward Snowden revealing the network
intelligence work of the National Security Agency in US.

IT security is one of an organisation’s core concerns and increasingly requires
resources to guarantee the confidentiality, the integrity and applicability of data
resources. Other essential functions also assess the significance of the data re-
sources for the organisation and for ensuring the continuance of business. In oth-
er words, both hardware and the information services provided ought to be pro-
tected from all external as well as internal threats, like unauthorised access,
change or destruction. IT personnel have always held a privileged position be-
cause they have, at least theoretically, access to the functions of the organisation
because they are a kind of supervisor. This has created the problem of ‘who is
supervising the supervisors?’ A network administrator like Snowden usually has
limitless access to the IT domain which makes it possible to freely collect inter-
esting documents. The ability to know and understand what IT personnel are do-
ing requires skills and a competence that should be higher or at least equal to
those to be supervised.

As a more important aspect than security, safety is concerned with preparation
for unplanned events and natural disasters (Confederation of Finnish Industries
(EK), 2014). Expressed simply, safety is related to internal threats, and security
aspects to external threats. This study mainly concentrates on the safety point of
view, but the security aspects should not be forgotten either, as both aspects oc-
cur in interaction with each other as shown. Figure 1 shows that production safe-
ty, work safety, and environment protection and safety are clearly safety func-
tions, but some others – person safety and rescue operations – contain a strong
safety aspect. Although this research focused on flight safety and studies safety
deviations within aviation, all the components presented are relevant parts of en-
terprise safety and security and should be taken into account as part of the safety
and security management of any aviation organisation, for instance, an airline, a
maintenance company, an authority unit, etc. All these can be monitored by col-
lecting and analysing data that could help management to discover possible holes
in safety walls.

The collection of intelligence information is rather simple today – as almost all
the information exchanged between both individuals and organisations (phone
calls, SMS, e-mail) is in electronic form, particularly the daily usage of smart
phones with direct access to cloud services. Contrary to the easy collection, a
substantially larger problem is filtering out relevant information from the vast
amount of collected data, which requires sophisticated analysis methods as well
as other resources like a large number of highly skilled specialists. Although IT
security has been mentioned in this context, there is no doubt that there is a sig-
nificant safety aspect to protecting the information resources of an organisation
from internal threats.
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When looking at the Figure 1, one can ask: where is the essential component
of product safety? From the point of view of this study, the product is the airline
services and its safety as well its security can be seen as consisting of all the
components presented in the figure.

2.2 The global development of aviation and flight safety

Human beings have always dreamt of flying. This is reflected in the history of
mankind that tells us colourful, although fictitious stories of attempts to reach the
sky or even to fly. Unlike the products of the imagination, 1000 B.C. Chinese
‘really’ could fly, although anchored to land, by constructing kites, which carried
scouts on reconnaissance missions (NASA, 2002). The beginning of military avi-
ation can be seen in these operations, although their contribution was clearly
minimal. Another real attempt to fly, from the top of a tower, is documented in
1162, when a man in ancient Constantinople fashioned sail-like wings from a
fabric gathered into pleats and folds. This effort also had a sad ending as he
plummeted to his death (NASA, 2002).

Leonardo da Vinci (1452–1519), an Italian Renaissance polymath and perhaps
the greatest inventor of all times, considered the most diversely talented person
ever to have lived, was also interested in flying. In 1488, he also draw a design
for a flying machine, which, as human-powered, would not have been able to fly
(Kemp, 2006).The first real and successful free flight of man happened on 21
November 1783 in Paris when two men, Pilâtre de Rozier and Marquis d'Ar-
landes, flew a distance of nine kilometres in 25 minutes in a hot-air balloon con-
structed by Montgolfier brothers Joseph and Étienne (Lecornu, 1903). The fol-
lowing remarkable flights occurred when, in 1891,  Otto Lilienthal performed the
first well-documented, repeated, and successful gliding flights in Germany in
gliders of his design (Brütting, 1938). He made more than 2,000 flights before,
unfortunately, crashing to his death in 1896 (Waßermann, 1983). The beginning
of modern aviation can be stated to be the first powered flight on 17 December
1903 by Orville Wright in Kitty Hawk, North Carolina, the USA  (McFarland &
Renstrom, 1950).

The statistics for airline traffic in the United States, presented in Table 2, illus-
trate the development of air travel. A growing trend can be clearly seen, concern-
ing both passenger traffic and freight transport almost doubling during the rather
short time period of eighteen years from 1987 to 2005 – freight transportation
actually tripled during that period.
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Table 2: Air traffic development in the United States 1954 to 2014 (Research and
Innovative Technology Administration, 2011; United States Department
of Transportation, 2014)

Year Aircraft
hours
flown1

(000)

Revenue
Passenger
ton miles2

(000, all
services)

Revenue pas-
senger
enplanements3

(scheduled
service, 000)

Aircraft
revenue
departures4

(scheduled
service)

Available
seat miles5

(non-
scheduled
service, 000)

1954 n/a n/a  35,447 3,002,576 n/a
1957 n/a n/a  49,423 3,768,861 n/a
1960 n/a  3,850,303  62,258 3,852,906  1,405,478
1963 n/a  5,104,030  77,403 3,788,362  3,204,388
1966 n/a  8,578,085 118,061 4,373,597  9,126,822
1969 n/a 13,996,087 171,898 5,378,343 18,871,030
1972 n/a 16,401,499 191,349 5,046,438 11,703,143
1975 n/a 17,332,436 205,062 4,704,710 12,816,993
1978 n/a 23,699,762 274,716 5,015,939 12,362,470
1981 n/a 26,006,304 285,270 5,211,867 13,880,966
1984 n/a 31,950,400 343,264 5,448,150 18,780,747
1987 10,645 41,786,983 447,307 6,581,309 22,150,055
1990 12,150 47,223,558 465,557 6,923,593 19,835,684
1993 12,706 50,599,323 487,249 7,245,395 22,318,046
1996 12,582 59,611,994 581,201 8,230,322 24,649,701
1999 13,966 75,489,431 635,402 8,616,167 23,911,314
2002 14,731 73,351,146 612,872 9,168,877 34,736,777
2005 18,154 79,511,748 738,628 11,561,951 25,987,964
2006 17,969 89,311,730 744,723 11,267,651 21,195,456
2007 18,404 91,901,919 769,623 10,668,826 22,406,236
2008 17,890 89,961,964 743,314 10,138,661 19,508,619
2009 16,642 84,782,185 703,899 9,550,799 18,358,703
2010 16,725 89,019,529 720,495 9,509,299 18,966,932
2011 16,943 90,337,147 731,117 9,513,793 19,245,807
2012 16,740 90,868,776 736,702 9,359,634 18,813,984
2013 16,760 91,541,210 739,462 9,175,249 15,034,455
2014 16,668 94,212,353 756,575 8,962,704 13,812,672

1 The year 2014 only from January to September
2 The database definitions have changed slightly since 1999
3 The years 2011-2014 from October of the previous year to September
4 The years 2007-2010 from February to January of the next year, 2011-2014 from October of the
previous year to September
5 The years 2009-2010 from February to January of the next year, 2011-2014 from October of the
previous year to September



35

As this research has been conducted over a period of several years, the sources
of the statistics have changed and that is why describing world air traffic since
the end of the 1990s continues in slightly differently and problematic ways. As
for benchmarking, global air traffic development including both domestic and
international travel has been taken into account and is displayed in Table 3.  In
the last column6 the air traffic of those 129 countries is displayed, showing the
routes on which there has been at least one ‘accident’ (Čokorilo, De Luca, &
Dell’Acqua, 2014). These statistics were added to the research in order to
benchmark the development of air traffic in the US – as presented in Table 2.

Table 3: Total international and domestic world traffic 2000 – 2014 (Čokorilo,
et al., 2014; ICAO, 2015)

Year Passengers
(million)

Increase or decrease
per cent

Passenger/state
(million)

2000 1,609 7.0 12.48
2001 1,640 1.9 12.70
2002 1,639 -0.1 12.70
2003 1,691 3.2 13.10
2004 1,888 11.6 14.60
2005 2,022 7.1 15.70
2006 2,127 5.2 16.50
2007 2,303 8.3 17.90
2008 2,367 2.8 18.30
2009 2,358 -0.4 18.30
2010 2,563 8.7 19.90
2011 2,865 6.1  n/a
2012 2,998 4.6  n/a
2013 3,132 4.5  n/a
2014 3,303 5.5  n/a

Despite the fact that flight accidents have occurred throughout the history of
aviation, flying has been one of the safest modes of transport since the concept of
air travel has existed – at least in the form understood today. Amalberti et al.
(2005) have illustrated the risk levels of, among others, several means of trans-
portation displayed in Figure 2. In that presentation, commercial, large-jet avia-
tion has been placed in the category of the so-called ultra-safe systems with a risk

6 The values between 2000 and 2010 are from Čokorilo, et al., 2014 and between 2011 and 2014

from ICAO, 2015
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level of 10-6. According to Novotny (2007) and Brooker (2006) the mythical bar-
rier of one accident per 10 million (10-7) flights has been reached by air transpor-
tation.

Figure 2: The asymptotes of safety excellence (adopted from (Amalberti, et al.,
2005, p. 758))

Statistics about accidents and accident rates concerning the scheduled and
non-scheduled services of airlines are presented in Table 4 showing accidents,
fatalities and their rates between 1987 and 2006 for US Air Carriers Operating
Under 14 CFR 1217 (Federal Aviation Administration (FAA), 2013), Scheduled
and Non-scheduled Service (Airlines) (National Transportation Safety Board,
2008, 2015). Fatal accidents occur in both major and serious accidents, depend-
ing on the definition of the case. The definitions of the National Transportation
Safety Board (NTSB) classifications are as follows:

· Major – an accident in which any of three conditions is met:
- a part 121 aircraft was destroyed, or
- there were multiple fatalities, or
- there was one fatality and a part 121 aircraft was substantially

damaged
· Serious – an accident in which at least one of two conditions is met:

7 Part 121 defines scheduled air carrier operations in the U.S.



37

- there was one fatality without substantial damage to a Part 121
aircraft, or

- there was at least one serious injury and a Part 121 aircraft was
substantially damaged

· Injury – a nonfatal accident with at least one serious injury and without
substantial damage to a Part 121 aircraft

· Damage – an accident in which no person was killed or seriously injured,
but in which any aircraft was substantially damaged.

Table 4 displays the situation in the US, but the information can be generalised
to cover at least Western Europe, too.

Table 4: Accidents, Fatalities, and Rates 1987 to 2014 (National Transportation
Safety Board, 2008, 2015)

8 Flight hours, miles, and departures are compiled by the Federal Aviation Administration.
9 Years followed by the symbol * are those in which an illegal act was responsible for an occur-
rence in this category.  These acts, such as suicide, sabotage and terrorism are included in the
totals for accidents and fatalities but are excluded for the purpose of accident rate computation.
10 Since  March  20,  1997,  aircraft  with  10  or  more  seats  used  in  a  scheduled  passenger  service
have been operated under 14 CFR 121.
11 2014 data are preliminary

 Year  Accidents  Flight
Hours8

 Miles Flown   Accidents per
100 000 Flight
Hours

 Accidents per
1 000 000 Miles
Flown

All Fatal  All   Fatal   All  Fatal
1987*9 34 5 10,645,192 4,360,521,000 0.310 0.038 0.0076 0.0009
1990 24 6 12,150,116 4,947,832,000 0.198 0.049 0.0049 0.0012
1993 23 1 12,706,206 5,249,469,000 0.181 0.008 0.0044 0.0002
1996 37 5 13,746,112 5,873,108,000 0.269 0.036 0.0063 0.0009
199910 51 2 17,555,208 7,101,314,000 0.291 0.011 0.0072 0.0003
2002 41 0 17,290,198 7,192,501,000 0.237 - 0.0057 -
2005 40 3 19,390,029 8,165,643,000 0.206 0.015 0.0049 0.0004
2007 28 1 19,637,322 8,315,905,000 0.143 0.005 0.0034 0.0001
2009 30 2 17,626,832 7,465,598,000 0.170 0.011 0.0040 0.0003
2011 31 0 17,962,965 7,713,557,000 0.173 - 0.0040 -
2012 27 0 17,722,235 7,659,906,000 0.152 - 0.0035 -
2013 23 2 17,627,600 7,562,280,000 0.130 0.011 0.0030 0.0003
201411 28 0 17,599,000 7,656,814,700 0.159 - 0.0037 -
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A rough regional distribution between 1997 and 2013 is displayed in Table 5,
which is based on the fatal accidents of scheduled operations (displaying both
accident rates and passenger fatality rates per million departures); and in Table 6
the scheduled commercial air transport average fatal accident rate per million
flights between 2004 and 2013 is presented.

Table 5: Accidents and passenger fatalities per million departures 1997 to 2006
(ICAO, 2007)

Accidents per million
departures

Passenger fatalities
per million departures

1997–
2001

2002–
2006

1997–
2001

2002–
2006

World 0.9 0.5 33 24
Latin America & Caribbean 2.0 1.2 40 46
North America 0.4 0.1 10 2
Asia Pacific 2.3 0.6 99 35
Middle East 1.0 1.9 74 70
Africa 2.0 4.6 75 270
Europe 0.6 0.3 23 20

Table 6 expands the period under consideration further from the latest period
of 2002–2006 presented in Table 5.

Table 6: Air transport average fatal accident rate per million flights 2004 to 2013
(European Aviation Safety Agency, 2014; TraFi, 2014c)

Fatal accident rate per
million flights 2004–
2013

Europe EASA member 1.8
North America 1.9
Asia Pacific 5.8
Asia 6.3
Central America 11.1
Middle East 15.5
South America 16.9
Europe non-EASA member 28.8
Africa 38.3
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The significant worldwide variations in the trends can be clearly seen in both
of the tables: the trends of accident rates per flight hours or miles flown show a
decrease in most regions. However, these tables must be read very carefully.
First, there are differences in the magnitudes of accident rates, as, for instance the
ICAO 2007 statistics show significantly smaller numbers than those provided by
EASA 2014. The explanation for this is that different events have been added to
the calculations. Nevertheless, the core idea behind presenting these two tables –
to illustrate the globally uneven distribution of flight safety – remains. The sec-
ond point is that there also are significant differences within the areas observed.
For example, in Table 5, Europe is observed as an entity, but in Table 6 there is a
significant difference between the countries belonging to EASA and those not.
Also other statistical sources show, that there is a significant difference between
these two areas. The time period between 1991 and 2005 gives the rate for West-
ern Europe to be as low as 0.46 compared to the corresponding value for Eastern
Europe, which is 5.00. As for EASA operators in commercial operations, the
same rate seems to be more than 50 per cent lower than the worldwide rate
(Inspectie Verkeer en Waterstaat, 2007). Expressed on a general level, flight
safety is highest in the ‘Western world’, i.e. Western Europe, North America and
Australia. The regions that are more problematic are Eastern Europe, Africa and
Latin America.

There are, surely, several reasons why the accident rates vary so much be-
tween different parts of the world. The first that comes to mind is that safety cul-
tures vary between countries and airlines. Theoretically, differences should not
exist because air traffic management rules are international and almost all coun-
tries are ICAO members, thus they have adopted its regulations and recommen-
dations. Another noticeable aspect is that there are only a few manufacturers of
airliners in the world and their standards are practically equal. From this aspect
there should be no differences between the different regions and countries be-
cause all airlines are customers of these companies and their training and mainte-
nance programmes. However, significant differences exist and the problem
should be solved efficiently. One solution would be large scale knowledge and
information interchange between actors in the airline industry.

Figure 3 illustrates the development of the accident rates and on-board fatali-
ties on the worldwide commercial jet fleet from 1959 through to 2013. On the
left-hand side is the annual accident rate per million departures and on the right-
hand side the absolute number of the annual on-board fatalities.
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Figure 3: Accident rates and on-board fatalities 1959 – 2013 (adopted from
(Boeing Commercial Airplanes, 2014, p. 16))

Figure 3 illustrates that since the middle of the 1970s, the trend in the absolute
annual number of both non-fatal and fatal accidents of the worldwide commercial
jet fleet has stabilised. It also indicates that the trend concerning the worldwide
development of both non-fatal and fatal accidents is coherent with the trend pre-
sented in Table 4.

The trends presented above appear to be global, at least among developed avi-
ation countries: almost all statistics on this theme show the same development. If
one looks at different commercial airlines’ statistics or even military aviation
operation/accident rates, the view is very similar (although Figure 3 does not,
however, include military operations). The author participated in the meeting of
the Global Aviation Information Network (GAIN, see Chapter 3.2.2) Working
Group B in Houston, US, in January 2005, where statistics about carrier flight
operations in the United States Navy were made available in a data analysis
demo and matched those of commercial flights. The same trend is shown by the
aircraft maintenance training CD of Continental Airlines, whose fleet at that time
consisted of about 350 aircraft (Continental Airlines, 2004).

There is no clear single explanation for the obvious rise in flight safety since
the 1960s, but the phenomenon is generally known in the aviation world. It could
be, and obviously is, a combination of several factors, such as developed tech-
nology and analysis methods, an increase in skills and knowledge resulting from
better possibilities for information change, a change of attitudes towards safer
behaviour and so on. One essential factor in this development is a change in
thinking. During the first 50 years in aviation, the focus was on technology be-
cause it was challenging and that did not leave much space for other concerns.
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During that time seeing aviators as superhuman was also emphasised. The main
focus of aviation technology was on physiology, which contained many things to
master. The mental performance capacity was determined in moralistic terms.
The change process began in the early 1960s when aviation technology reached a
sufficient degree of maturity, enabling a moving of the focus of aviation acci-
dents onto individual human error. This led to the forming of training pro-
grammes based on the awareness of the tendency of human beings to make er-
rors. As a means to deal with human error, checklists and standard operating pro-
cedures were systematically taken into use. This process can simply be described
as the ‘death of narcissism’, meaning the breaking of the illusion of the invulner-
ability of human beings. One essential detail to be added to the list is the devel-
opment in decision-making aids, such as fault situation instructions (Sorsa,
2012).

The development of aviation safety culture as a concept was based on practical
issues. It was first used in the 1980s in the investigations into the Chernobyl nu-
clear disaster to illustrate that accidents do not only arise out of technical failures
or human errors made by individual people (IAEA, 1991). The implementation
of this concept was aimed at presenting the factors in management, organisations,
work communities and even society that affect the causes of the accidents/affect
the accidents occurring  (Reiman, Pietikäinen, & Oedewald, 2008). The 1990s
developed thinking about and the discovery of major systems that focus on the
analysis of background components and the seeing of totalities consisting of in-
dividual systems. The next step, after the turn of the millennium, was observing
how flight crew functions with respect to the current action and safety culture of
their operational environment (Sorsa, 2012). At the turn of the millennium, the
development of traffic and accident volumes from the beginning of the 1960s
were analysed by Amalberti (2001). They were then predicted from the year
2000 up to 2010. This is presented in Figure 4, which displays the number of
commercial jet accidents, worldwide accident rate and traffic growth. On the left-
hand side, the departures in millions as well as the accident rate per million de-
partures are shown. On the right-hand side, the number of accidents is shown.
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Figure 4: Frequency of accidents and future risks (adopted from (Amalberti, 2001))

The curves clearly illustrate the expected trend. As seen, although the accident
rate remained at the same level, the number of accidents was predicted to in-
crease remarkably due to the strong growth in aviation traffic. Figure 4 and Fig-
ure 5 can be observed together as the time dimension of the latter completes the
presentation because it extends the time dimension beyond the former. It also
supports Amalberti’s forecast concerning the development of the first decade of
the millennium. In Figure 5 Saatsi et al. (2011) present the development of air
traffic volumes and flight safety. The light blue graph bars describe the ratio be-
tween accidents and flights and the green curve presents the number of flights.
The trend is clear: there were almost 12 accidents per million flights in 1970, but
the correspondent number was less than two in 2009. During the same period,
global air traffic grew from about two to 25 million flights per year.
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Figure 5: The development of air traffic and flight safety (adopted from (Saatsi, et
al., 2011, p. 16))

As presented in Table 4, the absolute annual number of fatal accidents in the
US has varied between 0 and 6 but its trend significantly decreased between the
years 1987 and 2005. This positive development is due to intensive flight safety
work and is observable in the comparison of all accidents with fatal accidents in
relation to flight hours and miles flown, in which both rates are decreasing, but
fatal accidents are decreasing at a faster rate than that of all accidents. It is worth
noticing that because the all accident rate includes fatal accidents as well, there is
a slight autocorrelation between the trends compared. Its impact, however, can be
regarded as a very minor one, so, in this case there is no need to calculate the
trends of all accidents without fatal accidents.

Figure 6 displays the absolute number of fatal accidents of all civil aircraft
with 19 or more passengers between 1950 and 2014, while Figure 5 illustrates
the situation concerning the global commercial jet fleet. Due to the different data
used in the statistics, the figures are not coherent, but decreasing trends can easily
be determined.
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Figure 6: Number of fatal accidents 1950 to 2014 (adopted from (PlaneCrashinfo,
2015))

Figure 7 presents a similar, rather evenly decreasing development for cargo air
transportation. The blue parts of the columns describe the cargo operations and
the tan parts fatal accidents. The black line shows the total accident trend.

Figure 7: Worldwide number and rate of fatal accidents per 10 million flights 1994
to 2013 (adopted from (European Aviation Safety Agency, 2014, p. 14))

In conclusion, all the figures and tables presented above indicate rapidly de-
creasing trends in fatal accidents compared with the development of all accidents
thus they show that development is going in the right direction. However, alt-
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hough the number of accidents measured proportionally to the volume of air traf-
fic is decreasing, the total amount of accidents is seeing a moderate increase, this
situation is unacceptable and the ratio between accidents and air traffic volume
needs to be decreased. The present situation can be seen in the trend where the
total number of all accidents is measured according to the amount of flight hours
and miles flown. The trend is decreasing slightly but the development still cannot
be considered adequate.

2.3 The development of aviation and flight safety in Finland

The global examples have naturally encouraged significant attempts to reduce
accidents within Finnish aviation. The first recorded aviation incident in Finland
occurred when Swedish balloonist August Andrée due to the strong wind was
stranded, during a hot-air balloon flight, in Korppoo, in the Turku archipelago in
1894 while travelling from Sweden. He was rescued from a bald islet and
brought to Turku where he was received as a hero. His friend and colleague Aus-
trian-Norwegian Francesco Cetti transported his balloon, named Skandinav, to
Helsinki and Turku in 1907, to fly public attracting great attention (Lento, 1979).
The World Air Sports Federation, FAI (Fédération Aéronautique Internationale)
was founded as early as 1905 (Fédération Aéronautique Internationale, 2014) and
,as the development of aviation occurred rapidly in the first decade of the 20th

century, it was obvious that the aviation and the airplanes would soon reach Fin-
land.

The Finnish Aero Club was founded in 1919 and its international coordination
began two years later when the club was accepted as member of FAI. Science has
naturally always played a significant role among military aviation also in Fin-
land, but civil aviation was further extended in 1921, when the Finnish Aero
Club joined the Deutscher Wissenschaftlicher Verein (German Scientific Associ-
ation) (Uola, 1994).

One significant milestone in Finnish aviation and especially in air traffic was
reached when a company named Aero O/Y, later Finnair, was founded in 1923;
first operating with float planes. Continuing its operations uninterrupted since
then, it is the fifth oldest airline in the world and has remained the major air traf-
fic operator in Finland, being ranked one of the safest airlines as it has not suf-
fered fatal12 or hull-loss13 accidents since 1963.

12 The fatal accident definition (AIRBUS 2014) is “An event in which at least one passenger or
crew member is fatally injured or later dies of his/her injuries”.
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The growth in Finnish air traffic did not begin substantially until the 1930s,
when the first ground based civil airfields were built in the middle of the decade.
Alongside road, rail and water traffic, air transport had risen and improved the
internal connections of Finland and links with foreign countries. By the end of
the decade, Aero had extended its international traffic to Central Europe stretch-
ing its route from Tallinn to Berlin. The war era (1939–1945) set its own limita-
tions on civil air traffic, which nevertheless continued in late summer of 1945.
Shortly after the war, Finland began to participate in international civil aviation
coordination. It became a member of the International Civil Aviation Organiza-
tion (ICAO, see Chapter 2.4.2) in 1949, which is when international air safety
work can effectively be seen as beginning in Finland. Although the roots of
ICAO go back to 1944, it did not officially begin until 1947. In 1954 Finland
joined the ECAC14. The 1950s, when the Helsinki Olympic Games in 1952 pro-
vided a significant boost to air traffic,  the volume of air passengers multiplied
seven-fold from 130,000 to more than 900,000 (Civil Aviation Administration
Finland, 1997).

The jet age in the 1960s opened transatlantic flight connections and dramati-
cally cut long domestic flight times. During the decade, the total number of both
domestic and international passengers grew from 900,000 to 2.1 million. In the
1970s, the traffic volume expanded 2.3 times exceeding five million passengers
with more than 62,000 commercial flights each year. Record passenger figures
were reached in the 1980s and the six million mark was exceeded in 1984. Since
then, air traffic has grown at an annual rate of eight per cent and more than 11
million passengers on internal flights was reached in 1990 (Civil Aviation
Administration Finland, 1997).

During the 1990s there was a minor drop in the number of passengers – in
1993 the total volume was about 8.5 million. After that, however, the volumes
continued growing and in 1997 the previous record from 1990 was broken and in
the following year almost 13 million passengers flew (Civil Aviation
Administration Finland, 1999). The 13 million passenger limit was broken in
1999 and from the end of the 1990s there was a steady increase until 2008, when
the number of passengers reached 17.5 million (Finavia, 2009). A slight decrease
to 16 million occurred in 2009 but more than 19 million passengers travelled by

13 Hull  loss  means  (Boeing  2014)  that  “the  airplane  is  totally  destroyed  or  damaged  and  not
repaired, also including, but not limited to, events in which the airplane is missing, the search
for the wreckage has been terminated without the airplane being located, or the airplane is
completely inaccessible”.
14 ECAC stands for European Civil Aviation Conference, an organisation founded in 1954 as a
forum for European countries in order to develop a joint aviation policy and cooperation on
technical matters.



47

air in 2011, although the figure for 2013 showed a very minor decrease to just
under 19 million (Finavia, 2014).

The geographical location of Finland – set apart from continental Europe like
an island – increases the major importance of air traffic for the country. Air traf-
fic is a very dynamic domain containing plenty of factors for change that influ-
ence it in both the short and long term. As the distance between Finland and con-
tinental Europe is rather long, air traffic cannot be efficiently substituted with
other means of transport. Different scenarios raise the significance of internation-
al cooperation and the development of Finland’s economy from the point of view
of the future of air traffic. The development of business and leisure travel by air
partly affects different factors and it is obvious that also the Finnish air traffic
will be different depending on these factors. Thus, global cooperation will be-
come increasingly important in the future. The demand for air travel is increasing
although international communications can partly be substituted by new virtual
applications (Aalto, Pöllänen, Mäntynen, Mäkelä, & Rauhamäki, 2012).

In Finland, the development of flight safety reflects the result of decades of
successful analytical studies on aviation safety both globally and in Finland.
Since the beginning of the 1960s until today, the accident rate has been reduced
to a very small percentage of what it was and is stabilising due to systematic
safety work. The statistics of fatal accidents in general aviation and gliding (in-
cluding motor gliders) is illustrated in Figure 8. It presents the average number
(the scale on the left-hand side) of fatal accidents per 100,000 flight hours in
five-year periods.
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Figure 8: Fatal accidents in general aviation (blue) and gliding in Finland (brown)
1960 to 2010 (adopted from (TraFi, 2011))

As displayed in Figure 8, the development of general aviation and gliding has
been propitious in Finland, especially for gliding. There was a ten-year period
between 1996 and 2006 with no fatal accidents at all. Also the curve describing
the development of general aviation shows a coherent decreasing trend. Unfortu-
nately, since then the situation has begun to worsen. Figure 9 illustrates the num-
ber of accidents and Figure 10 the serious incidents per 10,000 flight hours in the
different types of aviation in Finland between 2005 and 2013.
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Figure 9: Accidents per 10,000 flight hours in Finland 2005 to 2013 (adopted from
(TraFi, 2014c, p. 19))

In both figures, the yellow line displays the development of sport aviation
(gliding, motor gliding, ultra-light aircraft and hot air balloons), the green one
general aviation, the blue one commercial air transport and the purple represents
all the different types combined.

Figure 10: Serious incidents per 10,000 flight hours in Finland 2005 to 2013 (adopt-
ed from (TraFi, 2014c, p. 19))

Figure 9 shows that the decreasing accident rate development presented in
Figure 8 did not continue during the period presented here because both general
aviation and sport aviation seem to have a moderate upward trend. As for serious
incidents, presented in Figure 10, the situation is much worse as the trends are
increasing. One explanation, but not the only one for the adverse development, is
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the increase in the number and flight operations of ultralight aircraft (TraFi,
2014c). The development of the flight hours of general aviation, gliding and ul-
tra-light aviation in Finland between 2005 and 2013 is presented in Table 7.

Table 7: Flight hours for general aviation, gliding and ultra-light aviation in Fin-
land 2005 to 2013 (TraFi, 2014b)

General
aviation

Gliding and
motor gliding

Ultra-light
aviation

2005 70,755 26,021 12,128
2006 77,813 26,038 12,841
2007 76,149 20,798 12,686
2008 72,275 20,439 12,586
2009 69,727 23,662 13,357
2010 67,572 19,576 13,589
2011 66,417 20,520 13,344
2012 54,215 18,789 13,785
2013 42,088 18,244 13,294

Gliding also includes motor gliding hours as in Figure 8. Both commercial
flight hours and private flight hours are combined in the figures for general avia-
tion. The figures shown in Table 7 confirm the urgent need for corrective mecha-
nisms in order to augment the flight safety of non-commercial aviation in Fin-
land.

A strongly decreasing trend can also be seen in the flight safety statistics of the
Finnish Air Force. Since 1960 there has been a significant reduction in the
amount of flight accidents in relation to the number of flight hours. Furthermore,
from the middle of the first decade of the new millennium, the rate has dimin-
ished even further, although more moderately (Koho, 2005). This is displayed in
Figure 11.
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Figure 11: Flight accidents 1950 to 2004 in the Finnish Air Force (adopted from
(Koho, 2005))

As similar documents about flight accidents in the Finnish Air Force were not
accessible, the absolute number of flight accidents between 2000 and 2014 is
displayed in Table 8.

Table 8: Flight accidents in the Finnish Air Force 2000 to 2014 (Ilmavoimat,
2013, 2014)

Year Number of
accidents

Year Number of
accidents

2000 - 2008 -
2001 1 2009 -
2002 - 2010 1
2003 2 2011 1
2004 1 2012 -
2005 - 2013 1
2006 1 2014 -
2007 1

Combining the information provided in Figure 11 and Table 8 shows that the
high flight safety level achieved in the 1990s has been maintained. In the flight
safety report of 2004, the Finnish Air Force lists the ten most important hazard
factors, the first of which is the continuously increasing requirement for effec-
tiveness and efficiency in relation to the resources available (Koho, 2005).
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Regular air traffic in Finland has not been taken into discussion, because after
the Second World War, only three fatal flight accidents have occurred: two at the
beginning of the 1960s and one in 2005, thus it is impossible to present a trend.
Fatal accidents among chartered flights have been almost as rare, making the pre-
senting of a trend unnecessary.

2.4 International Aviation Coordination

2.4.1 The beginning

As early as at the beginning of the 20th century, when the first airplanes appeared
in the sky, people with foresight noticed that the advent of the airplane changed
ways of thinking about transporting people, i.e. people could no longer be con-
tained within strictly national borders. A number of basic principles governing
aviation were laid down in Paris in 1910, when, by the invitation of France, the
first conference, attended by 18 European states, was held on formulating an in-
ternational air law code. During the years between the two world wars, continu-
ous growth marked civil aviation, both in the commercial and the technical
fields. In spite of that, flying was not available as a means of transport for the
masses but remained an exclusive personal transport form (ICAO, 2004b).

The time between the two world wars provided a good period for organising
aviation activities and their components more carefully and with better resources.
From the very beginning of aviation the consequences of incidents and accidents,
as well as other so-called deviations were taken seriously; this called for an effec-
tive method for avoiding or at least reducing them. In early 1928, the National
Advisory Committee of Aeronautics (NACA) was asked by the Assistant Secre-
taries for Aeronautics in the Departments of War, Navy and Commerce in the
United States to develop a common approach to the analysis and reporting of
aircraft accidents. Following the request, the Special Committee on the Nomen-
clature, Subdivision, and Classification of Aircraft Accidents was organised by
NACA (Johnson & Holloway, 2007).

An initial report was published by the NACA committee in August 1928. This
was “undertaken in recognition of the difficulty of drawing correct conclusions
from efforts to analyze and compare reports of aircraft accidents prepared by dif-
ferent organizations using different classifications and definitions” (NACA,
1928). Although these activities took place in the US, some international and
standardised reporting and analysis can be seen here, because this report pro-
posed an investigation method both to the representatives of the US and to the
representatives of the governments of Britain, France, Italy and Japan. The report
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can be regarded as very revolutionary, because it included a series of definitions
for aircraft accidents: “An aircraft accident is an occurrence which takes place
while an aircraft is being operated as such and as a result of which a person or
persons are injured or killed, or the aircraft receives appreciable or marked dam-
age through the forces of external contact or through fire” (NACA, 1928). This
definition includes both reasons stating why an individual event can be called an
accident: either a person or several persons are injured or killed, or the aircraft is
damaged to a certain extent. Of course both of these may happen at the same
time (and often, unfortunately, do). Hence, the definitions continue by noting that
“a collision of two or more aircraft should be analyzed and reported statistically
as one accident”, a principle laid down that time (Johnson & Holloway, 2007).

These definitions and principles are usefully comparable with the International
Civil Aviation Organization’s (ICAO) definition of an aircraft accident as “An
occurrence associated with the operation of an aircraft which takes place between
the time any person boards the aircraft with the intention of flight until such time
as all such persons have disembarked, in which: a) a person is fatally or seriously
injured as a result of: – being in the aircraft, or – direct contact with any part of
the aircraft, including parts which have become detached from the aircraft, or –
direct exposure to jet blast, except when the injuries are from natural causes, self-
inflicted or inflicted by other persons, or when the injuries are to stowaways hid-
ing outside the areas normally available to the passengers and crew; or b) the air-
craft sustains damage or structural failure, which: – adversely affects the struc-
tural strength, performance or flight characteristics of the aircraft, and – would
normally require major repair or replacement of the affected component, except
for engine failure or damage, when the damage is limited to the engine, its cowl-
ings or accessories; or for damage limited to propellers, wing tips, antennas, tires,
brakes, fairings, small dents or puncture holes in the aircraft skin; or c) the air-
craft is missing or is completely inaccessible” (ICAO, 2001).

Despite the human tragedies and horror caused by aviation in the Second
World War, its rapid development during the war enabled the transportation of
large numbers of people and goods over long distances. Ground facilities were
also developed, permitting this in an orderly and expeditious manner (ICAO,
2004b).
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2.4.2 International Civil Aviation Organization (ICAO)

In November 1944, the US government extended an invitation to 55 States15 or
authorities to attend an International Civil Aviation Conference in Chicago. The
process resulted in the signing of a Convention on International Civil Aviation by
52 States of the 54 attending States. This convention set up the permanent Inter-
national Civil Aviation Organization (ICAO) to secure the highest possible de-
gree of uniformity in regulations and standards, procedures and organisation in
international cooperation on civil aviation matters (ICAO, 2004a).

The existence of the ICAO enabled the formal and, to a certain degree, stand-
ardised thinking on incident and accident reporting, which is one of the key in-
formation solutions in the moves towards safer aviation. Since the beginning of
aviation history there has been reporting and investigation concerning incidents
and accidents, which have been defined in International Standards and Recom-
mended Practices, Annex 13 (ICAO, 2010) to the Convention on International
Civil Aviation, Aircraft Accident and Incident Investigation. The Standards and
Recommended Practices for Aircraft Accident Inquiries were first adopted by the
Council on 11 April 1951 pursuant to Article 37 of the Convention on Interna-
tional Civil Aviation (Chicago, 1944) and were designated as Annex 13 to the
Convention. The Standards and Recommended Practices were based on the rec-
ommendations of the Accident Investigation Division at its First Session in Feb-
ruary 1946 which were further developed at the Second Session of the Division
in February 1947 (ICAO, 2001).

2.4.3 The ADREP classification

The ADREP (Accident/Incident Data Reporting) classification, established in
1976, is maintained and operated by ICAO (see Chapter 2.4.2), including its Ac-
cident Investigation Section (AIG) (ICAO, 2014). It receives and stores occur-
rence data (in this context, including both incidents and accidents) from the
member states, providing them with this data in order to assist them in validating
safety. The system has evolved since the 1970s to meet the changes occurring in
information technology and in the aviation industry (SKYbrary, 2013a). The def-
inition used by ADREP is, “The ADREP Occurrence class taxonomy is a set of
terms used by ICAO to categorize occurrences by severity and allow safety trend
analysis on these categories. The ADREP Occurrence class taxonomy is part of
the ICAO accident data reporting system” (SKYbrary, 2013b).

15 Countries in this context
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The basis of the system was laid when ICAO started to publish safety statistics
from a data bank in 1951. At that time the system was called ADREP, standing
for “Accident Data Reporting Experts Panel”. Known today as Accident/Incident
Data Reporting, which originated from an Accident Investigation and Prevention
Divisional Meeting (AIG/74). The core idea of its implementation (made by
ICAO) was to centralise the safety data “on the circumstances and causes of ac-
cidents and incidents, as determined by national authorities, and to disseminate
these safety data to Contracting States for prevention purposes” (ICAO, 2008a).
Operationally the occurrence class taxonomy is a set of terms used by ICAO to
categorise occurrences by severity and allow a safety trend analysis of these cat-
egories. The ADREP Occurrence class taxonomy is an inseparable part of the
ICAO accident data reporting system (SKYbrary, 2013b).

The current (2015) version in use is ADREP2000 (SKYbrary, 2013a) and
when published it contained 552 explanatory factors, representing the outcome of
investigations throughout the world during a period of fifty years. This version is
the third, after the preceding ADREP76 and ADREP87; the former contained 88
factors and the latter (used, for example, in VASA, see Chapter 2.4.4) 142 ex-
planatory factors. The analytical discussions among both national and interna-
tional investigation teams are significantly helped by the clear separation be-
tween the events and the causes as well as the compilation of the older causes
that are included in the taxonomy. ADREP2000 can be seen as an excellent tool
to explore as it contains an organised collection of all the identified factors and
events that have led to an accident (Pouliquen et al., 2005).

Since its implementation the classification has been expanded and developed
further. Compared with the previous versions, ADREP2000 now contains 621
attributes, thus making it significantly more accurate than its predecessors
(ICAO, 2006). ADREP2000 has nine main classes of attributes, which contain
several hundreds of sub-attributes. These are:

1. Country name
2. Separation
3. Weather
4. Aircraft
5. Aerodrome
6. Airspace
7. ATS Unit (Air Traffic Services Unit)
8. Recommendations
9. Management.

The first main category, Country Name, includes where the incident occurred
or the nationality of the airplane involved, includes general information about the
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occurrence such as flight information, when and where the occurrence happened,
the classification, severity, number of injuries and the relationship of air traffic
management to the occurrence. This section also includes notes and a narrative of
the occurrence, which explains details that cannot be expressed through lists. The
second, Separation, includes separation information in cases where two aircraft
have been involved in an occurrence. This contains information about the dis-
tances and movements of different aircraft as well as the traffic situation, visibil-
ity, avoidance actions and other similar data. The third category, Weather, con-
tains all information concerning weather reports and weather conditions like
temperature, clouds, light conditions, precipitation and other weather phenome-
na.

Section four, Aircraft, holds all the relevant information concerning the air-
craft, its manufacturer and model, its identification, type and description, opera-
tion, failures, flight history, possible injuries and other information on the flight
crew, passengers and other personnel – if involved in the occurrence. This sec-
tion also provides meteorological data and data about air traffic services. In the
Aerodrome section all the relevant information about the runways as well as their
condition and traffic situation, for example, are made available if the occurrence
took place during landing or take-off or during taxiing. Airspace, its type, name
and class as well as the special activities that perhaps happened in it, is almost
always required, and is only unused if the occurrence happens on the ground.
ATS Unit contains information about air traffic services, which plays an im-
portant role in many occurrences.

Recommendations includes, as its name already suggests, all possible recom-
mendations to be made by an authority concerning aircraft, equipment, person-
nel, the procedures used as well as potential factors and safety issues. This sec-
tion cannot be filled in before sort of analysis has been done. Often, in case of
deviations without any safety effect, no recommendations are written. In acci-
dents the situation might be different, but not always. Management describes the
management of the investigation process containing the occurrence report and
the modifications made during the handling of the case, which begins with open-
ing the occurrence file and closing it when everything has been completely inves-
tigated.

In addition to the first section, both data fields, narratives and notes are also
included in the sections Aircraft, Aerodrome, Airspace and ATS Unit in order to
add additional information, concerning the context of the case – if needed. Event
menus describing the occurrence are found in the first section and also in the sec-
tions Aircraft, Aerodrome, Airspace and ATS Unit. As the menus are fixed and
cannot cover all the possible cases due to the huge amount of variations in their
combinations, the narratives and notes are needed.
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The latest version, 2000, that replaced ADREP87 has formed the basis of EC-
CAIRS (see Chapter 2.4.4) since version 4. An even newer version of ADREP is
being prepared. It will replace ADREP2000 (ICAO, 1987, 2000). The occurrence
classes are presented in Appendix 3. The ADREP classification is not widely
used by the airlines and other commercial operators. The reasons are primarily
twofold. First, the classifications, both versions 87 and 2000, are in some aspects
too accurate from their point of view. But that leads to the problem that, from the
other perspective, several important items are absent. Thus, operators have often
developed their own systems that are especially tailored to meet their needs. Such
specific systems make it difficult to exploit or introduce other systems parallel to
them or even replace them. Hence, ADREP has been made easy to understand
because it makes no sense to replace a well-functioning system with a less suita-
ble one. When normal resistance to changes in processes are taken into consider-
ation, it can be argued that the difficulties in changing such systems are signifi-
cant.

2.4.4 VASA and ECCAIRS

VASA (Vaaratilanteiden Seurantajärjestelmä, Control System for Hazard Events)
was a database system constructed to replace NORDAIDS (Nordic Accident and
Incident Data System) during the period when ECCAIRS (the European Co-
ordination Centre for Aviation Incident Reporting Systems) was being prepared.
NORDAIDS was used since the 1970s for essential information concerning all
aircraft accidents in the Nordic countries that had been recorded into this com-
mon data bank. In addition, Finland closely monitored the European Union’s
work towards developing a common and uniform classification and reporting
system for recording incidents and occurrences, later known as ECCAIRS (Flight
Safety Authority, 1999). VASA was a typical database system that was based on
a relational model built using Microsoft Office Access 97 as database kernel that
was complemented by a tailored user interface, consisting of 24 tables and eleven
queries. Its structure was configured to use the ICAO ADREP87 classification.
The Accident, serious incident and occurrence report form (LU3626e, version
2006/0816) for collecting flight safety data is presented as Appendix 2 (Finnish
Civil Aviation Authority, 2006). In addition to the form mentioned, the airlines
used their own forms for reporting flight safety events – both for internal and
external use, in this case the flight safety authority received a copy. The user in-

16 The version 2006/08 is presented here because it corresponded to the ADREP87 classification

applied in VASA and was used also when ECCAIRS became the active system in June 2005
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terface was built using Visual Basic, containing three forms (one of them a sepa-
rate routine) for inputting, browsing and changing data in the records. The data-
base contained about 16,000 rows in June 2005 when ECCAIRS was taken into
use on the basis of EU directive 2003/42/EC on Occurrence Reporting. It has
obliged EU member states to collect and exchange information about incidents
and other occurrences since July 2005. Simultaneously, the ECCAIRS system
was also taken into use by the Finnish CAA. Tests had, however, been done
years before in order to achieve the required level of preparation for its operative
application. These two were in parallel use until the end of summer 2005.

The safety-related cases had been collected and saved since 1994, when
NORDAIDS was put aside as active system. It was, however, used later, but only
for reporting. VASA theoretically had multi-user capabilities, but mostly because
of Access, in practice it was a personal tool for one user. That is one reason why
it could not be used as a widely allocated data source. The lack of reporting tools
in Access increased the need to replace it as soon as possible.

The European Co-ordination Centre for Aviation Incident Reporting Systems
(ECCAIRS) is the heart of a network whose objective is to integrate information
from the aviation occurrence reporting systems being used in the EU member
states. The mission of ECCAIRS can be described as “to assist National and Eu-
ropean transport entities in collecting, sharing and analysing their safety infor-
mation in order to improve public transport safety”. ECCAIRS has a long story
behind it. Over a period of six years, in four separate projects the feasibility of
the approach was evaluated, a pilot system developed and a production environ-
ment set up. In 1989, a study in the field of accident investigation and incident
reporting systems was started on behalf of the Commission of the European
Community. One of the conclusions of the study suggested bringing together the
knowledge derived from the collection of incident reports existing in the aviation
authorities of various member states. As the existing systems were not compati-
ble, the study recommended the setting up of a European co-ordination centre for
mandatory incident reporting systems. In 1993 the Joint Research Centre at the
request of Directorate General VII (Transport) of the European Commission be-
gan a feasibility study. The main objective of the study was the pilot implementa-
tion of an automated incident reporting system able to collect information from
existing but incompatible sources. A secondary objective was to offer a solution
to those member states that do not have an automated system at present; the sys-
tem became ECCAIRS. In 1995 the feasibility of the ECCAIRS approach was
demonstrated by integrating – on an experimental basis – more than 40,000 oc-
currences originating from Scandinavia, the United Kingdom and Germany. Cur-
rently ECCAIRS software can be used as an occurrence reporting system for EU
authorities; the authorities have access to the integrated database of all EU occur-
rences. From 1995 until 1999 the production environment of the ECCAIRS net-
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work has been online. However, the software has been redesigned and made
more robust – since the end of 1998 production releases of the software have
been distributed to EU authorities and other interested parties. From the begin-
ning of 1999 onwards the network was constructed with the objective of having
all fifteen member states of that time participating by the end of 2002 (Joint
Research Centre, 2004).

At the end of the implementation phase, the Steering Committee concluded
“that the feasibility has been demonstrated…. Should a political decision to im-
plement a co-ordinated system be taken, …ECCAIRS could be the foundation for
such a system. …ECCAIRS would be an essential building block in establishing
such (advanced analysis) techniques as it has the capability to bring together
vast amounts of data from several sources”. A presentation seminar on EC-
CAIRS was organised by the EU Commission in March 1998 and strong support
was expressed by the majority of the participants representing the entire air
transport sector (Civil Aviation Authorities, Accident Investigation Bodies, Air
Traffic Management, manufacturers, airlines, staff representatives, research insti-
tutes, safety specialists, etc.). As a European system, it greatly enhanced the ef-
fectiveness of national systems by allowing the establishment of a network that
would permit easy access to data while covering a much larger region. Also, the
future European aviation safety organisation required such data for its work
(European Commission, 2003). The role of the central office of the ECCAIRS
network is to collect, integrate and disseminate occurrence information originat-
ing from the so-called satellite offices of the participating countries. The central
office implements a database that contains the integrated data. The ECCAIRS
database has, throughout its history, been based on ADREP (see Chapter 2.4.3)
as defined by the International Civil Aviation Organisation (ICAO).

The previous classification was used until version 3, ADREP87, and contains
about 300 data fields (called attributes in ECCAIRS). Almost all of them contain
values that can only be taken from a predefined list. This makes data entry easy,
improves data consistency and allows for the flexible representation of data val-
ues in any of the supported languages. Some of the data fields can exist in multi-
ple instances and some can have multiple values. In the ECCAIRS implementa-
tion this has been reflected in the relational structure of the ECCAIRS database
schema. In order to exchange information in an efficient hardware and software
independent format, a specific file format was defined, which can be used to ex-
change information in a secure and electronic way: the ECCAIRS Data Format
(EDF). One occurrence is coded in a language independent way as a sequence of
alphanumeric bytes. An .edf file can contain an unlimited number of occurrences.
Once the structure of the EDF is understood, information can be extracted from it
and can be used as required (imported, printed, visualised etc.). Within the scope
of the ECCAIRS project, components like viewers, editors and printers are avail-
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able for interpreting the EDF files (Joint Research Centre, 2003). As mentioned,
the ECCAIRS system is fully compatible with ICAO’s ADREP system and ena-
bles EU member states to report automatically, thus improving the presently far
from satisfactory fulfilment of their reporting obligation under the Chicago Con-
vention. It should also be noted that a number of third countries have expressed
their interest in the ECCAIRS system and that the EU is in a position to lead the
way in the standardisation of accident and incident reporting for the benefit of air
safety in all areas of world (European Commission, 2000). The main ECCAIRS
database is located in Ispra, Italy. All the development activities take place there.

ECCAIRS offers a standardised and rather flexible data collection basis for in-
cidents and accidents. It also includes report tools for information representation,
data exchange and analysis. It began in the 1990s, when the Commission of the
European Community started a study in the field of accident and incident inves-
tigation. The basic idea was to collect all the experience and knowledge of the
member states on aviation safety. The systems of civil aviation authorities (CAA)
and other organisations appeared not to be compatible, consequently it was rec-
ommended that a European co-ordination centre for mandatory incident reporting
systems be set up, which started in 1993 at the Joint Research Centre. The pro-
duction versions appeared at the end of the 1990s (Joint Research Centre -
European Commission, 2008).

General technological development is creating an ever more complex world.
The mobile population is increasing and its well-being is significantly dependent
on an economy that relies on efficient and safe transport facilities. If no measures
are taken, the growing volume of transport will result in an increasing amount of
fatal accidents. A safe and clean transport infrastructure in the European Union
can be maintained only by diminishing the accident rate. This can only be done
by minute investigation and analysis – it is clear that practically all accidents are
usually preceded by similar, non-fatal incidents or a slightly different event. A
quantum leap forward towards preventing similar events can be made if these
precursors are well understood. The contemporary versions of ECCAIRS are
based on the ADREP2000 classification that is significantly more accurate and
minute. It is worth noticing and mentioning that the menus and values to be filled
into the structured fields of ECCAIRS are completed all the time. The authorities
of the EU member states can make change proposals that are either accepted or
rejected at the annual Steering Committee Meeting.

The installation of ECCAIRS happens by putting it into a database via a plat-
form that can be an Oracle or SQL Server. It is a closed system, which means
that the table structure cannot be changed and the data written in the tables are
not readable with tools other than those of ECCAIRS. The capsulation of the
ECCAIRS kernel is so strict that neither the table structure nor field names and
structures of the database can be seen, so there is no possibility to read or write
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information with SQL, for example. This guarantees that the content of data
fields follows the same pattern through all the different users, enabling reliable
data interchange. Putting data into the fixed fields must be done through menus
that contain predetermined values. These values are updated regularly through a
special process which begins with proposals collected from users and ends with
their rejection or approval for addition by the steering committee. There is, how-
ever, the possibility to save data beyond the menus, but there is no possibility to
use it accurately in queries or reports because it is written in fields named ‘Other’
or ‘Unknown’. This kind of procedure causes the database definitions to be de-
layed, as it takes time when new, often very useful and necessary values are add-
ed to the menus, but if different users had the possibility to add values, the data
integrity would most likely fail because different users are likely to code the
same data in many different ways and forms.

The Finnish Transport Safety Agency has recently published a report about its
experiences of using ECCAIRS (TraFi, 2014a). The aviation department of Trafi
has analysts who are commercial flight experts, air traffic control and air worthi-
ness specialists. They exploit ECCAIRS in their work as one important source of
data – as Trafi receives about 6,000 reported occurrences per year. Although both
data input and its analysis is made by competent personnel, guidelines are needed
in the input process and they ought to be detailed enough to improve the reliabil-
ity and consistency of the data. Having good quality data is the key issue as it
enables the possibility of a detailed analysis. Usable and relevant information can
only be generated if quality source data is available (TraFi, 2014a).
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3 THEORETICAL BACKGROUND

3.1 Decision Support Systems (DSS)

Today, managers are affected by increasing complexity and uncertainty in situa-
tions where they have to make decisions, which forces them to allocate sophisti-
cated quantitative models which exceed the capabilities of the simple linear mod-
els that are traditionally used. The complexity and uncertainty of the data used as
the basis for decisions continues to increase. This is why the model that describes
a decision-making situation ought to increase as well so that it can capture the
highly non-linear relationships among a set of variables (Delen & Sharda, 2008).

Rapid changes dominate the contemporary world, making the future uncertain.
Due to the globalisation of issues, as well as the interrelationships between sys-
tems, the effect of making incorrect policy decisions has become more serious,
potentially having catastrophic consequences. These uncertainties can be seen as
existing in all policy making situations and additionally there are several dimen-
sions of uncertainty as well as weak understandings of different characteristics.
One of the essential issues among high risk industries, like aviation, is the level
of certainty required to restrict or even ban harmful activities. Thus, the precau-
tionary principle has gained increasing attention as the need for more construc-
tive approaches towards uncertainty and ignorance regarding regulatory deci-
sions has grown (Walker et al., 2003).

The decisions are made based on a decision-maker’s understanding of a situa-
tion as being one source of possible error. Another point to be mentioned is the
process by which a decision is reached. Although the best decision has often
been made, an undesirable outcome may appear due to events over which the
decision-maker does not have control. In naturalistic decision-making (NDM),
individuals having domain expertise in contexts like aviation, nuclear power and
offshore oil process control make decisions in conditions that change dramatical-
ly and dynamically. In addition, the decisions must be made in a limited space of
time, the goals may conflict and the reliability of the information sources may
vary. Such decisions are often made in teams in organisational contexts, aided by
the available tools or other information resources (Orasanu & Lynne, 1998).

The complexity of factors affecting decision making in the information age
induces managers to rely on sophisticated information analysis tools that support
decision-making in business organisations but also in other types of organisa-
tions. DSS are computer-based systems whose function is to support decision-
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making activities (Kou, Shi, & Wang, 2011) and processes in order to solve
semi-structured or even ill-structured problems that often involve multiple attrib-
utes, objectives and goals (Gupta, Nemati, & Harvey, 1999; Shim et al., 2002).
DSS deal with problems which are based on the knowledge that is available (Ben
Ayed, Ltifi, Kolski, & Alimi, 2010). Operationally they are interactive systems
or subsystems (Power, 1997) and they are based on knowledge and theory col-
lected from artificial intelligence, database research, mathematical modelling,
decision theory, management science, etc. (Kou, et al., 2011). DSS is generally
used for any computing application which aims to improve the decision-making
ability of a single person or a group of decision-makers. In addition, the term also
refers to an academic research field focusing on designing and studying the sys-
tems in their context of use (Power, 1997).

Casas et al. (2014) have discussed DSS in traffic management. According to
them, the generic architecture of DSS in this context contains the components
real-time data, historical data, monitoring, predictive systems and strategy analy-
sis. An interesting detail in this list worth mentioning is that the evolution of pre-
dictive systems seems to be heading towards models which are hybrids of analyt-
ical and simulation based models. Due to the ever-increasing complexity of
transport systems, it seems a hybridisation of the simulation models is required.
The new challenges for traffic management DSS appear from the presence of the
vast amounts of data provided by the new monitoring and predictive systems
(Casas, et al., 2014).

DSS tool designs consist of several components and as databases create the
main source of data sophisticated database management capabilities are essential.
These capabilities need to include access to both internal and external data as
well as information and knowledge. Powerful modelling functions are also need-
ed. In order to produce useful and understandable processing results for practical
decisions, a powerful interface is required. The interface ought to be simple to
use, enabling interactive queries and the reporting and displaying of the results in
graphic form. The research on DSS systems has focused on improving the effi-
ciency of decision-making by developing the technology as well as improving
the effectiveness of the decisions made. Powerful tools for building DSS
emerged in the early 1990s, On-line Analytical Processing (OLAP, see Chapter
3.3.4) and data mining (see Chapter 3.3) can be mentioned as examples (Shim, et
al., 2002). Ben Ayed et al. (2010) point out the role of the data mining tools as
decision support systems, showing that due to the rapid development of data
processing and the increasing complexity of the problems involved, techno-
logical solutions for decision process strategies are increasingly required.
From this perspective, knowledge discovery in databases (KDD) is highlight-
ed (see Chapter 3.3.2).
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The role of DSS is becoming increasingly critical as a significant component
in the daily operations of the organisations. As DSS evolve and mature, the need
for a framework that encapsulates organisational factors affecting their successful
development and implementation becomes clear. The framework presented in
Figure 12 allows DSS researchers as well as practitioners to be able to classify
organisational factors (Technical, Economic, People, and Strategic) that may
have an impact on the successful implementation of DSS. The framework is the
result of a synthesis of existing research and the personal experience of the actors
and is based on an in-depth study of the implementation of a large-scale DSS
called Fuel Management System (FMS) at Delta Air Lines (Gupta, et al., 1999).

The diversity and complexity of these factors makes it very hard for organisa-
tions to understand their impact on DSS implementation success. Brookes (1994)
has presented a development framework for DSS based on a model of the deci-
sion-making process (Simon, 1960) and the nature of managerial work
(Minzberg, 1990). According to this development framework, a DSS can be di-
vided into four functions, called:
· attenuation
· amplification
· reference
· navigation/control.

Each function is directed towards a specific cognitive task by decision-maker.
Sanders and Courtney (1985) related DSS success to three broad factors:
· decision context (degree of problem structure)
· level of task interdependence (degree of interaction with others)
· level of task constraints (degree of decision-maker authority and autonomy).

In addition, they found that top management support was an important factor
in determining the success of DSS.
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Figure 12: Organisational Factors Affecting the Successful Implementation of DSS:
A Framework (adapted from (Gupta, et al., 1999))

Decision Support Systems development and implementation may involve a
considerable amount of organisational time and effort (Keen, 1989). Large-scale
DSS projects usually require major investments of time and money and this puts
tremendous pressure on those involved in the development and implementation
of DSS. An unstable and uncertain organisational structure plus confusion re-
garding the ownership of responsibilities (Turban & Aronson, 1998) can exacer-
bate this. An organisation wide DSS development and implementation is a mas-
sive project that can provide organisations with significant rewards or large loss-
es. A DSS implementation is not always successful and many DSS implementa-
tions result in failure (Gill, 1995). Factors that affect the successful development
and implementation of a DSS project (Sprague & Watson, 1996) are support
from top executives (Lederer & Sethi, 1992); user involvement and participation
(Joshi & Lauer, 1998) well-defined objectives or goals for the DSS; resource ad-
equacy issues; organisation and political issues within the company (Markus,
1983); technological issues (Sprague & Watson, 1996; Turban & Aronson,
1998); process management issues (Newman & Sabherwal, 1996; Palvia &
Chervany, 1995); communication issues (Horner & Benbasat, 1996); values and
ethics (Kallman & Grillo, 1996) and other external issues.

Technical factors include DSS operational integrity, performance and reliabil-
ity, meeting user requirements and producing accurate results (Turban &
Aronson, 1998). Some specific factors to be aware of are response time for rapid
task execution, reliability and the availability of the system, data quality for accu-
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racy and timeliness, and ease of use (Gupta, et al., 1999). Standardised hardware,
software, development tools and security protocols that will provide continuity
and give direction to developers. The training of development staff is important if
the team is unable to effectively meet the technical specifications set forth by
users (Magal, Carr, & Watson, 1988; Mallach, 1993).

Economic factors are important in determining the overall successful devel-
opment and implementation of any computer-based system. Two primary eco-
nomic issues are the costs and benefits of the project and the time necessary for
the completion of the project. DSS projects often take more time and require
more resources than originally expected (Ewusi-Mensah & Przasnyski, 1991).
According to several cases in a long research process, it has been noticed that in
most DSS development and implementation situations, numerous unexpected
problems may occur that necessitate further decisions about the continuation of
the process (Lyytinen, 1987; Sabherwal & Robey, 1993). Cost overruns and de-
lays in meeting project completion schedules can be attributed to the poor quality
of the original estimates and the design of the system (Ewusi-Mensah &
Przasnyski, 1991). However, an MIS development project is likely to be contin-
ued when it is considered to be a long-term investment involving a large, long-
term payoff structure (Newman & Sabherwal, 1996).

People factors influence the successful development and implementation of
DSS as well. Within most organisations, three groups have a vested interest in
the successful completion of a project (Ewusi-Mensah & Przasnyski, 1991):
· the corporate management team
· the development team
· the end-users.

The nature of the relationships between these groups can be a definitive factor
in the success of the project. A large body of research in DSS development and
implementation has shown the importance of user involvement in the success of
the project (Valusek, 1994). Tait and Vessey (1988) investigated the role of user
involvement and factors affecting user involvement on the success of system de-
velopment. They found user involvement to be an important factor in determin-
ing system success. Alavi and Joachimsthaler (1992) showed that user-related
factors, such as user involvement, user training, and user experience are crucial
to the success of DSS implementation. The active role of the end-user is an inte-
gral part of a project development team’s success in implementing a system
(Yaverbaum, 1988). Users may be the originators of the project, providing criti-
cal information for the development of the system (Ewusi-Mensah & Przasnyski,
1991). The availability of an expert end-user can be critical. Their commitment
to the project and willingness to participate can be as important to the system’s
success as that of management (Joshi, 1989, 1991). End-user training and the
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availability of support are important determinants of a system’s overall success
(Yaverbaum, 1988).

Top management commitment is also an important factor in the decision to
proceed with the planning (Galliers, Marshall, Pervan, & Klass, 1994; Johnston
& Carrico, 1988) and development of a large-scale DSS (Lederer & Sethi, 1988).
The absence of such commitment could lead to the abandonment of a DSS pro-
ject (Ewusi-Mensah & Przasnyski, 1991). Abel-Hamid and Tarek (Abdel-Hamid
& Tarek, 1992) found that managerial turnover and succession could also lead to
a discernible shift in staff allocations and application performance in terms of
both costs and duration. Top management commitment to project and resource
support is crucial in the implementation of any DSS project (Turban & Aronson,
1998). However, factors such as the organisational politics and discord associat-
ed with a project can hinder or even cause its abandonment. Changes in man-
agement and organisational restructuring can change the focus of corporate strat-
egies and reduce the perceived benefits of the project to the organisation (Ewusi-
Mensah & Przasnyski, 1991; Mittman & Moore, 1989). Control procedures
should be put in place by management to ensure those standards and policies ex-
ist and are adhered to (Magal, et al., 1988). Top executives must also have a
complete understanding of what DSS can do for the organisation and how it is
going to help them achieve company objectives and be convinced that the project
is worth pursuing.

A development team (staff) holds a unique position in any implementation
process. They are directly responsible for the technological and organisational
development of the project (Ewusi-Mensah & Przasnyski, 1991). It is crucial that
they have a comprehensive understanding of the end-users’ aims, [business] and
decision processes. This requires large amounts of time spent with expert end-
users. The training of development staff is also important if a team is unable to
effectively meet the technical specifications set forth by users (Magal, et al.,
1988). Furthermore, the loss of key members of the development staff can con-
tribute to delays or project abandonment (Ewusi-Mensah & Przasnyski, 1991).

Strategic factors are critical in determining the successful implementation of
information systems (Sanders & Courtney, 1985; Turban & Aronson, 1998). In
this context, three issues with strategic implications are discussed here:
· the degree to which the DSS project is aligned with the strategic objectives of

an organisation
· internal firm issues
· external organisational relationships and partnership issues.

Regarding the first issue, DSS can be used to gain strategic and competitive
advantage in areas such as organisational planning, decision-making and reduc-
ing the costs of [business] operations and transaction processing. Hence, it is crit-
ical that the development and implementation of DSS be successful (Alavi &
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Joachimsthaler, 1992). The successful development and implementation of a
DSS project depends, to a large extent, on organisational commitment to it
(Kwon & Zmud, 1987; Markus, 1983). Without a high level of commitment to a
project, the necessary resources may not be dedicated and the project may be
abandoned (Lederer & Sethi, 1988). To achieve organisational commitment, a
project must address an important and urgent organisational problem that needs
to be solved (Meredith, 1981). A DSS project must also show potential for high
payoffs. Therefore, a DSS project is more likely to succeed if it reflects the belief
that it makes a valuable contribution to meeting organisational strategic objec-
tives (Weill, 1992).

Internal firm factors are also considered to be important in DSS development
and implementation (Turban & Aronson, 1998). Hitt and Brynjolfsson (1996)
showed the relationship between information technology (IT) and the organisa-
tional architecture of firms. Their study of almost three hundred companies clear-
ly showed that internal firm practices, such as the level of centralisation of a de-
cision-making authority, can have an impact on the success of information tech-
nology projects. When Lederer and Sethi (1992) studied the impact of internal
firm factors on the implementation of computer based applications, including
DSS, they found that these factors could influence the successful implementation
of DSS systems.

External organisational relationships and partnerships are also important fac-
tors in determining the success of DSS projects (Lee & Kim, 1999). The 1990s
were a decade characterised by restructuring, mergers, and outsourcing in the
business world. More and more companies were eager to form alliances or part-
nerships, hoping to gain a strategic advantage by consolidating their market
shares and becoming technologically agile. At the end of that decade, increasing
attention was paid to building successful partnerships for outsourcing infor-
mation systems (IS) (Grover, Cheon, & Teng, 1996; Lee & Kim, 1999). Lee and
Kim (1999) established partnership quality as a key predictor of outsourcing suc-
cess and examined its impact on outsourcing success. Their results indicate that
partnership quality is positively influenced by factors such as participation,
communication, information sharing, and the support of top management but
negatively affected by the age of the relationship and mutual dependency.
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3.2 Research for aviation safety

3.2.1 Background

Since the beginning of the history of aviation there has been research into flying.
The first research area was how to make flying possible. When that was solved,
the rapid development of aircraft began. Physical and psychological problems
were soon faced and aero-medical research began. The results of these two major
research areas primarily served military aviation during the first half of the 20th

century, but after World War II that knowledge was taken into use for civil avia-
tion, which is when modern aviation began.

Aviation has suffered accidents from the time the first aeroplane flew. Indeed,
it is true to say that, for many years every attempt at flight resulted in an acci-
dent. The period after 1903, when the Wright brothers made their first successful
powered flight, is probably of most interest to us today. Firstly, an analysis of the
causes of accidents in the 1920s and 1930s suggests that the ratio of accidents
caused by engineering factors to all accidents is remarkably similar to that which
pertains today. In other words, the improvement in safety has been more or less
even across the field. Secondly, although accidents were studied, they were not
reported in the open way they are reported today. Thirdly, the responsibility for
aviation safety regulation did not reside in a single body, like a civil aviation au-
thority, as it does in many countries today (Chaplin, 2004).

The incredibly rapid development of huge volume air travel, using mainly jet
airliners, created the need for systematic research into aviation safety. Chapter 7
of Annex 13 to the Convention on International Civil Aviation recommends that
“States should establish formal incident reporting systems to facilitate collection
of information on actual or potential safety deficiencies” (7.3). In view of this
recommendation, the Commission has investigated the status of the implementa-
tion of ICAO SARPs (Standards and Recommended Practises) on mandatory
occurrence reporting systems. In a study carried out on behalf of the Commis-
sion, IFALPA (International Federation of Air Line Pilots Association) found
that only a few member states collect mandatory occurrence reports and even
fewer stored, retrieved or analysed the related data (European Commission,
2000).

After every accident or incident something can be learnt and, fortunately, in
the aviation sector this is the general culture worldwide. One of the earliest re-
ports was into the accident of the R101 (Masefield, 1982) airship which crashed
at Beauvais on its way to India. The analysis of the event was good but the re-
port, in contrast to a similar report today, contains no recommendations for
avoiding future problems. The beginning of the reporting and analysis culture we



70

have today, at least in the UK can be seen in a case from January 1948, when a
Tudor aircraft, Star Tiger, disappeared on a flight to South America. No wreck-
age was found to help the inquiry, which therefore had to focus upon what could
be gleaned from the history of that aircraft and of similar aircraft. The report of
the investigation contains the following observation: "An important contribution
to safety in the air is provided if arrangements are made for a careful examina-
tion of any incidents or minor accidents which may occur, in order to eliminate
their causes, and to warn the crew of aircraft of the circumstances in which they
arise. On the evidence produced to the Inquiry, the Court has formed the opinion
that no such organisation existed in British South American Airways Corpora-
tion, or, if one did exist, it was ineffective." (Macmillan, 1948, p. 45). After this
observation, most British airlines did establish some system for looking into in-
cidents. Similarly, the regulatory authorities set up systems to work with airlines
(Chaplin, 2004). This example is from the UK, but similar cases can be found
from many other countries.

As for learning from incidents and other safety related events, the case is not
the same in other industrial sectors, where appropriate action is seldom taken to
ensure that full details of an event are recorded. Also the actions required to pre-
vent it happening again are not often clearly determined, recorded and shared
with others. It is obvious that a new engineer or scientist has to learn the hard
way through personal experience. Including such information in the codes and
standards developed by companies was once possible but – due to an increasing
reliance on European or international standards, such information is often ex-
cluded. Furthermore, the people who learn their lessons from within an organisa-
tion also retire and leave, causing the corporate technical memory to become
shorter. In addition to this, many companies fear legal issues and do not share
information with other actors in the same industry or in industries with similar
characteristics.

Four different approaches and phases, or ages, of safety analysis have been
identified by several researchers, e.g. Hale & Hovden (1998), Sheridan (2008)
and Reiman & Oedewald (2009), although distinctions are not totally clear and
straightforward (Wiener, 1977, 1980) because some ‘modern-hailed’ views are
not so new and have been present in aviation for some time. In the very begin-
ning of aviation (the first age that had a scientific study of safety was the period
between the start of the 20th century and the Second World War) safety focused
on technical matters, approaching the safety from the traditional error-risk analy-
sis point of view. As Heinrich et al. (1980) describe it: in that period people
were, as a rule, considered the weakest link in the chain, which is why personnel
training and selection were developed and applied as preventive measures. Dur-
ing the period between the World War II and the 1970s, the second age of safety,
the focus was more on human error and correcting them (Rasmussen, 1982).
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Before the 1990s, the technical risk assessment and correspondent preventive
measures reached their limits. This period can be regarded as the third age of
safety. Due to this development, this age can be seen as a turning point because a
new way of thinking was adopted, meaning that safety management systems and
organisational factors were regarded as research objects. Until then, there had
been an obvious lack of new accident causation models capable of recognising
the fact that workplace factors in particular and organisational factors in general
are the root cause of most unsafe acts. Therefore, the search for such factors has
been sparked by the trend to integrate safety and health into mainstream man-
agement. One significant point in this chain of development is the acceptance of
Reason’s (1990) model (see Chapter 3.2.3) for human error and organisational
accidents. Reason proved that individual errors very seldom cause accidents on
their own, but showed that in the background of an accident (or incident) there
are often errors and shortcomings on  different levels of the organisation in ques-
tion (Saatsi, et al., 2011). Despite the wide applicability of the model, it has been
criticised for its intangibility and its way of simplifying complex reality by mak-
ing it too linear (Hollnagel, 2004).

The fourth age, more precisely defined as the 2000s, brought the pro-active
approach to safety management, emphasising human activity in co-operation
with unpredictable, underspecified and complex working environments, especial-
ly when facing unexpected events; Leveson (2011) emphasises the need to learn
from events and system-wide aspects. Hollnagel (2003) and Reason (2008) have
mentioned co-operation between companies, service providers and regulators, a
process that ought to continue seamlessly in order to enhance joint cognition sys-
tems. According to Carayon (2006), these activities should cover the whole or-
ganisational, regional, cultural and temporal boundaries of the systems. The par-
ticular emphasis of the safety approach in the 2000s is organisational and safety
thinking, consisting of organisational norms, perceptions and shared values
(Hopkins, 2006; Weick & Sutcliffe, 2007).

There are industrial actors who believe this stance to be counterproductive. In
the UK, the Health and Safety Executive is increasingly requiring companies to
establish management systems that ensure that lessons learned from their own
accidents as well as those of other companies will be recorded for future refer-
ence. Engineers responsible for design, risk assessments or writing up safety cas-
es require access to good quality data on accidents, alongside an effective acci-
dent database, so that they may apply best practices in their work. Hindsight is
wisdom after the event happened, but through a process of learning lessons from
accidents hindsight can be converted into foresight. Thus, the required precau-
tions are converted into common engineering practices (Royal Academy of
Engineering, 2004).
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When an incident occurs, its analysis creates lots of information. Incidents that
can be determined but include no hazard usually remain unremarkable for those
involved, but they do require the momentary mobilisation of all the resources that
are available for corrective action. This context always has processes that go
through the phases of observing what has happened, reporting on those phases
and making corrective actions in order to prevent the incident happening again.
These are often complex processes consisting of rounds of activities and they
involve persons who were located in the space in which the case has occurred.
The persons involved also establish their own relationship with the situation, or
others enlist them as contributors to its resolution and as practical actors
(Suchman, 1996). It is worth noticing that aircraft operations are never performed
without the presence of hazards to some extent, thus a risk might only appear
after a chain of occurrences. That is why special attention ought to be given to
the recorded occurrences in the daily operations of aircraft. Although the conse-
quences are rarely fatal, all aircraft accidents and incidents should be considered
and analysed carefully (Čokorilo, et al., 2014)

One of the critically important and therefore most essential topics for engi-
neers is learning from incidents and accidents. About thirty years ago the classi-
fication of incidents and accidents identified them as being just technical mal-
functions or even ‘Acts of God’. Now, particularly because of work undertaken
by social scientists, such as Barry Turner and James Reason (Reason, 1990), we
know that the causes are more complex. Reason's model makes it clear that all
high hazard systems have in-built defences. An accident will only occur if sever-
al of these defences are breached in succession. Near-misses in particular provide
valuable learning opportunities, as they show how some but not all of defences
can be breached in the future. However, as the model makes clear, accident anal-
ysis also has to take into account the surrounding 'latent' management and organ-
isational factors which we now know contribute to many of the causes of major
accidents. It is also important to recognise that learning can occur across indus-
trial sectors (aviation, chemical, energy) precisely because of the latent precondi-
tions, which are rooted in organisational and human behaviour and are common
to many sectors. Professor Barry Turner was asked many years ago why an engi-
neer specialising in chemical risk should be at all interested in (say) avia-
tion accidents; his reply was, characteristically, because the organisational pre-
conditions for the next accident the chemical engineer might experience could
have already occurred in another industry. Learning also depends upon how we
model the system. At a very general level, system failures can – and do – happen
regularly (Pidgeon, 2004).

Heinrich’s Domino Theory has obviously been the most influential accident
causation theory. He studied 75,000 industrial accidents and came to the conclu-
sion that unsafe acts committed by fellow workers cause 88 per cent of industrial
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accidents. He also noticed that ten per cent of industrial accidents are the conse-
quences of unsafe conditions and only two per cent of them are unavoidable
(Heinrich, 1931). According to this theory, the result of a five-stage sequence is
an accident that leads to an injury or damage. In this model, a linked cause is rep-
resented by each domino, and if any of them is removed, the damage or injury
will not occur because the sequence cannot run its course. The types of causes,
represented by each domino stage, have been built up by consensus over time.
Nowadays, enough is known about the two last stages, i.e. the accident leading to
injury or damage but the first three causes are not as well understood (The
Universal Manager, 2005):

Work situation
- Inadequate management control
- Unsafe system design
- Lack of suitable standards
- Faulty or inadequate equipment
- Business pressures

Fault of person
- Insufficient skill or knowledge
- Failure to follow procedures
- Personal problems
- Lack of motivation
- Inattention
- Forgetfulness

Unsafe act
- Process error
- Taking short cuts
- Taking unnecessary risks
- Removal of safety equipment
- Failure to use safety equipment.

There has also been continual development in the application of the model:
· Prevailing initial interpretations saw the worker as the prime source of acci-

dents, and concentrated on removing the third domino through a combination
of disciplinary and protective measures.

· As MacGregor's (McGregor, 2006) Theory X and Theory Y of management
gained influence, the emphasis switched to the second domino and the pre-
ventive action centred more on training and work design.

· More recently, safety theory and practice has focused on the first domino, as
belief has grown in the ultimate responsibility of senior management for safe-
ty matters, and in the importance of designing systems and processes which
are safe from the beginning.
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As a result of the accident prevention layers developed for aviation, only in
extremely rare cases does a single error cause an accident or a serious incident.
Instead, they often produce hazards. Hazards are classified as observed incidents
during flight or maintenance that could have led to an accident. Furthermore, op-
erations can contain several errors and various deviations affecting safety, but
which are immediately detected by co-workers or a group. These events are often
the first weak signal about flaws in the procedures or operations of the organisa-
tion creating a safety risk (Saatsi, et al., 2011).

Statistics have proven that a special ratio, called Heinrich’s law, exists be-
tween the number of flight accidents, incidents of varying severity and the ob-
served deviations that affect flight safety. In his book Heinrich (1931) states that
for every major injury causing accident, 29 accidents that cause minor injury ex-
ist and, correspondingly, there are 300 accidents causing no injuries. This is illus-
trated in Figure 13. The accident pyramid is derived from a study made by Hein-
rich (1931). The pyramid clearly illustrates his theory about accident causation:
unsafe acts lead to minor injuries and over time to major injury. The pyramid
displays the ratio between accidents and other categories. On average, before one
accident takes place, there will have been (approximately) 15 serious incidents,
300 other incidents and 15,000 deviations and other cases concerning flight safe-
ty. The most numerous ones might have no impact at all on flight safety, but still
they are deviations from normal operation. A case, in which a light bulb in a cab-
in broke and produced some thin smoke, is a good example. In such a case, there
was no danger at all, but a deviation to be reported. These are of very little value
alone, but collected together they create a huge amount of information that can
be used when analysing what happens in the skies. The closer to an accident the
cases occur, the more detailed the investigation and the greater the skill that is
required in the analysis. All in all, a bottom-up investigation analyses cases to
find out what might happen and make an estimate based on what has happened.
The top-down direction provides rules and instructions to stop a dangerous trend
from progressing to an accident.
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Figure 13:  Work to improve flight safety (adapted from (Heinrich, 1931))

Latino (2008) refers to a study of industrial accidents, conducted by Frank E.
Bird, Jr., then the Director of Engineering Services for the Insurance Company of
North America. He analysed 1,753,498 accidents reported by 297 companies in
1969. The outcome of this process revealed a new ratio of 600:30:10:1, which
means that one major injury is preceded by 10 minor injuries and 30 property
damage incidents. Before all of these, there will have been 600 near misses, i.e.
safety events. Saatsi et al. (2011) present the model slightly adjusted, doubling
the amount of deviations affecting safety, as well as stating that 30 minor inci-
dents and 10 major incidents precede one accident. According to this presenta-
tion, only six per cent of hazard events in aviation are published; 94 per cent con-
tain safety affecting deviations that are recognised only by actors working in
close relation to the action and are not considered to have any significant safety
effect. However, these events can be as relevant as events that have led to a pub-
lic investigation from the point of view of the flight safety.

Heinrich’s Domino Theory might be more attractive from the point of view of
health and safety practitioners than Reason’s model because it offers more choice
about where to begin tackling safety in an organisation and because the latter of-
fers a starting point for organisational strategy and culture that might not be easy
to influence for health and safety practitioners. Another point worth mentioning
here is the causation of accidents, especially in certain high-risk systems, which
according to the belief among some experts, might be too complex to address
from the standpoints of organisational factors. As Perrow (1999, p. 304) says,
“[they] should be abandoned because the inevitable risks outweigh any reasona-
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ble benefits”. Nuclear power and weapons are the most often cited, but DNA
technology and space travel are also often mentioned.

Uncertainty in a process is a permanent state despite the quality of the design;
uncertainty arises from design flaws as well as the unpredictability of the future
operational demands of a complex system. Different kinds of deviations, disturb-
ances to planned operations and everyday problems make unpredictability visi-
ble. The operators face these problems directly and identify features that need
correcting in a design as a result of dealing with its problems. As the degree of
complexity in a system increases, such problems become more difficult to antici-
pate. Simultaneously, identifying them becomes more important for both safety
and economic reasons. For operators, defining and identifying the world of the
barely possible is also included in dealing with difficulties, and thus their work is
not only restricted to identifying predictable problems (Norros, 1996).

When considering the concept of aviation safety, different connotations can be
found. According to Waikar and Nichols (1997), this means it should be free
from hazards or a state with no accidents, while Watson et al. (2011) define this
similarly as the avoidance of attacks. The safety of aviation systems has been
measured using the accident rate in terms of fatalities and hull losses. If safety
could be improved through the design of a machine interface and training, a met-
ric for flight safety – usable in the design process – ought to be defined. Due to
the systematic work carried out since the 1950s for aviation safety, accidents are
extremely rare occurrences today and this is why they cannot be considered a
meaningful metric when the safety of a particular flight, flight deck, or operator
mission is evaluated. Furthermore, although incidents, including regulatory viola-
tions, are more frequent than accidents, they are still relatively rare (Wickens,
1995).

System safety is traditionally based on the safety implications and conse-
quences of a system’s technical aspects and particular components. From the
point of view of the safety management of an aviation organisation, in operation-
al issues and system design, the key drivers are the identification of a hazard and
safety risk management. In this process, the role of the human factor is signifi-
cant (Čokorilo, et al., 2014). In the aviation industry, experiments concerning
human performance typically define improvements in the safety of particular
procedures, systems and training regimes through the measurement of a narrow
band of performance that is directly related to the intervention of the factor. In
these experiments system-specific errors and a few specific reaction times have
typically been used as dependent measures. However, using this approach is
somehow problematic. As, to begin with, the trade-offs between accuracy and
reaction time performance are managed by the subjects (Pachella, 1974). Fur-
thermore, the operational significance of measures that are finer grained can be
questionable. For instance, if faster reaction times are observed, conclusions
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about translating them into behaviour consistent with improved safety cannot
directly be drawn (Rogers, Schutte, & Latorella, 1996). In general, it can be stat-
ed that a result will mostly represent what is measured in such focused experi-
ments. This means that resources will be managed to optimise performance on
aspects that are believed to have been measured. These kinds of focused experi-
ments are commonly assessed subjectively. The subjective evaluations might,
however, be dissociated from actual performance (Yeh & Wickens, 1988), being
perhaps unfairly biased towards familiar designs. From the point of view of de-
signing evaluation metrics, the current measures do not provide an adequate in-
dex for safe flight performance because they are strongly associated with opin-
ions about the ultimate safety of flight performance and “good” pilot perfor-
mance (Latorella, 1999). One of the essential concerns is whether or not a system
is composed of both the pilots and whether the cockpit technology environment
functions well, i.e. it is not just concerned with the good performance of a partic-
ular pilot. Hence, safe and appropriate flying depends on a system, not on the
skills of any individual pilot. A modern jet airliner cannot be flown by an indi-
vidual acting alone, at least not in current practice; safety does not depend on any
individual skills but on the properties of both the crew and the aircraft (Hutchins
& Klausen, 1996).

Organisations should learn efficiently from incidents and other deviations. It is
widely observed that hazards originate from organisational failures. Special at-
tention ought to be paid to the so-called organisational preconditions to techno-
logical accidents and, in the worst case, disasters. During recent decades, large-
scale accidents have occurred. The Chernobyl disaster and the destruction of the
space shuttle Challenger (see Chapter 2.1) in 1986 are prime examples of tech-
nology and organisational failings turning out to be a key factor. These findings
can be called organisational accidents stemming from an incubation of latent er-
rors and events, accompanied by a collective failure of organisational intelli-
gence.

Preventing the injurious consequences of errors is a corrective action to be
taken after a single serious incident or the analysis of a report. To determine safe-
ty measures – in cases that have directly threatened flight safety (technical cases
in this example), procedures that follow the FAA (Federal Aviation Administra-
tion) System Safety programme can be applied. These give precedence to correc-
tive actions on the basis of their efficiency (Saatsi, et al., 2011):
· the activities or the technical structure are changed in a way that elimi-

nates the possibility to make an incorrect installation
· the activities are complemented with a double check or technical change

which ensures safety
· a warning procedure or a system for identifying incorrect installations is

taken into use
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· the procedure is formed as an unambiguous standard action that is com-
plemented by sufficient training.

Theoretical models have also been developed in an attempt to specify ‘high-
reliability’ organisations and ‘safe’ cultures, based on the former, purely post-hoc
descriptions of accidents and their causes (Pidgeon & O'Leary, 2000). The first
contemporary, and path-breaking, model to be mentioned here is the “Man-made
Disasters” model by Turner (1978). This model laid the conceptual foundation
for the work made by others (e.g. Reason) and has significantly contributed to
our present theoretical understanding of industrial catastrophes and crises as ad-
ministrative and managerial in origin. The theory starts from the essential obser-
vation that disasters in large-scale technological systems can be considered nei-
ther chance events nor ‘Acts of God’. Turner argues, instead, that the origin of
disasters can be found in the interaction between the human and organisational
arrangements of socio-technical systems that are built to manage complex and ill-
structured risk problems (Pidgeon & O'Leary, 2000). It is already a well-known
fact that disasters, as well as accidents and serious incidents, do not just happen;
they are a chain of critical events.

3.2.2 Hazard and risk identification

Hazard identification and safety risk management are the core processes in the
management of safety. In practice, this means that the factors which cause or are
likely to cause harm ought to be identified and understood. The issue of aviation
safety considerably interests the scientific field. The attack made with two hi-
jacked airliners on the twin towers in New York in 2011 has significantly in-
creased interest in safety matters (Čokorilo, et al., 2014). According to a study
conducted by Boeing (2012), the highest number of deaths-on-board generating
situations are the loss of the control of the aircraft on the runway, both landing
and taking off, as well as misunderstandings between the pilot and the control
tower, sometimes caused by an imperfect knowledge of English by one of the
parties.

The incident reports can be classified in many ways because variations in the
size of an incident reporting subject can be considerable. For our purposes,
Brooker (2006) proposes a useful division into three schemes:
· Individual reporting, that is, an operational person detects, from a safety

point of view, unsatisfactory event reporting by a central monitoring
body.

· Event-related reporting originates from automatic system warnings or
alerts, such as ACAS (Airborne Collision Avoidance System), which
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warns a pilot of the proximity of another aircraft possibly presenting the
threat of collision

· Post-processed reporting is based on radar and related data that is exam-
ined sometime after actual operations in order to find out whether, for
example, separation minima have been substantially breached.

A good picture of the characteristics of any incident or corresponding event
can usually be achieved by combining the entire data from the three different re-
porting systems. This data can also be enhanced by using the recollections of the
pilot and/or the controller and other data like communication recordings
(Brooker, 2006). In order to function properly, the reporting system ought to be
easily and simply utilised by its user. When modern computing is applied, using
such a system no longer need be complicated, especially if it is based on exact
coding or taxonomy and includes the possibility for free-form reporting. Among
confidential reporting, the first analysis of the reasons that led to an event ought
to be done by the person who made the mistake or first recognised it, because
they best know what happened in that situation. After relevant training for mak-
ing analyses, the people in an organisation should have both full competence and
a special interest in making analyses (Saatsi, et al., 2011).

An essential question in this context is the detection of weak signals. They are
minor indicators, often about ambiguous threats, easily underrated and/or ignored
because they are signals of something that might – but not necessarily – portend
future harm. In the worst cases, they might lead to a catastrophe. The disasters of
the space shuttles Challenger and Columbia (see Chapter 2.1) were more or less
caused by ignoring the weak signals, partly because foam strikes, as in the case
of Columbia, had occurred before without causing any significant damage. Be-
hind the scenes there are also managerial tensions about paying attention to the
signals discovered. According to Roberto et al. (2006), alertness prevents ambig-
uous threats being converted into lethal failures. Furthermore, organisations that
are capable of identifying threats and responding to them are able to avoid seri-
ous consequences (Roberto, et al., 2006). Those and other managerial challenges
as well as the applicability of data mining in responding to them are studied in
Publication #5 “Data Mining Challenges in the Promotion of Aviation Safety”.

Improving safety is a complicated task, because the probabilities that guide the
predictions of how the next accident will occur are very small. Due to this, decid-
ing where an intervention should be made in order to prevent accidents is rather
hard. Therefore, the focus ought to be aimed at potential accidents. One way to
do this is to use simulations, which are used widely by airplane manufacturers.
Another possibility is to search for mechanical anomalies (rare failures that occur
randomly and which do not fit predefined event classifications), these are usually
small but common anomalies and could lead to problems later on. The main tar-
get is obtaining general, applicable information by observing events that occur
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relatively frequently and which are, in themselves, innocuous by reason of the
robustness of the systems. If they belong to links in an accident chain, those links
can be fixed before they cause an accident. However, to achieve this, overcoming
two barriers is required. First, the potentially useful data must be spread through-
out the world of thousands of different entities representing all kinds of actors in
the aviation field. These include private and national airlines, maintenance com-
panies, manufacturers, aviation authorities, air traffic controllers, air forces, as
well as labour unions and trade associations. Secondly, the collected and stored
data is, in most cases, in an unstructured form, which makes it difficult to analyse
and compare.

To address these shortcomings, the FAA (Federal Aviation Administration)
facilitated the creation of the Global Aviation Information Network (GAIN) in
1996. Nowadays it does not act in the same way because the FAA ended its sup-
port for GAIN in 2007. Since then, the Flight Safety Foundation has supported
the distribution of a wide range of GAIN products, such as safety manuals. GAIN
was a voluntary international membership consisting of more than 50 countries –
both private and public entities. Its core philosophy was “the collection, analysis,
and sharing of safety information using advanced technologies in a just culture
environment will illuminate safety concerns and permit identification and im-
plementation of cost-effective mitigations” (Robb, 2005). One of its most essen-
tial goals was to get its members to openly share information, which has not been
completely achieved yet. Despite that, significant progress has been made in ana-
lysing safety information by developing specifically designed analytical tools
(Robb, 2005). The author participated in the actions of Working Group B be-
tween the years 2005 and 2007, first joining a meeting in Houston in January
2005 and then acting as ‘a remote resource’, i.e. assisting the group on two flight
safety surveys by contacting the Finnish operators. At that time the acting work-
ing groups were:

Working Group B, Analytical Methods and Tools
Working Group C, Global Information Sharing Systems
Working Group E, Flight Ops/ATC Ops Safety Information Sharing.

GAIN held five world conferences for improving aviation safety by promoting
the GAIN concept and sharing its products with the aviation community up to
2003. By 2003, almost 900 aviation professionals from 49 countries had partici-
pated in GAIN sponsored conferences (GAIN Working Group B, 2003). GAIN
has published several manuals on flight safety, for example: Guide to Methods
and Tools for Airline Flight Safety Analysis. This includes the before mentioned
MITRE Workbench (see Chapter 3.4.1) as an example of an analytical tool. The
author of this thesis joined the e-mail list of GAIN Working Group B, specialised



81

in Analytical Methods and Tools, which has sponsored the creation of several
tools for analysing text information. By 2003, only a single airline had used all
the tools (Robb, 2005). However, commercial airlines as well as national authori-
ties have carried out research with universities to analyse aviation safety data, but
such studies are rarely made public, especially those made for airlines.

3.2.3 Reason’s Swiss cheese model

The Swiss Cheese model developed by James Reason created totally new con-
cepts for determining the reasons behind accidents. So-called active failures (aka
contributing causal factors) were found to act as triggers for the accidents. These
are made possible by latent failures that are already in a system and which have
not been actively eliminated. The active failures are deficient functions or bad
decisions that directly affect the event. The errors made by a flight crew, an air
traffic controller or mechanic performing a service operation are usually classi-
fied as active failures. Latent failures can have an influence up to three levels
higher before an active error level occurs in an organisation. Although latent fail-
ures can be totally ignored for long times, weeks, months or even years, they may
enable the active failure at any time, leading to an accident in a worst case sce-
nario. The defensive layers are checks in the safety-critical operations preventing
or uncovering a possible active failure. They can be technically implemented
backups or alarm systems and construction solutions that prevent incorrect instal-
lation. Regarding technical maintenance, they are typically inspections made by
other people at the end of a service phase, the performance tests on a system and
the test flights (Saatsi, et al., 2011).

In Reason's model, the cause of accidents is the result of latent and active fail-
ures penetrating barriers that normally prevent them from culminating in an acci-
dent. The model clearly illustrates the fact (learned through several accident re-
ports) that in almost all cases, accidents emerge from a number of successive
smaller hazards and errors, subtle precursors and latent weaknesses, but not from
one isolated event. In order to clarify the model, a semi-permeable membrane
could be imagined to exist as an imperfect final defence between unsafe-acts and
accidents (Reason, 1990). Hence, the probability of a resulting accident can be
predicted based on the likelihood of a hazard penetrating through a membrane,
and we should also be able to predict the concentration of unsafe acts that lead to
an accident. A similar observation has been made by Hollnagel (1991), who ar-
gues that the amount of erroneous actions will increase as the complexity of work
interfaces increases.

Pidgeon et al. (2000) emphasise the role of the developmental processes in the
origin of accidents as well as in less fatal cases. Through empirical case studies
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many preconditions to major systems failures were revealed, some of them origi-
nated years prior to an actual event. This indicates the importance of revealing
lethal trends before they can proceed to a critical level, causing serious incidents
or even accidents.

The model presented in Figure 14 consists of five layers, the first of them rep-
resents defences, the purpose of which is to mitigate the results of an unsafe act.
Conditions like fatigue, stress, operating practices, etc. are included in the second
layer, unsafe acts. The third layer contains the preconditions. The operative as-
pects, like training, maintenance, etc. belong to the fourth layer of the line man-
agement. All the high level decision-makers, such as the regulators, owners,
manufacturers, designers, and trade unions are situated on the fifth layer. Accord-
ing to Reason (1990), the decision-makers continuously make “fallible” deci-
sions. Meanwhile, the resulting latent defects stay dormant until someone com-
mits an unsafe act, which might trigger an accident scenario. The effects of it
stay limited until the defences of the system work as they should and catch the
results of the unsafe act. Otherwise, the accident might prove tragic, which em-
phasises the significance of eliminating, or at least, reducing safety deficiencies.
As demonstrated by the model, if we reduce the number or size of the holes in
the layers, the probability of an accident occurring can be reduced.

If there are a large number of causes that can trigger an accident, Reason’s
model is particularly useful. Regarding common organisational factors, the mod-
el includes health and safety goals, workplace design, resource allocation, the
procurement of equipment, and the delegation of responsibility and authority, etc.
All these ought to be observed as workplace factors that are present throughout
the whole organisation, including work schedules, training, instructions, policies
and procedures, etc. The frontline worker is often influenced by these factors to
cut corners, particularly in potential accident scenarios, for example, when an
urgent deadline should be met (The Universal Manager, 2005).
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Figure 14: Accident Causation Model developed by Reason (adopted from (Lybeck,
2002))

In Reason’s model failures almost always consist of several components. Hu-
man error is only one part of the chain. The following real life example (Lybeck,
2002) illustrates how the model can be used. On 5 June 1995, at Helsinki-Vantaa
airport, a mechanic taxied an aeroplane, type ATR-72, into the door of a hangar.
The damage cost several million Finnish marks (about 1 M €). The aircraft had
had maintenance, after which a mechanic intended to test the engines and then to
move the aircraft to another place. The mechanic forgot to switch on the hydrau-
lic pumps before taxiing, which resulted in the brakes losing hydraulic power,
making it impossible to stop the plane before hitting the door. This illustrates
how essentially minor errors can have serious consequences through a chain of
triggered events.

The example deserves a more detailed explanation. As mentioned before, Rea-
son’s model has five layers, the three first concern latent failures, the fourth ac-
tive failures and the fifth both active and latent failures. The first layer covers
decision makers and their fallible decisions. In the case of the ATR-72, at least
two affecting factors can be found on this layer. The regulations given by the
authorities were insufficient and the checking of quality systems, at least for en-
gine testing, was deficient. On the second layer, line management deficiencies
played an important role. Both engine testing methods and engine testing training
were insufficient. The impact of the state of alertness of workers was not taken
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into account, especially during the night shift. The third layer contains the pre-
conditions, which are the psychological precursors of unsafe acts. The engine
testing was mentally very stressful for the mechanic. His state of alertness was
low. This led to the fourth layer, productive activities with unsafe acts. The hy-
draulic pumps were not switched on when the engines were switched on. The
fifth layer handles defences and whether they are adequate. It contains both latent
and active failures. The defences were inadequate: no checklists were used. This
can be counted as a latent failure. An active failure was that the mechanic did not
recognise the HYD warning light, indicating that the hydraulic pressure was too
low to have functional fully brakes. Thus, the window of opportunity for an acci-
dent was opened and it occurred (Lybeck, 2002).

The primary solution to the problem of increasing safety is to learn from inci-
dents by collecting data from all levels. The collection process exists only to
search for key factors to improve, not to find those who could be considered
guilty of accidents or incidents. This process is illustrated in Figure 15.

Figure 15: Levels of the information collection process (adapted from (Reason,
1990))

3.3 Data mining

3.3.1 The concept and its definition

The exact definition of data mining is intractable because it is neither a single
tool nor a method, but a combination of both methods and tools. Expressed gen-
erally, data mining is needed because traditional techniques and methods may not
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be suitable as the data is highly dimensional, heterogeneous and its nature is dis-
tributed. Due to the characteristics mentioned and the vastness of data, much of it
may never be analysed at all (Gheware, Kejkar, & Tondare, 2014). Berry and
Linoff (2000) have described data mining as an analysis and exploration process,
utilising automatic and semiautomatic means in order to discover rules or mean-
ingful patterns. Data mining is an essential part of the Knowledge Discovery
Process.

It is significantly easier to define the purpose of the Knowledge Discovery
Process as “a decision support process in which we search for patterns of infor-
mation in data”. A user might just do a search or they may ask for assistance
from smart computational methods that, through the automatic search of one or
several databases, aim to find significant patterns in the data (Parsaye, 1997).
These nuggets of knowledge are hidden in vast amounts of data and according to
Watson (1999) they are practically undiscoverable with conventional techniques.
If a user performs the process and makes database queries, the task might be
quite hard and require some knowledge of what should be searched for and found
(Parsaye, 1997). The approach in this context characterises data mining para-
digms from the point of view of discovery and prediction and has the essential
starting point that the relationships and patterns exist in these large databases but
are hidden in vast amounts of data. The aim of data mining is the search for these
patterns and relationships. Watson (1999) underlines that it might take years to
find these meaningful relationships with conventional techniques, i.e., database
queries, spreadsheets etc.

Data mining has its roots in various scientific disciplines, from exploratory da-
ta analysis in statistics to machine learning in Artificial Intelligence. It has re-
cently started to play a dominant role in data processing. Statisticians had used
the term data mining in the 1970s with the negative connotation of “sloppy ex-
ploratory analysis” with no prior hypothesis to verify. Lately, however, it has
evolved into the most promising solution for business intelligence and has tech-
nological, biological, medical, military, and other purposes. Aviation with its
many functions, i.e. flight operations, maintenance, personnel administration,
training, etc., is included. Data mining applications are sets of problems with
similar characteristics across different domains, therefore the same algorithms
and models that are used for developing the fraud detection capability for credit
card transactions can be used to develop health insurance fraud detection applica-
tions. One of the most promising new topics in IT in 1996, according to the
online journal of Database Management System, was that “Data mining has now
moved beyond the early adopter stage”. Data mining solutions contribute to the
human understanding of huge masses of data in various representations, includ-
ing tabular data domains, spatial data domains, text based domains and image-
based domains. Data mining in business and business analytics can be used inter-
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changeably to give business users strategic insights from massive databases
(Kohavi, Rothleder, & Simoudis, 2002). Also, data mining can be used for the
secondary analysis of data that have been collected for some other purpose
(Laurikkala, 2001).

A significant distinction between data mining tools and other analytical tools
is how they are utilised for exploring data interrelationships (Moxon, 1996).
While analytical tools support the verification-based approaches of intuitively
posing queries to the database, data mining tools use discovery-based approaches
to determine the key relationships in the data by employing different algorithms
of pattern matching. For instance, the Knuth-Morris-Pratt matching algorithm
finds copies of a given pattern – a short string of symbols – to be a contiguous
subsequence of a larger text (Knuth, Morris, & Pratt, 1977). The approaches used
in data mining depend on the goals of the person who is analysing the data and
on the types of patterns to be extracted. Data mining has borrowed a number of
algorithms and techniques from its parental fields to accomplish the main tasks
of data analysis, classification, clustering, categorisation, and prediction. The
algorithms differ from each other in the type of data mined, starting from the
most trivial numerical data and moving towards transaction data, data streams,
graphic and scientific data. The categorisation of data mining tasks is produced
below. This categorisation is adapted from Han & Kamber (2001) and differs
slightly from that of Figure 17, but these two can be seen as complementing each
other. Both categorisations are rather general, so, they allow further division into
more narrowly defined tasks:

Association analysis aims at discovering any association relationships or cor-
relations that frequently occur together among a set of items. An example of as-
sociation is the extraction of association rules from textual databases.

Classification is the process of finding a set of models or patterns in the train-
ing data that describe and distinguish data cases or concepts. Classification con-
structs a model to predict a class of objects whose class type is known. The de-
rived models may be presented as a set of if-then rules, decision trees, mathemat-
ical formulae, or neural networks.

Prediction is used for predicting the possible values of missing data or the
missing class attributes of data objects. Prediction also compasses the identifica-
tion of distribution trends based on the available data.

Clustering analysis identifies clusters embedded in the data, where a cluster is
a collection of data objects that are similar to one another. The objects are
grouped based on the principle of maximising intra-class similarity and minimis-
ing inter-class similarity. Clustering can be used to generate labels for classes of
data objects and for taxonomy formation, which is the organisation of observa-
tions into a hierarchy of classes that group similar events.
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Outlier analysis refers to the analysis of outlier data objects that do not com-
ply with the general behaviour or model of the data. In some applications, such
as fraud detection, the rare events can be more interesting than more regularly
occurring ones, and, thus, should not be treated as noise. This is essential in avia-
tion safety analyses and one example of this is presented later in Chapter 3.4.1 as
the Find Distributions function (Nazeri, 2003).

 Evolution analysis describes and models regularities or trends for objects
whose behaviour changes over time. This may include classification, clustering,
association and the discrimination of time-related data.

Usually the data mining systems, at least commercial products, use different
algorithms combined together. In order to discover nuggets of knowledge hidden
in the data, the analyst needs to combine advanced machine learning technolo-
gies with knowledge about the data (Sarlin, 2013). The process is illustrated in
Figure 16. The process contains several steps or phases that must be gone
through to form knowledge from raw data. Watson (1999) emphasises that to be
understandable, the information, once found, must be presented as reports, graph-
ic data or in other suitable forms.

Figure 16: The Knowledge Discovery in a Database Process (adapted from (Fayyad,
Piatetsky-Shapiro, & Smyth, 1996a))

Figure 16 shows the data mining processes on a general level. To define the
process more, the parts displayed in the figure need some more explanation. Ac-
cording to Fayyad et al. (1996b) and Han & Kamber (2001), the Selection lead-
ing to the Target data contains data integration and retrieval from various data
sources, in addition to choosing appropriate subsets of data for the task. During
the Pre-processing, the data is cleaned and its dimensionality is reduced as need-
ed. The Transformation is performed if the data to be processed is retrieved from
various databases or other sources and the data fields vary by order and size. Af-
ter the mining process itself, the interpretations and evaluations of the discovered
patterns are presented and evaluated on value terms. In order to deepen the view
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of data mining with a process-oriented view, three classes (discovery, modelling
and forensic analysis) of data mining activities can be distinguished, as presented
in Figure 17:

Figure 17: Data Mining Activities (adapted from (Parsaye, 1997))

The concepts presented in Figure 17 need some clarification. Parsaye (1997)
describes Discovery as looking at a database without any predetermined idea or
hypothesis in order to find hidden patterns. In Predictive Modelling, as the con-
cept itself expresses, patterns that are discovered from the database are used to
predict the future. Applying this method, the system may interpolate the un-
known values in the records the user submitted, based on the previously discov-
ered patterns in the database. The Forensic Analysis is applied to find anomalous
or unusual data elements by using the extracted patterns. Compared with Discov-
ery, which is used to find “usual knowledge”, the Forensic Analysis looks for
specific and unusual cases (Parsaye, 1997). From the point of view of this study,
Discovery is the essential process, because the applied method is clustering (see
Chapter 3.3.3) which is used to extract trends and variations; thus aiming to find
and identify patterns in the flight safety data – as these are recurring safety-
related deviations that might lead to an accident if not discovered in time.

3.3.2 Knowledge Discovery in Databases

Knowledge Discovery in Databases (KDD) is a discipline that has gained visibil-
ity as data collections grow exponentially and present new challenges to explor-
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ing and understanding them. The KDD is a nontrivial process for identifying val-
id, novel and potentially useful patterns in the data, then making the patterns ap-
plicable for practical decision support needs (Fayyad, 1996). A pattern is defined
as a parsimonious summary of a subset of data (Fayyad, et al., 1996b). The KDD
is formed from several fields of science – the most important here are artificial
intelligence (AI), statistics, database technology and systems science with infor-
mation retrieval, not to forget management information systems and cognitive
psychology. The concept of Data Mining (DM) has often been presented as inter-
changeable with KDD by some specialists, but in fact it is only one part of the
whole KDD process, as illustrated in Figure 16. Compactly expressed, the goal of
data mining is to extract high-level knowledge from low-level data (Fayyad, et
al., 1996b; Han & Kamber, 2001). The data mining process does not give straight
answers to questions concerning information retrieval. Data mining results,
which are often presentations of discovered patterns, need to be carefully evalu-
ated by consolidating them with domain knowledge. This evaluation phase re-
quires specialisation and experience of the problem area being investigated and
can be considered to be more a combination of art and common sense than pure
science (Kloptchenko, 2003).

Sarlin (2013) clearly illustrates the KDD process in Table 5.1, which is
adapted from Kurgan & Musilec (2006). This presentation concerns different
versions of the KDD process that are related to each other. Sarlin emphasises that
there is no single process that could be named KDD. In the table mentioned, four
different versions of the KDD process and one generic example are presented.
The content of the table can be summarised as containing six phases (Sarlin,
2013):

1. Domain understanding
2. Data understanding
3. Data preparation
4. Data mining
5. Performance evaluation
6. Knowledge consolidation and deployment.

The connection between data mining and KDD is clearly expressed in the list
above, as knowledge discovery is a comprehensive process and data mining is
one essential step in it. Sarlin (2013) emphasises the key objective of the process,
which is gaining necessary knowledge about the application area. Without this,
there are not many possibilities for successfully continuing with further analysis.
Only after this, in addition to formulating the key objectives, can the process be
designed as a KDD process and a broad and preliminary plan to achieve the ob-
jectives can be drafted.
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3.3.3 Clustering

Generally, in clustering the question is about meaningfully organising the ob-
served data into taxonomic structures. The cluster analysis can be considered an
exploratory data analysis tool that is applied in order to group different objects
that belong to the same group – in a manner that ensures the association between
them is at its maximum, otherwise the association would be minimal. By
applying this method, structures in unstructured data can be discovered without
explaining or interpreting the reasons for their existence (Čokorilo, et al., 2014).
The goal of clustering can be expressed as “to minimize the intra-cluster distanc-
es and to maximize the inter-cluster distances” (Hu, Yin, & Tan, 2006; Luo &
Fu, 2014). The term cluster analysis was introduced by (Tryon, 1939) to indicate
the use of different methods and algorithms for assembling objects into their re-
spective categories. The cluster analysis method is suited to situations in which
the problem is coping with uncertainty, especially strategies for maintaining prof-
itability in situations of uncertainty (Szeto & Lo, 2005).

Clustering has a broad appeal and is very useful in exploratory data analysis,
which can be seen as either exploratory or confirmatory. However, regardless of
the type, the key element is the grouping or classification of the measurements.
Cluster analysis can be described as organising a collection of patterns into
groups, i.e. clusters, based on similarity. The patterns are usually presented as
either a vector of measurements, or a point in a multi-dimensional space. Cluster-
ing is especially useful in decision-making and machine-learning situations like
data mining and document retrieval. Often there is not much prior information
available about the data, thus as few assumptions as possible ought to be made
about the available data by the decision-maker (Jain, Murty, & Flynn, 1999). The
core idea in applying clustering in text mining is to search for similar documents.
Described in more detail, clustering can be called an automatic and unsupervised
grouping of text documents into groups. In these groups (or clusters) the docu-
ments have a high similarity between them but when compared with the docu-
ments of other clusters they are dissimilar (Rosell, 2009). Clustering can be di-
vided into two main categories: hard and soft clustering. In hard clustering, the
data item (a report in this context) belongs to only one cluster. In soft clustering,
the data items could belong to different clusters to a certain extent (Paukkeri,
2012). Another often used mining method is classification, but unlike clustering,
this needs a training stage using labelled documents in order to learn how to put
the objects into defined classes (Li, Chung, & Holt, 2008).

Defined more precisely, if the processed data is semi-structured textual data or
textual data without structure, the process can be called text mining. As a result
of fast technological development, vast amounts of data in different forms are
appearing in every field. Obtaining beneficial information from these data is at-
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tracting increasing interest. Data mining is an operation that processes vast
amounts of data, making them useful information (Saracoglu, Tütünkü, &
Allahverdi, 2008). Rosell (2009) illustrates its wide use by stating that in addition
to the general view on uncovering the content and the structure of unknown texts,
new perspectives on familiar and known ones can be achieved.

The vector space model is mostly used for existing clustering algorithms. It
represents texts through the words appearing in them. If the texts have several
common words, they are considered similar in context (Rosell, 2009). This
method treats the documents as bags of words (Li, et al., 2008) and ignores the
structure of the text. In other words, the number of the words or their frequency
is only significant, as their mutual order is not considered (Baeza-Yates &
Ribeiro-Neto, 1999; Vesanen, 2003). However, because meaning in natural lan-
guages depends strongly on the order of the words, clustering results must always
be interpreted by human specialists (Li, et al., 2008). Another significant point in
this context is that languages differ in what they consider a word (Rosell, 2009).

The implementation of the pre-processing of the data (see Figure 16) has been
discussed in detail in Publication #1 “Data Mining in Aviation Safety Data Anal-
ysis”. Additionally, some terms and definitions in the context of clustering are
mentioned here. The concept of corpus refers to a collection of texts, in this con-
text they are in electronic form (Haverinen, 2014). Citing Rosell (2009), the con-
cept of word or word token can be defined as a sequence of characters, separated
from others by a text with common delimiters, like commas or white spaces. The
words that are common in most of the documents are not relevant for describing
the documents. In practice, the words that occur in more than 80 per cent of the
documents are useless for information retrieval (Baeza-Yates & Ribeiro-Neto,
1999). Also frequent words (like ‘plane’ or ‘aeroplane’ or ‘aircraft’ in this con-
text) need to be filtered out by defining and using the lists of stop words. Howev-
er, when using this method, some information may be lost.

In clustering a highly inflectional language, like Finnish, a process called word
form normalisation is required. The two normalisation methods are stemming
and lemmatisation (Korenius, Laurikkala, Järvelin, & Juhola, 2004) – stemming
was used in this study by creating a list of synonyms. In stemming the related
word tokens are normalised into a single form. This means removing all prefixes
and suffixes as well as inappropriate pluralisations (Miner et al., 2012; Vesanen,
2003). When stemming, the amount of data can be reduced, which is especially
emphasised in languages like Finnish in which conjugations are expressed using
case endings and suffixes (Vesanen, 2003). In addition, the concept of bag-of-
words is also used.
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3.3.4 On-Line Analytical Processing (OLAP)

On-Line Analytical Processing (OLAP) is an essential concept that often appears
in the data mining context. The need to develop such systems arose among the
users of Relational Data Base Management Systems (RDBMS). The father of the
relational model Edgar F. Codd and his colleagues stated that the systems men-
tioned were not built for strong functions that could be used to analyse and con-
solidate data or for data synthesis, all of which belonged to spreadsheets and spe-
cial purpose applications. In order to provide analysts with tools that complement
RDBMS technology, OLAP was developed. The basic idea of OLAP is to offer
analysts a view of the data from different perspectives and levels. New relation-
ships, for example, can be found when investigating anomalies. This method
provides flexible and fast access to vast amounts of derived data, the inputs of
which may continuously change (Watson, 1999). The concept was defined by the
OLAP Council (1997, p. 1) as follows: “On-Line Analytical Processing (OLAP)
is a category of software technology that enables analysts, managers and execu-
tives to gain insight into data through fast, consistent, interactive access to a wide
variety of possible views of information that has been transformed from raw data
to reflect the real dimensionality of the enterprise as understood by the user”.

The main characteristic of an OLAP system is multidimensionality, which can
be illustrated through the metaphor of a data cube. This presentation makes the
interaction with the user easier and better reflects their way of thinking. OLAP
systems are meant for decision support (Jukic, Jukic, & Malliaris, 2008; R.
Watson, 1999). The decision support systems (see Chapter 3.1) aim to answer
new and unpredictable questions in daily operations, which is why ad hoc queries
need to be executed (Chaudhuri & Dayal, 2002). The queries usually involve vast
amounts of data, at least thousands or even millions of records (Abelló &
Romero, 2009). Commercial organisations typically have several operational da-
tabases and large organisations might even have tens or hundreds of them
(Mannila, 2002). In order to fulfil expectations, OLAP systems ought to provide
quick, flexible and shared access to analytical information, which requires fast
access to data combined with high computational speed (Watson, 1999).

The OLAP tools are “read only” systems, used only for the retrieval of data
enabling the users to easily read and interpret collected data that is structured and
especially aimed at analysis and the subsequent making of fact-based decisions.
Typical OLAP tools support the trend analyses of sequential time periods as well
as modelling and calculations which cross dimensions and must go through
hierarchies (Watson, 1999). OLAP tools can be considered one of the key factors
in the decision-making process, especially in organisations that collect huge
amounts of data in their daily operations. The significance of the capabilities of
OLAP increases as more data accumulates in the operations of an organisation.
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As the amount of the data affecting the operations of organisations continually
expands, web-based options have been developed – in addition to the client-
server and desktop-standalone versions (Jukic, et al., 2008). Although the pro-
cessing capacity of the OLAP tools has increased since the 1990s, data mining
tools are overtaking them as sophisticated analysis methods that combine artifi-
cial intelligence and statistical tools (Shim, et al., 2002).

3.3.5 Text Mining

Good text mining ability is the most important requirement when searching for
an applicable data mining system. Text mining is a subclass of data mining (Visa
et al., 2001). It can be described as “data mining from textual databases”, which
could be extended to the most popular definition of Data Mining: “Text Mining
is an essential part of discovering previously unknown patterns useful for particu-
lar purposes from textual databases” (Dörre, Gerstl, & Seiffert, 1999; Hearst,
1999). Kloptchenko (2003) states that, expressed on a general level, numerical
data interpret phenomena through the usage of quantitative measurements,
whereas textual data describe the phenomena qualitatively. The similarities and
differences between data and text mining are presented in Table 9.

Table 9. Comparison of Data and Text Mining (Kloptchenko, 2003, p. 7)

Data Mining Text Mining

Object of investigation Numeric data (numbers) Text (documents, web pages etc.)

Object structure Relational databases, numbers Free form texts

Goal Predict outcome of future situa-

tions, analyse the reasons that

affect the desired outcome, visu-

alise data interrelations

Retrieve relevant information, distil

the meaning, categorise content,

compare and evaluate texts

Methods Machine learning: decision trees,

genetic algorithms, neural net-

works; statistics; multinomial

regression, regression analysis

Indexing, special neural net-

works, clustering and categorisa-

tion algorithms, linguistics, on-

tologies

Maturity Broad implementation from 1994 Broad implementation from 2000

In Table 9, the mining characteristics of numerical and textual data types are
provided, but other types of data are also available in the aviation context. The
flight data recorders (FDR) colloquially called ‘black boxes’, record digital data
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and have the capacity to save flight data over a time period exceeding 24 hours.
Usually, airliners are equipped with two separate recorders on board, placed at
the rear of the fuselage, although they may also be combined into a single unit.
The FDR records the operational performance data from the systems of the air-
craft. According to the latest requirements, the FDR must have the capacity to
monitor at least 88 parameters. These include different pressures, speed, time,
heading, accelerations, fuel flow, the positions of the control surfaces, etc.
(SKYbrary, 2014). The flight data recorders of the most modern commercial air-
craft have the capacity to record and save several hundred discrete and continu-
ous parameters several times per second for the entire duration of the flight
(Matthews et al., 2013). The other recorder (or part of it), cockpit voice recorder
(CVR) (Federal Aviation Administration (FAA), 2006) records all the voices in
the cockpit usually for the two last hours, the most important of which are the
conversations between the pilots and between the aircraft and air traffic control-
lers (ATC). The radio traffic between the aircraft and ATC as well as the radar
data are saved by the ATC units. On Germanwings Flight 9525, on 24 March
2015, when an aircraft was deliberately crashed into the French Alps, the CVR
recorded the breathing sounds of the co-pilot in the cockpit, witnessing that he
was alive to the end.

It has been estimated that over 80 per cent of the information in reporting is
written in an unstructured, textual format (Megaputer Intelligence Inc, 2015b;
Zicari, 2012). An interesting discovery is that this figure is exactly the same as
the estimate given for company information (Tan, 1999). It can be assumed that
for both areas this figure has not changed, at least not substantially. In both cases
the amount of information written in documents can be assumed to be as signifi-
cant as before. From this point of view, it is possible to argue that without text
mining, only 20 per cent of the information would be analysed and nuggets of
valuable knowledge would not be noticed. One can only imagine how weak the
basis for a decision is if only one fifth of the available information is used for
decision support. Its significance cannot be overemphasised for flight safety – in
which even a tiny failure can lead to fatal accidents with a number of casualties.
In business this could mean huge monetary losses. However, the weight of the
narrative part of flight safety reports varies a lot, in some reports it may contain
only a couple of words, which, in addition to the information in structured data,
explains the whole incident, e.g. “engine failure” which is expressed with one
word in Finnish.

Natural Language Processing (NLP), as an interdisciplinary field, includes
both human language and technology. Jurafsky and Martin (2009, p. 1) have de-
fined its purpose as to “get computers to perform useful tasks involving human
language, tasks like enabling human-machine communication, improving human-
machine communication, or simply doing useful processing of text or speech”. In
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NLP a wide variety of different tasks can be distinguished, beginning from the
simple counting of words to machine translation, where the text is translated
from one language to another automatically or to information extraction, i.e. ex-
tracting facts from text. Expressed generally, one target of NLP is to understand
natural language on some level (Haverinen, 2014). The difficulty in analysing
textual data compared to the analysis of numerical data can be shown in several
ways. With computational tools it is possible to analyse tens of dimensions of
numeric data. Textual data consists of tens of thousands of dimensions which
makes it highly multi-dimensional (Fayyad, et al., 1996b) and offers computa-
tional challenges of another class.

Text mining in Finnish sets its own requirements compared with, for instance,
mining in English. Finnish is a compound rich and very inflectional language
having an inflectional and derivational morphology, which is considerably more
complex than that of the Indo-European languages (Arppe, 2002). Furthermore,
English has only two case ending forms, whereas there are 15 of them in Finnish
(Karlsson, 1987). Regarding the amount of words, in a comparison between Eng-
lish and Finnish, the study by Paukkeri (2012) can be presented as an illustrative
example: the corpora used contained 12,600 unique word tokens in English, the
corresponding number in Finnish was 37,000. In Finnish, the case endings corre-
spond to prepositions or postpositions in other languages allowing an enormous
number of possible distinct word forms. A noun might have some 2,000, an ad-
jective 6,000 and a verb 12,000 forms. If the derivation is also taken into ac-
count, the figures will be increased by a factor of approximately 10
(Koskenniemi, 1983). The Finnish word token “alusta” provides a good example
of the different forms that make text mining more complicated in Finnish and
clearly illustrates the need for human experts to interpret the mining results. The
example was produced by using the FinTwol (Finnish Morphological Analyser)
program developed by Lingsoft Inc. (2009) using its trial version. The token
mentioned can be understood in several ways as follows:
· alku (beginning) N ELA SG
· alusta (chassis) N NOM SG
· alustaa (format) V PRES ACT NEG
· alustaa (format) V IMPV ACT SG2
· alustaa (format) V IMPV ACT NEG SG
· alunen (underlay) N PTV SG
· alus (vessel) N PTV SG
The first row presents the singular elative case of a noun meaning the begin-

ning. The only nominative singular noun form for the token is shown on the sec-
ond row, meaning a car chassis or house foundations. The third one can be un-
derstood as a verb in its negative active present tense meaning not to format. The
two next forms are active imperative verbs, the first of them in the second person
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singular form and the second in the negative form. It is, however, worth noticing
that the negation is a construction with the main verb and negation, which is a
verb itself in Finnish. The two last expressions are both singular nouns in parti-
tive cases of the words underlay and vessel.

3.3.6 Big data

Today, organisations can access a continuously increasing huge mass of infor-
mation although they have major difficulties in valuing it due to its mostly raw
form, often in semi-structured or even unstructured formats. In addition, the or-
ganisations are often unaware of its worth (Kaisler, Armour, & Espinosa, 2014).
In the context of storing and analysing data for promoting the operational pre-
conditions of the organisations, the term Big Data often appears in the discus-
sion. A vast amount of data, saved in several databases for instance, cannot be
considered big data as is because a couple of requirements need to be met. Re-
garding volume, Kaisler et al. (2014) talk about data warehouses with the size of
a terabyte (1012), defining the concept as “the amount of data just beyond tech-
nology’s capacity to store, manage and process efficiently” (Kaisler, Armour,
Espinosa, & Money, 2013, p. 995). They continue by predicting that the creation
and aggregation of the data will accelerate from petabytes via exabytes to zetta-
bytes. Principally, data processing is performed in a similar way to standard data
mining through iteration in successive phases, beginning from defining the study
goal and ending at interpretation but passing through stages that explore the
availability of the data and its nature, and extracting and preparing it (Müller,
2013). However, the mining technology presented in this study works well on the
scale of gigabytes, but might not be applicable for terabytes of data. Kaisler et al.
(2014) clarify these characteristics by referring to Laney (2001) when stating that
the complexity of big data is the focal factor limiting the utilisation of the con-
ventional means of analysis.

Furthermore, Schroeck et al. (2012) have defined the requirements as the 3+1
“V”:s of Big Data, which are: Volume, Variety, Velocity and Veracity (Sathi,
2012). Regarding volume, the point of view is data at scale, meaning terabytes to
petabytes of data. Variety is about data in many forms being structured data, un-
structured data as well as text and multimedia, thus the ability to manage the
complexity of different data types is required. Today data is created, processed
and analysed with a speed that continues to accelerate, so the velocity (data in
motion) is of great importance for streaming data, because enabling decisions
within fractions of a second requires the efficient analysis of data. The last “V”
stands for veracity, indicating data uncertainty, which requires skills for manag-
ing the reliability and predictability of different data types that are often inherent-
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ly imprecise (Schroeck, et al., 2012). Müller (2013) cites LaValle (2009) when
noting that even a third of business leaders lack the relevant and appropriate in-
formation needed to make decisions, leading to situations in which they cannot
place trust in the data they are using. LaValle (2009) continues with the observa-
tion that half of all business leaders are forced to do their job without having suf-
ficient information from across their organisation, emphasising the characteristics
of our information today – widely varied in format, structured and unstructured,
voluminous with extreme velocity coming from within and from outside the or-
ganisation, arriving on a daily, hourly and real-time basis (LaValle, 2009).

The development of data analysis for decision support can be illustrated as a
three-step model: the so-called conventional analysis tools – mining tools, big
data analysis tools and methods. From this point of view, the mining might be
seen as obsolete because big data thinking is coming. However, most organisa-
tions are still in the first phase and the mining tools have still not been taken into
use on the scale they should. And, when the practical mining tests for this study
were originally made, the term Big Data did not exist.

Figure 18: Global total archived capacity in petabytes (adapted from (Müller, 2013))

The development of the volume and the variety of archived data is displayed
in Figure 18, showing the vast amount of unstructured data as well as its ex-
pected growth. What is shown here can be applied within safety management and
especially flight safety management. Müller (2013) sets the role of big data han-
dling by describing some of its essential characteristics as being the use of natu-
rally occurring, open data sets. The processing should then take place by apply-
ing a statistical model based on machine learning and data mining – from a pre-
dictive, hypothesis-free and inductive point of view. Data processing is similarly
performed with ‘normal’ data mining through iteration in successive phases, be-
ginning from defining the study goal to interpretation that goes through an explo-
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ration of the available data and its nature, and extracting and preparing it (Müller,
2013).

Mehta (2011) highlights the contemporary situation by looking to the future.
According to him a change needs to happen, because the value of managing, pro-
cessing and modelling vast amounts of data has historically been underrated. Da-
ta specialists are of great importance, a key resource in an organisation, pos-
sessing more value than any other resource – with the only exception being the
data itself. An illustrative example of the predictive power of big data analysis
was produced by Müller (2013) on the detecting of influenza epidemics, when a
search engine query data was used. A model was built and a mean correlation of
0.97 was obtained when generating the estimates. This, for one, strongly supports
the statement that harnessing the collective intelligence stored in the vast
amounts of data search logs can provide broad-reaching, timely and available
monitoring systems for phenomena like influenzas.

3.4 Data Mining in Aviation Safety Data Analysis

3.4.1 Previous data mining research within aviation safety

Articles and other material concerning data mining in aviation safety are un-
common. The subject seems to be still rather new and unknown and unexplored,
although the first articles on it were written in 1997. There has been a significant
time gap between the ideas to use data mining in flight safety and the first proto-
types. One explanation for the lack of reports about applications for improving
flight safety is that safety is a very critical factor in aviation, especially in com-
mercial air traffic, which is why information concerning it is kept inside organi-
sations. One extremely interesting and, from the point of view of this study, es-
sential article is “Application of Aviation Safety Data Mining Workbench at
American Airlines”, published by MITRE Corporation (Nazeri, 2003). The study
was executed in co-operation with Global Aviation Information Network (GAIN,
see Chapter 3.2.2) using the Aviation Safety Action Program (ASAP) data of
American Airlines. This proof-of-concept project was executed in order to
demonstrate the suitability of data and text mining tools in the aviation safety
data analysis. Additionally, another essential purpose was to assess the usability
of these tools for enhancing internal airline safety analysis. The workbench was
built to consist of three tool modules: FindSimilar, FindAssociations and Find-
Distributions (Nazeri, Bloedorn, & Ostwald, 2001). FindSimilar searches the col-
lected flight safety records for those objects which are most similar to a chosen
target safety record. FindAssociations is meant for finding subsets that have an
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interested correlation, like events of the same incident type, or a reoccurring lo-
cation. FindDistributions focuses on an attribute, specified by the user, to find
exceptions, i.e. anomalies to the common distribution. These exceptions might
contain significant value for analysing unusual safety-related events, such as an
emerging problem like the consequence of changed procedures. Another remark-
able MITRE research project (Bloedorn, 2000) for mining aviation safety data
was performed by applying the so-called hybrid approach, as different mining
processes for different data types also require different methods of analysis. This
approach was chosen because the input data contained both structured and un-
structured data fields, and the ability to find similar cases from this mixed-type
data was required. Clustering (as described in Chapter 3.3.3) was also utilised in
this project.

One more fundamental data mining project in the aviation safety context to be
presented here was the “Application of PolyAnalyst to Flight Safety Data of
Southwest Airlines” (Megaputer Intelligence Inc, 2004a). This joint proof-of-
concept project was conducted in co-operation between Megaputer and South-
west Airlines in support of Global Aviation Information Network (GAIN). Its
goal was to demonstrate the benefits of applying the PolyAnalyst data and text
mining system in the analysis of airline flight safety data. The document of the
results of this project provided the basis for this research process, as the capabili-
ties of PolyAnalyst for efficiently processing large volumes of mixed structured
and unstructured data were proven. As a sophisticated mining tool, it demonstrat-
ed the automated extraction of important patterns and clusters from text, also
providing an intuitive drill-down to the original data in order to support the find-
ings. The results of the analysis could be reported as clear-cut visual graphs
(Kollepara & Ananyan, 2003). The PolyAnalyst was to be one of the tools to be
tested in this research project. However, as it proved to be language dependent
and Finnish was not included in the languages supported, it was impossible to
test its text mining capabilities with flight safety reports written in Finnish. De-
spite this, it is briefly presented as Tool #1 in this thesis (see Chapter 5.3.1).

A rather recent study conducted by Čokorilo et al. (2014), used a database of
over 1,500 aircraft accidents worldwide: all events classified as an ‘Accident’
according to the ICAO Annex 13 (ICAO, 2001). The accidents had occurred be-
tween 1985 and 2010. The study focused on comparing the accidents in relation
to the characteristics of the aircraft, traffic type, route and the environmental
conditions. The data was aggregated into groups using cluster analysis, the same
method as this study (see Chapter 3.3.3). Furthermore, for each cluster a hazard
index was created in order to define the dangerousness of the clusters concerning
aviation safety. The study characterised each accident focusing on environmental
conditions and the aircraft’s physical characteristics. As a process of feedback
was applied, it enabled the identifying of the most relevant variables that describe
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the phenomenon. The model achieved a high level of significance with an excel-
lent coefficient of determination R2 value 0.96, having an estimation error of
about 13 per cent. The obtained results enabled the establishment of an easy-to-
use predictive model for accidents (Čokorilo, et al., 2014).

In order to find doctoral theses and other academic peer-reviewed documents
published beyond Scandinavian countries (for Scandinavian dissertations, see
Chapter 1.3), a database search in spring 2015 was conducted using the platforms
Open Access Theses and Dissertations (OATD) (2015) and ProQuest (2015).
When the search: subject: "aviation" AND subject: "safety", were used in OATD,
the search produced 40 results in the time span between 2006 and 2015, includ-
ing articles as well as dissertations. Although none of them dealt directly with
safety analyses, the keywords that were close to the approach of this study like
risk assessment, human factors, threat and error management, information quali-
ty, incident reporting, safety measures, etc. appeared in the documents. In addi-
tion, many of the documents dealt with technical and juridical aspects. When the
search was elaborated to definitions combining data mining with aviation or
flight, the only search producing results was: subject: "aviation"; OR subject
"flight"; AND subject: "data mining" when three documents were found. One
doctoral thesis was found to be quite close to this research, as its research subject
was finding factors that lead pilots to submit voluntary anomaly reports. This
study applied traditional statistical methods and classification. The two others
were written on an engineering basis, dealing with purely technical questions.

The ProQuest platform allowed more detailed definitions regarding criteria,
for instance, only peer-reviewed documents could be chosen and document type,
source type i.e., scholarly journals, conference papers and proceedings; trade
journals; title of the publication; location; language (122 alternatives); classifica-
tion i.e. computer science, industrial engineering, aerospace engineering, man-
agement, aerospace materials, etc. could be defined in the search processes. The
platform searched documents from 47 different databases. The search words
"aviation safety" AND "data mining", were limited to dissertations and 104 re-
sults between the years 1999 and 2015 were found. The search criteria mentioned
allowed both of the expressions appear anywhere in the documents, thus many of
them did not deal with aviation at all; the term was only mentioned in the con-
tents of the document.

Only a few theses were found that were relatively close to this study and dealt
with mining aviation safety data: doctoral theses by Jones (2008), Nazeri (2007),
and Forrest (2006). The thesis by Jones approaches the mining problem from the
point of view of building and testing algorithms in order to find valuable rela-
tionships in the tested data. The doctoral thesis by Nazeri (2007) was prepared
while Nazeri was an employee in MITRE Center for Advanced Aviation Systems
Development (CAASD). During the study, five major national aviation safety
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databases in the US were analysed, focusing on accident and incident data. The
relationships of the data were determined and significant accident factors in the
data were identified. This study proved that the relationships mentioned could be
shown in terms of factors leading to these events, by applying mining across
multiple national aviation safety databases. The problem investigated in Forrest’s
(2006) thesis deals with finding possible solutions to policy issues in public dis-
closure that prevent the collection and sharing of aviation safety information
among different organisations. The research was performed in co-operation with
the Global Aviation Information Network (see Chapter 3.2.2) and the infor-
mation systems proposed by the organisation mentioned are complex, requiring
taxonomies and tools exceeding those normally used in the analyses of traditional
information systems.

One more document worth mentioning here is the master’s thesis by Gonza-
lez-Bernal (1999), which presented different data mining methods, approaching
the research object on the algorithm level. When the definitions were adjusted to
be more accurate, limiting the search criteria to keywords (identifiers): "aviation
safety" AND "data mining", the result was only three dissertations, those of
Jones, Nazeri, and Forrest already mentioned before.

3.4.2 The challenge of unknown

The states of knowledge are shown in Figure 19. This presentation was originally
created to meet the requirements of the business world, but it can also be applied
to the context of the present area. State 1, know what you know, can well be de-
scribed as “business as usual”, meaning that the fundamentals as well as the spe-
cific relationships of the operations of the organisation are known and under-
stood. In this state, measuring and reporting with publishing are the predominant
activities, although a false sense of security can be induced. In State 2, in which
it is known what is not known, it has been recognised that changes are required
in order to sustain the operations. The existence of the problems is known but in
order to address them, further analysis is necessary. When the problem area is
defined, techniques like ad-hoc or On-Line Analytical Processing (OLAP, see
Chapter 3.3.4) are very effective in understanding and quantifying the solutions.
State 3, don’t know what you know, represents the classic case of knowledge
management, which is discussed in Publication #5 “Data Mining Challenges in
the Promotion of Aviation Safety”. The problem in this state is sharing all the
experience, discoveries and techniques among the analysts and the managers.
State 4, don’t know what you don’t know, is the most interesting but precarious
state, because what exists but which people are unaware of might be dangerous.
Unawareness about certain issues and opportunities will adversely affect an or-
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ganisation’s performance and might even affect future development. Data mining
methods will provide some possible solutions for dealing with problems in this
state (PolyVista Inc., 2005).

Figure 19: States of knowledge (adapted from (PolyVista Inc., 2005))

The model can be directly applied to flight safety and thus to this study. As
stated before, in the first phase the business runs as usual with standard reporting.
Normal reporting about incidents and other deviations is made, which is followed
by the analysis and the updating of instructions. As mentioned before, there
might be an unrealistic sense of security if there is no idea about the existence of
an problem that might affect operations. If the operational environment is safe,
this sort of approach can be seen as sufficient. In the second state there is aware-
ness about an unknown (unidentified) problem and that is why reporting and oth-
er activities need to be developed. There is more or less an acceptance of weak-
nesses being present either in the operations or in the organisation. The third
state, knowledge management, is today familiar to almost all organisations, the
bigger the organisation the more knowledge is needed and the bigger the scale of
its operations are. The most significant state from the point of view of this study
is the fourth one in which ‘the unknown is not known’.

In theory, safety factors are those that are in closest correlation with accidents,
including casual factors, like personnel capabilities concerning pilots, air traffic
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controllers, the air traffic environment, aircraft capabilities, weather conditions
and unpredictable acts (Čokorilo, 2011; Wells & Rodrigues, 2003). Hazard iden-
tification methods are used in order to identify safety factors. In modern day
safety analyses, different tools and methods are applied. The most commonly
used are statistical and trend analyses, normative comparisons as well as simula-
tion and testing, expert panels and cost-benefit analyses. Generally, all the hazard
identification methods can be divided into two groups (Čokorilo & Dell’Acqua,
2013):

1) Reactive methods
2)  Proactive methods.

The first mentioned are based on the monitoring of trends as well as the mi-
nute investigation of events concerning safety. The latter identify hazards by ana-
lysing the performance and function of systems in order to discover intrinsic
threats and potential failures. Examples of these are safety monitoring and as-
sessment, operational safety audits, etc. (Čokorilo, et al., 2014).
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4 METHODS

4.1 Spectrum of Methods

In order to produce relevant and useful research, the right research methods
should be found and used; thus the choice of the most suitable method or meth-
ods is a key issue. Research methods can be divided in many different ways. One
rather common approach is to talk about quantitative and qualitative methods.
This rough division is commonly used, but in this context it would not be at all
sufficient. However, this division is worth taking into account in this context.
The choice between different research methods is not very easy. Many compo-
nents must be taken into account when choosing the method. The most important
factor should be what the researcher is trying to find out. This is especially true
for information systems, which are not valuable in themselves if they do not have
any special purpose – their existence within an organisation is based on their po-
tential to improve its effectiveness and efficiency (Hevner, March, Park, & Ram,
2004). This should not be forgotten in the process of choosing the right method-
ology. The right ‘box’ in which this study can be put is the usefulness of innova-
tions, or the better evaluation of innovations through the study of their compo-
nents.

Another important point of view is to focus on how and where the research
material is collected and the observations are made. For example, action research
is made when the researcher is part of the examined organisation. At that time, a
case study is often carried out in connection with this because in many cases it is
relevant to limit the study to a context in which the researcher can easily belong.
A clear and often used classification for the taxonomy of research methods made
by Järvinen (2004) is presented in Figure 20. This is not, of course, the only and
one way to display the relationships between different approaches, but it provides
a good starting point for developing the methodological process further.



105

Figure 20: Taxonomy of research methods (adapted from (Järvinen, 2004))

4.2 Quantitative and qualitative methods

Very often, when talking about research methods, the main division is made into
quantitative and qualitative methods. A quantitative method means research
which is exact and calculative, for example, in sociological research, statistical
methods are often used. The term is commonly used within sociological and edu-
cational sciences, but in wider terms it could mean research carried out in the
natural sciences. The aim of the researcher in quantitative research is to collect
empirical observations. By thoroughly examining the observations, the research-
er tries to understand phenomena and to create generalisations based on the mass
distribution of empirical observations. The collection of observations can happen
through personal interviews or a questionnaire. The quantitative method is suita-
ble in cases where large groups of individuals are to be studied. Market research
can be mentioned as a good example of this kind of research. However, extensive
information about individual cases cannot be achieved. Statistical models are
often used as instruments for the quantitative method (Given, 2008).

The qualitative method is often used in addition to the quantitative method in
the social sciences. The main target of a qualitative method is to understand the
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studied phenomena. This means defining the meaning or purpose of the phenom-
enon and forming a total and deeper impression of it. In practice, this often
means giving space to the points of view and experiences of individuals as well
as exploring the thoughts, feelings and motives of the studied subjects or groups
of subjects (Hirsjärvi & Huttunen, 1995). However, although the author of this
thesis does not agree with this, it seems to be accepted by many researchers that
qualitative research is not hard science. This view is supported by Denzin and
Lincoln who note that qualitative researchers are sometimes called journalists or
even soft scientists. Their work is considered to be strongly “unscientific or only
exploratory, or entirely personal and full of bias” (Denzin & Lincoln, 1994). A
theory can be seen as having two roles in the development and use of qualitative
methods: first, as a means to assist in the research process, and second, as a target
if the aim of the research is to develop the theory further. In the first case, the
research process needs both a background theory against which the data can be
estimated and an interpretation theory that assists in defining questions as well as
what to search for in the data. A theory can also be the target for qualitative re-
search: this happens when data is processed through inductive reasoning. In this
case, the aim is to create new theoretical knowledge (Eskola & Suoranta, 2003).

The process of examining narratives that are the products of a special case de-
veloped through personal subjective creativity can be taken as social research,
the goal of which is to understand the phenomena on a deeper level and the devi-
ations or the incidents that are typical of a context. Carlsson (2009, p. 30) ex-
presses the role of it simply and clearly, “Qualitative research methods help re-
searchers to understand people and the social and cultural contexts in which they
live – this can never be captured with formal methods”. This can be applied to
this study as such, although it is essential to point out that this study is concerned
with what happens among the people in the social and cultural context of avia-
tion. Carlsson continues with the question of choosing methods by juxtaposing a
couple of factors. Starting from the research focus, a comparison of the objective
compared to the subjective can be made. The second point concerns general laws
(nomothetic research) compared to uniqueness (idiographic) about the possibility
of generalising the results. The two others, which are especially important for
this research, are prediction and control compared to explanation and understand-
ing and the perspective of the outsider (etic) compared to the insider (emic).

One significant question for the researcher when choosing between the meth-
ods is that these methods are often evaluated differently. An overview of the
claimed features of qualitative and quantitative methods is presented in Table 10.
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Table 10:  Features of qualitative and quantitative methods (adopted from
(Silverman, 2000))

Qualitative Quantitative
Soft Hard
Flexible Fixed
Subjective Objective
Political Value free
Case Study Survey
Speculative Hypothesis testing
Grounded Abstract

Qualitative research is not usually based on hypotheses. These arise from the
data with minimal presumptions. The researcher cannot, however, be totally free
of them, and this is something he or she should clearly be aware of. Consequent-
ly, hypotheses can be regarded as presumptions expressed explicitly and the re-
searcher should be able to use them as work-hypotheses, i.e. the conjectural re-
sults of the research process. One of the main tasks of qualitative research is to
assist with creating new hypotheses to be used later as the basis for the quantita-
tive research (Eskola & Suoranta, 2003).

The question about hypotheses for this thesis is somehow twofold: on one
hand, it could be stated that there are no hypotheses that can be held to be true.
There is no formal hypothesis that can be proved and there will be at least a
number of lethal trends that are found among the 1,200 test cases. On the other
hand, a sort of hypothesis could be seen to exist. Although data mining needs no
special objective for the search, there is an assumption that something could be
found using this method. Otherwise it would not be worthwhile using any data
mining at all. More generally expressed, the foundation of risk assessment is the
core assumption that the potential for catastrophic consequences, as well as
smaller and less meaningful events and deviations, always exists (Macrae, 2007).
Thus, the basis of this study is that there might be lethal trends to be found
among the test cases; this can be considered a kind of hypothesis. What is said
about the qualitative method creating new hypotheses might become true as the
research process progresses. If one or several interesting trends are found, a
deeper examination would require more data in order to find out the characteris-
tics of the findings, which would emphasise the role of statistics when more ac-
curate information about a specific area is required.

Sampling is often discretionary in qualitative research. The number of units to
be examined is usually not big and the research is often very intensive, which
means that the requirement regarding their quality is high. The size of a dataset
has its own meaning as well, because the data should be suitable for the planned
analysis and its interpretation. Hence, choosing the data will happen purposefully
and be based on theory (Eskola & Suoranta, 2003). Most of the characteristics of
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qualitative research in Table 10 can be applied to the research carried out for this
thesis. It is a soft approach, it is flexible (or, at least it should be) and in this con-
text it can be regarded as a case study, it is speculative and does not test a hy-
pothesis. As for the other points, this research is more value free than political,
positioned somewhere between subjective and objective, because the aim is to
extract objective knowledge from subjective reports.

The last point – the division between grounded and abstract theory – is worth
studying in more detail. The goal of grounded theory is to develop a theory
grounded in systematically collected and analysed data. Another significant char-
acteristic is its aim to build interplay between the analysis and the collection pro-
cesses of data. It is useful in developing context-based, process-oriented descrip-
tions and explanations of phenomena (Carlsson, 2009). Making a clear distinc-
tion seems difficult in this case, if not even impossible. This study will not create
any theories, which would classify it as an abstract study and thus place it on the
quantitative side. On the other hand, this fulfils at least some of the qualitative
focal features described by Carlsson; the study develops context-based (flight
safety), process oriented (iterative data mining) descriptions and explanations of
phenomena (the recurrence of deviations and occurrences). Working with real
data collected in a real world context often gives rise to methodological dilem-
mas; the present study is a point in question.

4.3 Design Science research

According to Järvinen (1999), it is typical of constructive research that it builds a
new artefact. This is based on existing knowledge and/or advances from tech-
nical, organisational and similar origins. The methodology for designing artefacts
is often called constructivism. Kasanen et al. (1993) say that the focal points are
the entities solving explicit problems. These could be associated with the organi-
sation or management by building models, diagrams, plans and so on. The basic
presumption is that when something is created by developing a construction, it
differs profoundly from anything existing before. The terms design science and
constructive research can be used interchangeably. According to Simon (1996)
the design-science paradigm originates from engineering and artificial sciences.
Its best use is as a paradigm to solve problems on how to create innovations and
products. The innovations here support the definition of ideas, practices and
technical capabilities.

The essential question is to find out how well the present study fits with design
science. The aim is to build or develop something new – a system that has not
been previously applied – the text mining of aviation reports. The basis of the
whole process is existing technology and existing processes of analysis. There is
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a need to solve explicit problems and to find new and more efficient analysis
methods as the goal is to create innovation with the help of existing software
tools. Because data mining will be used, the basis can be considered rather tech-
nical. The analysis and design of information systems, their implementation,
management and use can be accomplished efficiently and effectively with text
mining systems (Denning, 1997; Tsichritzis, 1998). Venable (2009b) supports
this view and states that design science research should aim at solving problems,
such as the elimination, reduction, or alleviation of  undesirable circumstances.
This can be accomplished in two ways, either compensating for undesirable cir-
cumstances, or eliminating or reducing one or more of the causes. He continues
with the definition of design science research as “research in which a new or im-
proved solution technology is invented”.

The constructive research process can be divided into the following phases,
that have been used in many contexts  (Koskivaara, 2004):

1 Find a practically relevant problem
2 Examine the potential for long-term research co-operation
3 Obtain a deep understanding of the topic area
4 Innovate a solution idea and develop a problem-solving construction
5 Implement and test the solution
6 Ponder the scope of applicability of the solution
7 Identify and analyse the theoretical contribution.

This study fits well with his description. (1) There is a practically relevant
problem, the lack of a tool for clustering flight safety reports into groups that can
be analysed in detail by professional inspectors and analysts working for flight
safety authorities and commercial airlines. (2) There is potential for long-term
research co-operation because the target organisation is an authority. (3) A deep-
er understanding of the topic area will be achieved during the iterative research
process because it will refine the results and constantly create new understand-
ing. (4) The innovation of a solution idea is to be achieved through the choice of
using data mining tools to be used in the extraction of information from the prob-
lem area. The problem solving construction can be seen both in the systems men-
tioned and the adjustment of the systems to be tested. (5) The only way to test the
applicability of text mining as an method of analysis is to use real world data,
which has been done in this research – the implementation was made during the
testing process. (6) The scope of applicability for the tools tested in this study
could in principle be made in many application areas in which data mining is rel-
evant; in our case, however, the lists of stop words and synonyms have been
tuned to give the best mining results in the specific area of this study. (7) The
theoretical contribution is that the text mining of short text reports in Finnish can
be carried out and that it gives meaningful results.



110

Another view on the design science process according to March and Smith
(1995) and Järvinen (1999) is presented in Figure 21.

INITIAL STATE

EVALUATION THEORISE JUSTIFY

FINAL STATE
PARALLEL SPECIFICATION
AND IMPLEMENTATION

Figure 21: The design science process (adapted from (Järvinen, 1999; March &
Smith, 1995))

Several important factors have been presented in Figure 21. It is worth notic-
ing that the process does not stop at the final state where the desired result – an
applicable system, or part of it, has been achieved. The evaluation should not be
forgotten, nor the theorising and justifying. The whole flow shown in the figure
is similarly described in the list of seven phases that Koskivaara (2004) present-
ed. The same elements can be found in both presentations, except the last step in
Figure 21, which could be mentioned separately. Although the estimation of the
whole process and its performance capability as well as its results, done by pro-
fessionals, is always required, the last point, i.e. justify, is important. The end of
the whole process should be the full applicability of the innovation to the prob-
lem area and this can be achieved through justification – if it is actually achieva-
ble. Venable presents four research methods and paradigms which frame design
science research as follows (Venable, 2009b):

1 Theory Building
2 Solution Technology Invention
3 Artificial Solution Technology Evaluation
4 Naturalistic Solution Technology Evaluation.

The three ways to describe the design research process differ from each other,
but they all show that design is a process consisting of many phases in which
there are two main phases, first defining, planning and building the artefact. Sec-
ondly, evaluating it before taking it into use. This requires testing and proofing,
which, determines the usability and applicability of the new creation. The divi-
sion presented by Venable is useful. Artificial Solution Technology Evaluation is
made with computer simulations, role playing simulations, field experiments and
lab experiments, while Naturalistic Solution Technology Evaluation is carried
out with case studies, survey studies, field studies and action research.
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The use of the case study is suitable in this context, because the data used was
from the Finnish Civil Aviation Authority and the system would have been built
for its use. A case study describes the relationships that exist in a particular situa-
tion – usually in a single organisation. Action research is also often carried out in
one organisation and is a possible choice of research method because at the be-
ginning of the research process, the author was working as an inspector in the
Investigation and Analysis unit at the Finnish Civil Aviation Authority. The ac-
tion scientist can be seen as intervening in the client system with the aim of seek-
ing to promote learning in the organisation and to contribute to its general
knowledge (Argyris, Putnam, & McLain Smith, 1987).

During the evaluation of the possible research methods and tools to be used
for research, there are two types of error that might occur (Venable, 2009a): a
Type I Evaluation Error (false positive) or a Type II Evaluation Error (false nega-
tive). In the first case the system (methods, tools) fails although the evaluation
process proved it to be a good choice. In the second case the evaluation produces
a negative result although the system (methods, tools) is working properly. It is
clear that both error types will cause problems for the whole process regardless
of the context. For flight safety procedures and processes, all error types should
be eliminated, because mistakes will, in the worst case, lead to the loss of human
life.

4.4 Action research

The role of action research is not totally clear, because it can also be seen as a
subset of case studies and field experiments. It is still regarded as a separate ap-
proach based on its underlying philosophy (Antill, 1985; Wood-Harper, 1985).
The presence of an action researcher affects the studied situation and the re-
searcher is aware of this. In fact, action researchers should actively associate
themselves with the practical results of the research as well as try to find and
identify the theoretical outcomes  (Foster, 1972) In addition to this, Clark shows
the risk of the roles of the researcher and research subject becoming reversed in
action research studies (Clark, 1972). Action research has also been described as
close to or even equivalent with consulting. This is obvious because in both cases
the target organisation is often a business organisation. Consulting cannot be ac-
cepted as research unless the aim is to create and validate new theory or to verify
published theory constructs, which may not be possible in a consulting context.
Action research (AR) can, in some sense be consulting (discussed more later),
but problem-solving approaches and methods are based on research results, not
adapted from a company.
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 An action research method provides a good opportunity for the successful
combining of researcher and the practical knowledge accumulated by an organi-
sation. It is important that both parties should benefit from the outcome of an
interactive action research process. For the researcher, a deeper understanding of
the research problem should be reached, while a more systematic understanding
of the decision situation should be gained by the organisation (Reponen, 1993).
In order to benefit from an interactive AR process, some prerequisites should
exist. Tacit inferential processes must largely be retrieved by participants who
have an aptitude for it, such as dealing openly with challenges and conflicting
views. The participants are also expected to reveal information that may expose
the vulnerabilities of themselves and the others. It is worth mentioning, how im-
portant it is for the participants in this context to recognise and acknowledge
when they are wrong, and, to feel free to choose from among competing views
(Argyris, et al., 1987).

Regarding the strengths of this method, Galliers (1990) highlights two aspects:
first, it obviously accrues very practical benefits for the client organisations. Sec-
ondly, the possible biases of the researcher cannot be hidden when undertaking
the research. Galliers continues by mentioning the weaknesses of action research
as being similar to those of case studies, which means that AR could be applied
in a restricted way to only one organisation or event. The generalisation of the
results of individual case studies are difficult if not impossible to make. This is a
fact if it requires the acquiring of similar data from similar organisations in order
to find statistically meaningful figures. This approach would, in addition, place a
lot of responsibility on the action researcher, meaning that they would have to be
aware of the risks of aligning themselves with a particular grouping of objects
that are at odds with another grouping. This is why special attention should be
paid to the ethics of the research (Galliers, 1990). The process of designing
knowledge should have the human mind as its focal point as, in the action con-
text, the limited capabilities of humans to seek and process information must be
taken into account. The knowledge created during the research process should
take account of the normative dimension and the purposes for which it becomes
relevant. The forming of purposes also includes an implicit concern regarding
value questions  (Argyris, et al., 1987)

Reponen (2004) provides a general definition of action research (AR) the “the
link between academia and practice”. This is a significant statement, especially
from the point of view of this study because this has from the very beginning
been the study’s foundation and, in fact, the purpose for doing it. Saarinen (2005)
states that the research problems of the real world come from organisations.
Thus, a real world actor benefits from research. In this research process, learning
and assessment are of great importance. However, multi-dimensional problems
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may not be solvable using quantitative methods as organisational learning is a
key issue. Thus, the researcher acts as catalyst in the organisation, as well as an
active operator in its iterative process. AR requires expertise about the organisa-
tion and the starting point of the events or phenomena to be studied. The first
move also has to come from the organisation’s side and it has to have strong sup-
port because, as Carlsson (2009) clearly states, the “the aim is to contribute to the
practical concerns of people in a problem situation and to the goals of social sci-
ence through joint collaboration in a mutually acceptable ethical framework”.

BenMoussa (2008) outlines the core meaning of action research in a very in-
teresting way. First, what is action? He says, that it is something to bring about
change in a community or organisation. Second, research produces scientific
contributions, meaning the creation of new knowledge and providing evidence
and support for it. Another significant point is to have knowledge emerge
through an explicit process of enquiry. Action research is an iterative process, in
which there are two loops: in the first loop action works in an iterative connec-
tion with reflection. In the second loop it has a correspondent connection with
theory. This enables the linking of new knowledge with already existing
knowledge. Pihlanto (1993) compares AR with other methodologies. First, “the
researcher is actively involved, an actor”, in the process. Second, “there is col-
laboration between client and researcher”. Both of these statements are met by
this study as the researcher has worked as an inspector in the organisation
(FCAA), from which the safety data has been collected as test material. Third,
“the aims and intentions of the actors have a crucial role in explaining their ac-
tions”, which has been achieved. Fourth, “knowledge obtained can be immediate-
ly applied”. All the results, even the preliminary ones, bring new knowledge and
skills to the process of analysing flight safety reports. A small detail in the find-
ings might provide a new direction for investigative lines. Fifth, “the research is a
cyclical process of linking theory and practice”. In order to find new applicable
methods, the testing and tuning of definitions is unavoidable. Theory leads to
definitions and during this process new pieces of theory are created to be applied
in the following phases.

According to Argyris et al. (1987), action scientists are engaged in a collabora-
tive process with participants in the chosen context of learning during a critical
inquiry into social practices. The arrangement expressly provides special designs
for learning the practices of the case and alternative ways of constructing it. Ben
Moussa (2008) has summarised some attributes, like motivation, understanding,
approach, commitment, recommendations and the choice of quality criteria for
comparison. These attributes are useful for making a distinction between a con-
sultant and an action researcher. A consultant is committed only to the client, but
the commitment of an action researcher is to both the client and the research
community. The science world would have more to give to the practices of the
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solutions-applying-world. Already, from the very beginning of this study, one of
the basic ideas was to build a new link between proven practices and the world of
science in order to develop new analysis methods using the latest achievements
of scientific research.

Action research, like many other research methods  can be approached from
its deficiencies, one of which Reponen (1993) identifies as being data collection,
the verification of hypotheses and the generalisation of results. He continues,
however, that if these points are taken into account, action research can provide a
good way of gathering new data. A successful application of AR requires rela-
tionships of trust between the researcher and the people who are the research ob-
ject. The existence of research interaction is the unavoidable key to the success-
ful application of a case study method. However, despite the presence of research
action in this thesis, this method is a demanding one, especially from the point of
view of its validity (Reponen, 1993).

In conclusion, the research process used in the thesis fulfils the requirements
of action research, at least to a sufficient degree. In this context the increase in
knowledge about flight safety is very important. A second aspect which offers an
organisation actual benefit from the research process is that this study deals with
a real world research problem. The third aspect, the required expertise regarding
the organisation and the starting point for studying the flight safety process are
both present. It is not to be forgotten, either, that new knowledge is created and
evidence is provided to support this.

4.5 Case study

Case study methodology was mentioned in Table 10 as one of the main tools for
qualitative studies; in the same way, surveys are the most often used tools for
quantitative studies. It is a rather flexible method, because both the context and
the problem as well as the choice of the researcher can define it as critical, posi-
tivistic or interpretive. These characteristics explain why it is the most common
qualitative method used in IS research (Carlsson, 2009). According to Carlsson,
this method is better applied in cases where more organisational than technologi-
cal issues are focused on in the research. He also finds that this method is at its
best when used as an “empirical inquiry that (i) investigates a contemporary phe-
nomenon in its real-life context, and (ii) the boundaries between phenomenon
and context are not clearly defined”. Case studies are widely used in both the so-
cial and natural sciences. Generally, instead of collecting large amounts of repre-
sentative data in order to study its characteristics using statistical methods, cases
will be chosen in order to find a few accurate observations and then to study
them from several points of view. The goal with case studies is not to make gen-
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eralisations or identify typical characteristics or to find cause-effect relations fo-
cus, but to describe the phenomena of the new relationships observed during the
research process.

Typically case studies try to maximise the understanding of an event or a situ-
ation by examining the interplay of all variables. To reach this, a process known
as thick description is needed. This is an extensive and rich collection of details
about methodology and context, which will be provided in the research report. In
the same context, it is important to interpret the meaning of demographic and
descriptive data, which includes motives, community values, ingrained attitudes
and cultural norms. As quantitative methods, like surveys, build on focused ques-
tions like who, what, where and how much and how many, case studies use ques-
tions like when, how or why. Case studies can be used when the researcher does
not have control over the events, and when the study in a real life context is in
real time. It is also worth noticing, that a successful application of the case meth-
od requires a problem seeking holistic understanding of the event or the situation,
and inductive reasoning from specific to more general terms. Some scientists re-
gard case studies as being interchangeable with field studies and participant ob-
servation, which are based on familiarity with events taking place in a natural
setting and the striving for a more holistic interpretation of the studied object
(Colorado State University, 1993-2009).

The case study was one possibility for approaching the research object, i.e.
flight safety data. The Finnish Civil Aviation Authority is the subject – the case
organisation for this research. As mentioned before, the case study describes the
relationships that exist in a particular situation – usually in a single organisation.
That is why it is used for part of this study, because it is important to describe the
flight safety data requirements of the target organisation. It seems obvious, that
the approach of this study should be a kind of synthesis combined from case
study and action research, partly due to the limitations of the case study ap-
proach, but also because action research is the most suitable method for this kind
of study.

4.6 Methodologies used in this study

Choosing the right method or methods is a complicated task which requires care-
ful evaluation, which should be carried out in a good manner; if the choice of
method is wrong in the beginning, the errors usually tend to accumulate instead
of being compensated for and corrected during the research process. The meth-
ods and techniques that are the most suitable depend on the purpose of the study
and on the research problem. Mostly they seem to be combinations of each other;
consequently, no method could be seen to be entirely qualitative or quantitative,
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even qualitative research may include elements from quantitative methods. The
focus is on the information systems: the planning, building, testing and evalua-
tion of them. They are nodes in a large network connected to other information
systems and organisational processes. Information systems are not valuable if
they lack a special purpose, their value to an organisation is based on their poten-
tial to improve its effectiveness and efficiency (Hevner, et al., 2004).

The capabilities of the information system and the characteristics of the organ-
isation, i.e. the combination of its work systems, its people, and its development
and implementation methodologies, determine the extent to which that purpose is
achieved (Silver, Markus, & Beath, 1995). It is important for researchers in the
Information Systems (IS) discipline to “further knowledge that aids in the pro-
ductive application of information technology to human organisations and their
management and to develop and communicate knowledge concerning both the
management of information technology and the use of information technology
for managerial and organisational purposes” (Hevner & Chatterjee, 2010, p.
270). As argued by some researchers, the complementary but distinct paradigms
of design science and behavioural science are involved when acquiring such
knowledge (Hevner, et al., 2004).

The two paradigms mentioned here characterise much of the research in the
Information Systems discipline. The behavioural-science paradigm seeks to de-
velop and verify theories that explain or predict human or organisational behav-
iour. The design-science paradigm seeks to extend the boundaries of human and
organisational capabilities by creating new and innovative artefacts. Both para-
digms are foundations of the IS discipline, positioned as it is at the confluence of
people, organisations, and technology. In the design-science paradigm, the
knowledge and understanding of a problem and the finding of a solution are
achieved in the building and the application of the designed artefact (Hevner, et
al., 2004). The research carried out for this thesis leans more on design science
than on behavioural science.

The most important research methods – at least from the point of view of the
researcher, have been presented here. However, it is obvious that defining the
best method or methods is a rather difficult question to answer. Later, as the re-
search process progresses, the methodology may become slightly different, but
the methods discussed will no doubt be the primary ones.
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5 THE STUDY OF FLIGHT SAFETY DATA

5.1 Test data

The cases were extracted from the VASA database (see Chapter 2.4.4) – test ma-
terial was chosen from all the flight safety reports from 1994 to 1996. This set
consisted of 345 cases from 1994, 421 cases from 1995 and 474 cases from the
year 1996; thus 1,240 incidents, which can be considered a sufficient number. A
period of three years was estimated to create “a critical mass” from the validity
and reliability point of view, because in this case it meant more than 1,000 re-
ported events. The FCAA granted access to about 1,200 safety reports from the
years 1994-1996 to be used as test material, extracted from one Microsoft Access
database. The main principle is that all the cases are public. This is in accordance
with the law and practices adopted by the governmental organisations in Finland.

However, several exceptions to this basic rule can be recognised. In this con-
text two exceptions had to be considered when determining the cases that would
be included in the test material. The first one, which is general practice among
the authorities, was that cases that were still open would be excluded from the
research. However, because the material was over ten years old, no more open
cases were found. The other exception deals with cases in which a military air-
craft was involved. Following general privacy protection practices, all the names
and other information that make it possible to identify the persons involved in a
case were removed. The data fields extracted from the VASA database are dis-
played in Table 11, the data fields included in the research are in the left column
and the excluded ones are on the right.
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Table 11.   Data fields extracted from VASA database

Included in the research Excluded from the research
Year
Report number

Date
Type of aircraft
Registration marks
Place
Phase of flight
Operator
Operation type
Place of departure
Route identification
Destination
Status
Authority
ATC unit
Case classification
Risk level

Narrative description

The following report fields were used for the test material: the year when the
event happened, the sequential report number starting from one each year, and
the narrative description of what happened, free form text written by the person
reporting the event. As displayed in Table 11, the report fields on the date of the
occurrence, the type of aircraft encoded in two- to four-digit form (SF34 as Saab-
Fairchild 340, for example), the registration marks of the aircraft, the place or the
vicinity where the occurrence took place, the phase of flight (taxiing, take-off,
cruising, etc.) during which the event took place, and the operator (airline or oth-
er organisation) of the aircraft were excluded.

Also excluded were the operation type (air traffic, training, private, etc.), the
place of departure (if the incident happened during a flight), route identification,
destination (or planned destination), status (pilot in command or co-pilot of the
aircraft, air traffic controller, mechanic, etc.) of the person who wrote the report,
the authority which investigated the case (for example, Civil Aviation Authority,
Accident Investigation Board), the air traffic control unit responsible for the
flight, the case classification (aircraft/system/component related event, the event
related to the operation of the aircraft) chosen from the input interface menu by
the officer putting the case into the database, the risk level of the case estimated
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by the officer saving the case based on ADREP87 (see Chapter 2.4.3 more in
detail). The ADREP87 contains a risk classification system as follows:

· AA Flight accident
· (Aircraft damage)
· A Serious incident
· B Incident
· C Deviation from normal procedures
· D No identifiable risk
· E No deviation from normal procedures
· E Other reports.

Choosing the data to be used for the test material belongs to the pre-processing
phase (see Figure 16, p. 80) reported in detail in Publication #1 “Data Mining in
Aviation Safety Data Analysis”. The excluded report fields, as well as rest of the
data from the database that was not extracted for use in this research process, can
be used in future research (see Chapter 6.5).

5.2 Characteristics of the evaluated tools

Every special purpose poses special requirements for the tools that will be used
in the research area. These characteristics are the basis for the choice process.
The starting point for the selection process of a data mining tool for analysing
flight incident data is that it should serve as a decision support system. The rele-
vant information gained over time is very valuable for all organisations. Experi-
ence and insight is generally as useful for a small non-profit organisation as it is
for a global corporation, only the amount of information differs significantly. The
knowledge is, or at least it should be, an integral part of and the basis for plan-
ning and decision making in the organisation. Often, almost always in fact, deci-
sions are made with incomplete knowledge about the problem parameters. That
is why decision support systems are needed. As mentioned several times before,
the organisations possess information that they cannot make use of for several
reasons. One significant part of organisational knowledge may be tacit and al-
most impossible to put into explicit form. One important and often reoccurring
question about searching for information and how to allocate it is what to search
for to find useful results. This is often the case in organisations that collect data
systematically for certain purposes.

The evaluation began by determining the number of tools that would be taken
into the process. Three cases seemed to be a suitable amount. The author was
aware of two prototypes, which seemed to be very interesting for testing. One of
the aims of this research is to find new methods and tools for analysis and that is
why two prototypes were included in the process. One commercial product was
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evaluated in order to better compare the systems. In the aviation industry, one of
them was written about and evaluated more than the others. Thus it was chosen
to be one of the evaluated systems. The demo was easily available from the In-
ternet.

However, some changes were made during the process. Another commercial
tool with a larger independence of languages appeared to be worth evaluating
and the first chosen commercial product was confirmed as not being able to pro-
cess text written in Finnish. However, it was still used in the study as a reference
system, because material and user experience of it are widely available. The
planned test for it was cancelled when it became apparent that Finnish text could
not be tested. A second commercial product was tested instead as it was not total-
ly language dependent. This system had never been tested with Finnish, but the
representative of the company presented encouraging results with Spanish, so it
was assumed that using it for Finnish could be possible and that it would be a
very interesting case from this point of view. Thus, the original goal to test the
material with three different systems was achieved.

The most important features of the tools are shown in Table 12. In this table
only the important points of the flight safety tools are considered. They are col-
lected from the operators and the written descriptions of the features of the dif-
ferent tools. The missing corresponding values have been sought and the table
completed. Some of them are important criteria for selecting a mining tool for
operational use, i.e. for an airline safety department analysing safety related data
(Muir, 2004).
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Table 12: Characteristics of the evaluated data mining systems

Characteristics Evaluated systems

PolyAnalyst (#1) TEMIS (#2) GILTA (#3) PolyVista (#4)
Commercial product/
prototype

Commercial
product

Commercial
product

Prototype Commercial
product

System based on Several tools
in-built

Different
algorithms

Vector model Several
technologies

Appropriate analysis
modules/capabilities

Complete
capabilities

Complete
capabilities

Vector model Complete
capabilities

Clustering available Yes Yes With SOM17 Yes
Languages supported English English, Finnish Any English, Spanish

tested
Visualisation and graphic
tools capabilities

Yes Yes Through SOM Yes

Amount of information
needed for valid results

Small Small Small Small

User experiences widely
available

Yes (no Finnish) Yes (no Finnish) No (prototype) Yes (no Finnish)

Form of applicable data Database,
sequential files

Database,
sequential files

Sequential files Database, ASCII
files

Database products
supported

Oracle,
SQL Server

Oracle, Access,
SQL Server

No MS Access,  SQL
Server

Platform supported Windows Windows Linux Windows

Text and structured data
mining capabilities

Yes Yes Yes Yes

Accurate mining results Yes Yes Yes Yes

Reduced need for manual
review of results

Moderate Yes n/a Yes

Ease-of-use (interface and
outputs)

Moderate;
requires skills

Moderate;
requires skills

Not in
commercial use

Moderate;
requires skills

Customisation needed Little Little None Little

System training available Yes (not in
Finland)

Yes No commercial Yes (not in
Finland)

Purchase costs Very high High Prototype High, hiring
possible

Operating costs High Low Prototype Low

Requires pre-processing Much Moderately Little Moderately

Thesaurus available Yes Yes No Yes
IT resources requirement High Moderate Low Moderate
Ease of acceptance and
implementation by IT dept.

n/a Low Low n/a

17 See Chapter 1.3
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5.3 Studied tools

5.3.1 Tool #1

Tool #1 is a commercial data mining product called PolyAnalyst, marketed by
Megaputer Intelligence. In this context the applicability of version 4.6. was ob-
served. It is a modularly built system that is used by companies throughout the
world, a couple of them in aviation. The customers include Fortune 100 compa-
nies, numerous smaller companies, military and government offices, and educa-
tional institutions in many countries of the world (Megaputer Intelligence Inc,
2004b). PolyAnalyst is a comprehensive and versatile suite of advanced data
mining and visualization tools. It features a broad selection of machine learning
algorithms for the analysis of structured and unstructured data, including text
analysis, link analysis, decision tree analysis, and visualisation techniques and is
especially well-suited for safety data analysis (Megaputer Intelligence Inc,
2004c). Its capabilities range from the importing, cleansing and manipulation of
data, to visualisation, modelling, scoring and reporting.

PolyAnalyst supports proprietary data formats like Excel and SAS, as well as
popular document formats and it can access data stored in major commercial da-
tabases through standard OLE DB (Object Linking and Embedding for Database)
or ODBC (Open Database Connectivity) protocols. PolyAnalyst contains a wide
selection of semantic text analysis tools, clustering, classification and prediction
algorithms, transaction analysis, link analysis, and visualisation capabilities. Re-
sults obtained with PolyAnalyst can provide key insights into different aviation
processes, helping safety officers to (Megaputer Intelligence Inc, 2004a):

a) reveal hidden issues irrespective of data type – structured or unstructured
b) generate strategic overview charts for management across different pa-

rameters
c) identify bottlenecks in processes and aircraft part quality or part supplier

related issues.
PolyAnalyst provides a set of tools that can be tailored to a specific applica-

tion domain (Megaputer Intelligence Inc, 2004a). Principally PolyAnalyst could
have provided a wide variety of mining tools and reporting features for this
study, but its text mining algorithms were not language independent. They were
built to be used with specific languages and Finnish was not included. That is
why tests with it were not performed. The latest version of PolyAnalyst is 6
(Megaputer Intelligence Inc, 2015a).
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5.3.2 Tool #2

Tool #2 is also of American origin as Xerox laboratories began its development.
Nowadays it is developed and represented by a French company called Text
Mining Solutions, TEMIS. The company was founded in 2000. The connection
with Xerox began with the signing of an initial licensing agreement for the
XeLDA® linguistic engine. This agreement later led TEMIS management to ac-
quire Xerox linguistic operations (TEMIS, 2005). The agent of the system in Fin-
land is a company named Lingsoft Oy, located in Turku. In March 2005 TEMIS
and Lingsoft signed a Bilateral Collaboration Agreement. Through this agree-
ment TEMIS expanded its linguistic coverage to support 16 languages. The
TEMIS products then integrated the Lingsoft set of Northern European languages
into it. Lingsoft provided TEMIS with Finnish, Swedish, Norwegian Bokmal,
and Danish Natural Language Processing software. The TEMIS core technology
XeLDA® then had these multilingual software packages integrated into it. It is a
multilingual linguistic engine for modelling and standardising unstructured doc-
uments in order to automatically exploit their content. Alongside this agreement,
Lingsoft became a VAR (Value-Added Reseller) for TEMIS products for the
Nordic region (Lingsoft Oy, 2005). The product arrangement can be divided into
two lines: The first line is the collection of core products that are XeLDA®, In-
sight Discoverer™ Extractor, Insight Discoverer™ Clusterer, and Insight Dis-
coverer™ Organizer. The other line consists of the application solutions that are
eXtraction Terminology Suite and Online Miner™ (TEMIS, 2005). In addition to
the system, there are also other components that have been built to support the
usability of the main parts.

From the application solutions the eXtraction Terminology Suite allows the
extraction of noun phrases using a morpho-syntactic analysis of sentences.
Online Miner™ is a complex but well-functioning data mining tool providing
many unique features. The Online Miner™ unites the core products that are men-
tioned before, as well as other supporting parts. The central unit of Online Min-
er™ is the Insight Discoverer Suite that consists of the core products except
XeLDA®. The engines are not powerful enough to produce understandable min-
ing results. That is why other feasibilities are needed, which are provided by
TEMIS Visual Components, which is a library of different visualisation tools.
Their function is to produce the results from textual and text mining in visualised
form. This process can happen with topic maps, heat maps, pie charts, histo-
grams, diagrams and other illustration methods. The library was developed in
Java, which makes its integration with third party applications possible. The
source connectors allow data access from remote sources, either internal to the
company, such as databases, document management systems, file systems, and
so on; or external, as commercial databases, patent databases, news flows, etc.
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Advanced search capabilities are needed to input data from different sources. A
significant feature of this system is the possibility to search for data from docu-
ment management systems.

All these characteristics can usefully contribute to the information technology
of the Flight Safety Authority (now TraFi, see Chapter 1.4). Databases have been
in production use for decades already. Visualisation is an important feature in
converting the search and research results into understandable information. The
main task in this context would be to find hidden trends in flight safety data. This
process can be divided into two phases. The first phase is to identify the exist-
ence of trends, which is easy to execute using graphical tools. This also allows
inexperienced users to mine the cases and notice that some trends exist. In the
second phase, an experienced inspector should very carefully examine the results
produced by the system to confirm that the proposed trends actually exist.

Insight Discoverer™ Extractor is especially constructed to extract information
from text documents. It detects the most relevant pieces of information for the
user. This happens by performing a sequence of three linguistic analysis steps
(TEMIS, 2005):
· Corpus recognition: automatic language identification
· Morpho-syntactic analysis:

- assigns a grammatical category to each word in a document (noun, ad-
jective verb, etc.) as well as its morpho-syntactic characteristics (gen-
der, number)

- lemmatisation: returns each word to its base form (singular for a plural,
infinitive for a conjugated verb) so that it can be recognised inde-
pendently of its inflected form

· Knowledge extraction (runs extraction rules):
- recognition of entities (name of companies, associations, organisations,

products figures, dates, places etc.)
- identification of relationships between the entities (company-company,

person-company, company-product).
Although several data mining and text mining products are developed for the

same purposes, all of them are constructed on different kinds of algorithms, or,
the combinations and connections of the used algorithms in the systems are dif-
ferent. The core engine of the knowledge extraction is Skill Cartridges™. A Skill
Cartridge™ is a hierarchy of knowledge components that describe the infor-
mation to be extracted for a given business, specific field or topic. A knowledge
component is a lexicon and/or an extraction rule. An extraction rule describes a
sentence structure that characterises a concept (TEMIS, 2005). The Skill Car-
tridges™ are very flexible and this feature allows the management of language
complexity. One of the most important features of data mining systems is that
they produce accurate and valid mining results. To optimise extraction and to
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achieve the goal mentioned before, Skill Cartridges™ can be fully customised by
fine-tuning options such as (TEMIS, 2005):
· extraction of negative or positive trends
· differentiation between rumours and actions
· enhancement of anaphora identification
· resolution of acronyms
· integration of ontologies.

The Insight Discoverer™ Clusterer groups similar documents dynamically. It
is an automated server that classifies a collection of unstructured documents in
the most relevant clusters based on their semantic similarity. This happens by
processing that combines both linguistic and statistical analyses to find out their
semantic proximity. This process consists of two phases: First, the Insight Dis-
coverer™ Extractor generates (with a morpho-syntactic analysis) the semantic
profile of the documents and thus creates the descriptions of them. The Insight
Discoverer™ Extractor can be customised for this special task with the Skill Car-
tridges™. The second phase uses this information as inputs when the Insight
Discoverer™ Clusterer reads the generated descriptions and then groups them.
This process does not require any categories to be defined before the process.
The principle of the process is rather simple: The clustering function only groups
the documents by their semantic proximity.

This feature is a key function for different kinds of users, especially those
working for the Flight Safety Authority. Information and knowledge miners, who
do not exactly know what they are searching for, can be counted in this category.
They represent commercial airlines, car manufacturers, insurance companies,
traffic safety authorities and countless other organisations, including profit mak-
ing organisations and non-profit organisations that have a large collection of in-
cidents, etc. The users and/or the managers do not know but would like to know
whether their data collection contains trends or similar cases that form clusters
that would merit a more detailed analysis. This does not exclude the need to find
similarities to a selected case, a feature that is essential, at least in the phase when
a more detailed analysis should be carried out. The clustering function is basic if
an unsorted collection of cases needs to be analysed. This also uncovers the non-
existence of trends if the material is totally fragmented and thus contains no dis-
coverable clusters.

After the classifying process the user can organise the documents in categories
and sub-categories, which gives an overview of the information as well as differ-
ent ways to explore it. The grouping algorithm for similar documents is especial-
ly adapted to text analysis. The flexibility of the tool allows the user to configure
the depth of the classification model and determine the number of classes per
level. The system assigns a heading to each class. This heading uses the terms
and expressions that are most characteristic of the class in hierarchical order. The
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flexibility of the Insight Discoverer™ Clusterer appears in its ability to satisfy
different requirement levels (TEMIS, 2005):
· viewing: a mapping module enables users to view classes in the form of

spheres whose sizes vary according to the quantity of documents they repre-
sent. It also identifies the links between classes in the form of segments of
varying widths

· analysis: by projecting descriptive variables onto the mapping result, the user
can instantly identify the spheres for action according to the colour codes

· customisation: using a Skill Cartridge™ enables the user to integrate business
vocabulary or make rules to homogenise the proposed classification.

In the analysis of flight safety incidents, the last mentioned feature, i.e. cus-
tomisation, has a special meaning. The narrative part might contain many abbre-
viations, especially reports written in English, which are easily noticed when
reading them. This cannot be regarded as a problem resulting in increased work
to teach the system to understand all the synonyms in the reports written in Finn-
ish, although some abbreviations and acronyms are commonly used in Finnish as
well in the reports. There is a clear explanation: the language of aviation is Eng-
lish and all international aviation communication uses it. Aviators are used to
English expressions all over the world. English can be used in communication
with Air Traffic Control units throughout the world, although the official lan-
guage of the country is normally used. It is full of abbreviations and acronyms to
make the expressions short and clear and suitable for radio traffic. Written avia-
tion documents, both official and unofficial contain them in great numbers be-
cause it is faster to use abbreviations and acronyms when writing reports.

Insight Discoverer™ Categorizer (Organizer) is a server that categorises un-
structured documents. It uses both statistical and linguistic analysis rules when it
sorts the documents into categories that are defined in advance. This tool exploits
the results from the Insight Discoverer™ Extractor in three phases, which pro-
duces the semantic profiles of the documents. The phases are as follows, alt-
hough the third one cannot be considered a processing phase like the first two
(TEMIS, 2005):
· the learning phase
· the categorisation phase
· evaluation of automatic categorisation.

As mentioned before, the documents can be classified in advance according to
the needs and practices of the organisation. After this, the morpho-syntactic pro-
cessing made by the Insight Discoverer™ Extractor produces a semantic de-
scriptor that consists of the frequency of nouns, verbs, noun phrases etc., that is
given to them. On the basis of these documents the learning process begins,
which enables the Insight Discoverer™ Categorizer to build the categorisation
model. For this task an algorithm combining the various semantic descriptors
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assigned to the same category is used. To validate the model, the categories
should contain between 25 and 50 documents per category although the mini-
mum number depends on the number of documents.

The system has advanced search capabilities that enable users to search by
concept. The solutions are developed in J2EE and have standard API and they
read and produce XML files. The Online Miner™ Front End allows the user to
cluster the data with the Insight Discovered™ Clusterer. With this tool it is pos-
sible to classify and regroup documents into coherent classes. This function is
based on the semantic similarities of the documents. An overview of the docu-
ments is accessible for the user. This can be done with the titles, publication
dates, and topics of the documents. A graphical representation of the document
distribution can be produced with this tool as well. The search function is based
on different search engines and a search can be made within a document and its
metadata. The statistical analysis is carried out on several levels, and the search
results can be sorted by relevancy; this function is possible to use in order to fil-
ter results. The results are produced in two alternative ways. The documents can
be distributed in a hierarchy of extracted concepts or the concepts can be dis-
played with links to documents; by selecting sub-concepts the analysis can be
refined. This function also offers the possibility to perform an analysis on docu-
ment zones, for example, titles and abstracts.

The Online Miner™ Back End allows the user to mine from a wide variety of
sources. They can be websites, local directories, mailboxes, TMX files, and data-
bases. After the Online Miner™ Back End has examined the data in the given
source the user decides what to do with the data. The data can be extracted with
Skill Cartridges™, which is a knowledge component for extracting key infor-
mation. The Insight Discoverer™ Categorizer is a document categorisation serv-
er that can sort the data into categories. It combines statistical and linguistic
analysis rules and automatically classifies unstructured documents into pre-
defined categories. It is also possible to populate the database with the infor-
mation extracted by the system. After data are extracted they are transformed into
a TMX (Temis Metadata in XML), which is an XML format providing document
metadata structure and storage. In this format, information is structured flexibly
before it is stored in the database.

The results of the only mining round performed with this tool are presented
and explained in Publications #1 “Data Mining in Aviation Safety Data Analy-
sis” and #2 “Data Refining for Text Mining Process in Aviation Safety Data”,
but a brief presentation on a general level is included here. TEMIS produced a lot
of statistical data about the mining results. The most important of them in this
context are presented in Table 13.
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Table 13: Results illustration in TEMIS

Similarity (per cent)
of the five closest
clusters on average

Average of the maxi-
mum degrees of ex-
planation, the average
of the degrees of ex-
planation, and the
average of the mini-
mum degrees of ex-
planation

Correspondent
standard
deviations

Average degrees of
explanation of
cluster quarters

Corresponding
standard
deviations

3.4074 17.7037 3.312523 14.2878 2.6734
2.5556 9.1639 1.714604 10.3927 1.9445
2.3704 3.1852 0.595993 7.9751 1.4922
2.1481 5.2742 0.9868
2.0741

From each cluster, the five closest clusters and their percentage of similarity
were presented. This value varied between five and one per cent (all the percent-
ages are reported as integers), having been mostly two or three. In the first col-
umn, the average percentages of correspondence of the five closest clusters are
presented. As the values are low, this means that the clusters are not similar at
all. This proves that the clustering of the reports has been successful and relevant,
thus this method is usable for this data.

The second column of Table 13 displays the average degrees of explanation,
which means how appropriately the reports described the contents of the cluster
defined by the system. The average degree of explanation was 9.1639 per cent
with the corresponding standard deviation 1.714604 (displayed in the third col-
umn). The value is considerably low but it can still be regarded relevant. The av-
erage of the minimum degree of explanation was 3.1852 per cent with the corre-
sponding standard deviation 0.595993. The average maximum differs slightly
from the two others being more heterogeneous and has a standard deviation of
3.312523. Because the maximum values are relatively high, despite their strong
dispersion, they prove that the clusters are composed of relevant reports and that
most of the reports on their own might well indicate a trend that should be exam-
ined more thoroughly.

The fourth column displays the average degrees of explanation of the cluster
quarters, the first quarter on the first line, the second on the second and so on.
The fourth column presents the average degrees of explanation of the cluster
quarters, the first quarter on the first line and so on. Their corresponding standard
deviations can be found in the last column. When compared with the averages in
the second column, it can be noticed that the values of the two first quarters are
higher (14.2878 and 10.3927) than the average 9.1639. Furthermore, the value of
the third quarter 7.9751 is not meaningfully lower than the average and the value
of the ‘lowest’ quarter is 5.2742, which is to some extent higher than the average
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of the minimum 3.1852. The division into cluster quarters displays the degrees of
explanation in more detail than the averages presented in the second column.

The variation of the degrees of explanation is presented in graph form in Fig-
ure 22. The vertical axis shows the numerical values of the degree of explanation
of the clusters and on the vertical axis the numbers of the result clusters (1.1 to
26) are presented. As seen from the figure, the average degree of explanation
does not deviate much from ten per cent as explained in Table 13. If the trend
lines of the diagrams were displayed, each one would be practically horizontal.
From this it can be concluded that the degree of explanation has remained about
the same through all the clusters, independent of their size.

Figure 22: Degrees of explanation of the clusters in TEMIS

A preliminary test with Tool #2 was run before the main test with real aviation
safety incident data. This was seen as a necessary measure in order to find out
whether mining a short report produces a relevant result. The test began by
choosing a suitable sample of data. Usable, open data was found from the site of
NASA Aviation Safety Reporting System (ASRS). It contains twenty-eight (28)
ASRS Database Report Sets on topics of interest to the aviation community in
pdf-format. Each Report Set consists of fifty ASRS Database records, preceded
by a note of introduction and caveats on the use of the ASRS data. All Report
Sets have been pre-screened to ensure their relevance to the pre-selected topic
description. The reports sets were updated quarterly (NASA, 2004). In this case
the dataset Recreational Aviation Incidents was chosen. It is a sampling of re-
ports from recreational aviation, including balloons and ultralight aircraft. This
was chosen, because all the others are classed into similar cases, so, clustering
would be more obvious to find in this set because it contained different types of
incidents.
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In the first phase the material was simplified to contain only text in two fields:
Narrative and Synopsis. All the other information concerning date, time, envi-
ronment, number of aircraft, assessments, etc. were left out but were added to the
process later. The first process was clustering with text mining functions. The
system found eight clusters, the first two of them containing five cases, the next
two containing three cases, the next two cases and the rest of them containing
one single case. Three cases were dropped out by the system; the obvious reason
was that the system did not find any components in these three cases to create a
cluster.

5.3.3 Tool #3

Tool #3 was developed at Tampere Technical University, the Signal Processing
Laboratory as one of the results of the project called GILTA (Managing Large
Text Masses) between 1999 and 2003. The Gilta Project was at that time a part of
the Tekes USIX technology program. The main objective of the Gilta research
project was to develop auxiliary means for finding and administering information
in a group of text documents. The scientific objective was to find out if it is pos-
sible to find the hoped for information in a mass of documents by using self-
organising maps (SOM) or similar methods combined with linguistic sentence
analysis.

The information retrieval in text documents has usually been based on au-
tomata theory, grammar, language theories, fuzzy logic, natural language pro-
cessing, or latent semantic analysis (Gey, 2000; Oard & Marchionini, 1996). The
usage of keywords is a common approach to topic detection and tracking, based
on the assumption that the text is accurately characterised by the keywords the
authors use. However, in this case accuracy is neglected, therefore a more accu-
rate method would be to use of all the words of the document combined with the
frequency distribution of the words, although it is very complicated to compare
the frequency distributions (Manning & Schütze, 1999). In this project, the ap-
proach utilises the idea but in a peculiar way as the processing methodology is
based on the word, sentence, and paragraph levels. The first phase is the pre-
processing of the original text, which means that extra spaces and carriage re-
turns are omitted, etc. Next, for encoding purposes, the filtered text is translated
into a suitable form. There are several approaches to this (Toivonen, Visa,
Vesanen, Back, & Vanharanta, 2001):

1. The word is identified and a code replaces it. If sensitivity to new words
is what the researchers wish to discover, this approach is applicable.

2. The words succeeding the first word will also be replaced with a code –
this approach is language sensitive.
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3. The third approach analyses all the words character by character. A key
entry to a code table is calculated based on the characters. If the code ta-
ble is not designed in a special way, this method is capital letter and con-
jugation sensitive.

As the last alternative is accurate, and thus suitable for statistical analysis, it
was chosen for the Gilta Project. (Toivonen, et al., 2001). For example, the letter
w is transformed into a number in the following manner

c iL

L

i

iky
-

-

=
å *=

1

0

where L is the length of the character string (the Word), ci is the ASCII value of a
character within a word w, and k is a constant (Kloptchenko et al., 2002). Exam-
ple: the word is “c a t”.

)()()(2 tasciiaasciikcasciiky +*+*=

A different number is calculated for each different word and the same number
can be given only to the same word. Each word is converted to a code number,
and after that minimum and maximum values are set onto words, after which the
distribution of a word’s code numbers is determined. The next step is to estimate
the distribution of the code numbers. In this context, the Weibull distribution was
selected to represent it, but others like the Gamma distribution might also have
been possible (Toivonen, et al., 2001). The process continues as follows: the
range between the minimum and the maximum values of the words’ code num-
bers is divided into Nw logarithmically equal bins, after which the count of words
belonging to each bin is calculated. Then the counts will be divided with the
number of all words, which is followed by determining the best Weibull distribu-
tion. As the best Weibull distribution is found in the testing phase, it is divided
into Nw equal size bins, the size of each one is 1/ Nw. After the procedures pre-
sented here, every word can be found to belong to a bin, which is found by using
the best fitting Weibull distribution and the code number. This quantisation
method allows the word to be presented as the number of the bin it belongs to.
The selected coding method allows the resolution to be the best in cases where
the words are the most common in the text, which usually means two to five let-
ter length words. The so-called rare words (usually long words) are not that mi-
nutely separated from each other (Kloptchenko, Back, Visa, Toivonen, &
Vanharanta, 2002).

What has been presented here concerning the word level is also applicable to
the sentence level, as every sentence must similarly be converted to a number.
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The process begins by changing every word to a bin number so that the whole
encoded sentence is represented as a sample signal, which will next be Fournier
transformed. The lengths of the sentence vectors differ because the sentences in
the text do not contain the same number of words. The sentence vectors are trans-
formed using the Discrete Fourier Transform (DFT) without considering all the
coefficients. From the sentence data, a cumulative distribution is created that fol-
lows the same model as the word level. This takes place after every sentence has
been converted to numbers. As with the word level, in this phase the range be-
tween the minimum and the maximum value of the sentence code numbers are
also divided into Ns equal size bins. Again in a similar way as on the word level,
the count of sentences that belong to each bin will be calculated and the counts of
the bins are divided with the number of all sentences. Using the cumulative dis-
tribution of both distributions, the best Weibull distribution corresponding to the
sentence data can be found. In the quantisation of sentences, the best distribution
can be used after this (Back, Kloptchenko, Toivonen, Vanharanta, & Visa, 2002)

The procedures are similar on the paragraph level, beginning with the conver-
sion of the paragraphs to vectors using the code numbers of the sentences. The
coefficient B1 is chosen to represent the paragraph as the vectors are Fourier
transformed. Again, after finding the best Weibull distribution that corresponds
to the paragraph data, the quantisation of paragraphs may be carried out. For text
documents, the word, sentence, and paragraph code numbers of the document
create histograms determined by the corresponding value of the quantisation. The
encoding of the filtered text from a single document is done word by word on the
word level. The quantisation with all the words in the database is carried out and
each word code number is quantised using it. The word histogram Aw consisting
of Nw bins, is created after the correct quantisation value is determined and a sum
factor that corresponds to the value is increased. Finally, the histogram is normal-
ised using the word count of the document. The process creating histograms is
similar on the sentence and paragraph levels. First, the single document will be
encoded to sentence and paragraph code numbers, after which the hits according
to the corresponding place in the quantisation will be collected into the histo-
grams As and Ap. With the histograms from all the documents in the database it is
possible to compare and analyse the text on the word, sentence, and paragraph
levels of each document. It is worth noting that doing all this does not require
knowing anything concerning the actual text document, but giving one document
as a prototype is enough. By using this methodology, the user will discover all
the documents which are similar, or be given a number to their difference, or dis-
cover the clusters of similar documents. The systems training process allows for
the easy adaptation of the methodology to any specific application field
(Toivonen, et al., 2001).
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A couple of preliminary tests with a dataset of 300 technical failure reports
were run before the actual mining process with the pre-processed safety report
material. Five reports from the data were randomly chosen for use as test docu-
ments and the first one of them was compared with the 300 actual reports by ap-
plying Euclidian distance in order to find out whether the dataset contained simi-
lar reports or not. It is worth noticing that the reports were processed as such, i.e.
no pre-processing was performed and that is why the results must be seen as be-
ing somewhat rough. The results are displayed in Figure 23.

Figure 23: Euclidian distances of the chosen test document and the others

In the figure, the distances between the test document and the ten nearest and
the ten farthest are displayed, the values of the others interposing between them.
The results must be read as follows: the distance between the reports is the Eu-
clidian distance (without the square root), i.e. the value zero when the reports are
identical and the value two when the compared reports contain no common
words. There are two columns in the figure, the first of which is the distance and
the second the serial number of the report, given by the operator. As obvious, the
nearest report #43 does not differ much from the test report, having the distance
value 0.1049, because the same report was the first test document. The reason for
the minimal difference, indicated by the distance value 0.1049, was due to the
removal of the main classification of the cases given by the inspector who saved
the case in the database. The main classifications, Fuel feed and adjustment and
Packing for report #43, were added to the reports in order to find the cases
among the same problem area easily using simple database queries. The amount
of common words with the farthest report, #77, is somewhat less than 50 per cent
with a corresponding distance of 0.8837. This is not surprising, because the tech-
nical failure reports are relatively similar, containing common words and expres-
sions typical of the language used in aviation. Additionally, the main classifica-
tions added to the reports increase the amount of common words.
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The preliminary test continued by removing all the punctuation marks and
converting all the text into lower case letters. After this slightly pre-processed
data, both the Euclidian and Jaccard distances of all five test documents and
comparison material of 300 reports were determined. There would also have
been the possibility to cross-check all the 300 reports with each other, creating a
matrix of 300 x 300, but it seemed too complex from the point of view of the pre-
liminary test arrangement and thus impractical in this case. Displaying all the
results was not appropriate due to their large extent. As the comparison of the
first test report, #43, with the others functionally represents all the results men-
tioned, it is presented in Table 14.

Table 14: Results of the preliminary test in GILTA

Difference of position 0 1 2 3 4 5-10 11-30 Total
Euclidian no pre-processing - - - - - - - -
Euclidian pre-processed 3 5 2 6 3 13 33 65
Percentage 1.00 1.67 0.67 2.00 1.00 4.33 11.00 21.67
Jaccard pre-processed 8 6 13 7 5 35 78 152
Percentage 2.67 2.00 4.33 2.33 1.67 11.67 26.00 50.67

The table must be interpreted as follows: The second row after the title row
displays the difference in the position of each of the 300 reports – when they are
sorted according to their similarity compared with the test document. The first
comparison is the Euclidian distance between not pre-processed and pre-
processed data. The results show that three of the reports have exactly the same
position: five reports have the difference of one step, two of them have two, and
so on. The differences beyond 30 steps have been ignored. The corresponding
percentages are presented on the next row. This means, for instance, that those
three having the same position represent one per cent of 300 reports. In total, in
comparison with the not pre-processed reports, the Euclidian distances of 65 pre-
processed reports, corresponding to 21.67 per cent of the data, are, at most, 30
steps away. The highest value of 30 was chosen by the operator of the mining
tool for practical reasons.

Using the same scale, when the different measurements of the distances are
evaluated, the results are somewhat different. They show that with respect to the
order of the reports, they are closer to each other when compared with the previ-
ous situation. The percentages of the distance classes are significantly higher and
the differences of the positions of about half of the reports are 30 at most, as only
21.67 per cent of the reports could be placed in the same range. This test proved
that the pre-processing had more significance from the point of view of the min-
ing results than the applied distance measurement method, either Euclidian or
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Jaccard. The purpose of this preliminary test was observing the effect of slight
pre-processing and the application of different distance measurement methods.
Therefore, the results were not controlled by more minutely studying the contents
of the individual reports, except for the nearest and farthest reports. This was
naturally done when the main process was performed, i.e. mining the flight safety
reports with GILTA by applying clustering, which is based on Euclidian distanc-
es.

In order to illustrate the comparison, the highest and lowest numerical values
are presented in Figure 24. The first two columns display the not pre-processed
Euclidian distances between the test document and the corresponding report,
which are the same as presented in Figure 23, which displays, however, only the
five nearest and five farthest reports. When reading the values presented in the
figure, it is worth noticing that the scales used differ from each other. First, like
in the situation presented in Figure 23, the Euclidian distances in the not pre-
processed data would have the value zero and report no common words with the
value of two. After the pre-processing, the range was adjusted to be between zero
and √2, in order to obtain more accurate results. The corresponding Jaccard range
is between one, identical reports, and zero – when the compared reports have no
common words.

Figure 24: Numerical values of the differences

The results are clearly observable in Figure 24. All the different test arrange-
ments placed report #43 closest to the test document, regardless of the applied
method. With the pre-processed data both measurement methods also placed re-
port #61 the second closest and #6 the fourth closest to the test document. Both
methods also placed reports #95 and #133 the farthest away, on the Euclidian
scale this was 1.4142, the practical approximation of √2 and 0.0000 on the Jac-
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card scale. The position of report #108 is also worth noticing. This preliminary
test reveals the fact that the mining results depend on many factors and the re-
sults need to be carefully examined and interpreted. When the farthest reports
and their corresponding distance values are studied, then, according to the defini-
tion, reports #95 and #133 have no common words with the test document. The
Euclidian distance with not pre-processed data determines that report #77 is the
farthest away with the value of 0.8837. If the report had no common words with
the test document, the corresponding distance would be 2.0000 as explained in
Figure 23. Removing the punctuation marks and changing all the upper case let-
ters to the lower case does not change the words themselves, thus it is not rea-
sonable to draw any further conclusions on the basis of these test results.

The proper mining process with 1,240 flight safety report began after the pre-
processing of the whole dataset (see Publication #1 “Data Mining in Aviation
Safety Data Analysis”), on the basis of which the lists of stop words and syno-
nyms were created. The reports were divided into 100 clusters on the basis of the
nine most significant words. The mining results of the first round are explained
on a general level in Publication #1 “Data Mining in Aviation Safety Data Anal-
ysis”, but some specific observations are worth presenting here. GILTA de-
scribes the mining results presenting in addition to the number of reports that
include the absolute amount of the significant words in a cluster. In order to
make the results comparable with PolyVista (see Chapter 5.3.4), the most signifi-
cant word is given the index 100 and the other words are given corresponding
values. As a rule of thumb, it can be mentioned that the higher the indexes of the
most significant words, the better the clustering results. However, this does not
tell the whole truth since the results must be carefully interpreted by a specialist
to find out whether the words belong together to form a sensible entirety. The
most relevant clusters of the first round using GILTA are displayed in Figure 25.

Figure 25: The most relevant clusters of the first round by GILTA

As seen from the figure, the weight index of the most significant word is 100,
which best describes the content of the cluster. The index value for the following
words is relatively calculated based on its incidence in that cluster. At least two
or three words have a relatively high value, indicating the homogeneity of the
cluster, i.e. the most significant words create a relevant group, although the rele-
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vance of the least significant words is not that important. In order to illustrate
this, some clarifications concerning the figure are worth presenting here. Also, it
is worth noticing that all the concepts displayed on the rows are translated from
Finnish, and were originally one word. In the first cluster the question is about
reports where an [aircraft] door opened during a flight and was closed by draw-
ing it in. In some cases, an alarm light indicated the case, etc. The fourth cluster
describes cases where aircraft have crossed the border and entered Finnish air-
space without permission – accidentally. Some of them have been Swedish and
turned back after noticing their incorrect position. On the fifth row in the figure,
the cluster contains reports about interrupted take-off runs to a specific route, the
reason being the co-pilot has missed the air speed indicator, for example.

However, the high weights of the significant word do not determine the rele-
vance of the clusters alone: a skilled specialist is always required in order to con-
trol the clustering results. For example, two clusters without relevance are dis-
played in Figure 26.

Figure 26: Examples of two irrelevant clusters

The weights of the most significant words are very high, but when the reports
of the clusters are carefully examined, no connections between the reports are
found despite the frequency of the same words being rather high. This observa-
tion, demonstrates that quantitative mining results are not necessarily very appli-
cable. The meaning of the words may also be totally different, although they are
written in the same way. For instance, the word ‘wing’ appears in Figure 25 both
on the last and the third last row. In the first case, it refers to the Finnish air force,
in the second a part of an aircraft.

As only one mining round was performed with TEMIS (see Chapter 5.3.2) and
the mining results of PolyVista (see Chapter 5.3.4) were delivered in the form
containing the significant words of clusters with their weights, the first round
mining results of GILTA provided valuable reference material as both the clus-
ters and their contents were available. The obvious mistakes made in the pre-
processing phase were quickly discovered on a cursory analysis of the results.
For example, a common stop word ‘jälkeen’ (after) was left off the list. Another
easily discoverable object requiring some adjusting was the word ‘kone’ (air-
plane in this context); its high frequency caused cluster #11 to contain 158 re-
ports, making no sense in this context. The preparations for the second mining
round of GILTA and PolyVista are described in detail in Publication #2 “Data
Refining for Text Mining Process in Aviation Safety Data”.
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5.3.4 Tool #4

Tool #4 is also a commercial product of American origin called PolyVista, built
by a company called PolyVista, Inc., the headquarters of which is located in
Houston, Texas. PolyVista was founded in 1995, and it develops solutions rang-
ing broadly in scale and complexity from analysing rather small single data sets
to major and on-going multi-departmental projects. Solutions can easily be tai-
lored to meet the specific needs of organisations. The PolyVista Mining Tool is a
state-of-the-art analytical solution that offers a broad range of services that are
customised and scalable, fulfilling all analytical needs in order to extract more
from the data. The software is built on advanced analytical techniques in order to
dig deep into textual and numerical data – it is able to provide its users with sev-
eral functions – the most important from the point of view of this study might be
detecting patterns and anomalies and discovering hidden trends in the data, in
addition to revealing previously unknown issues and uncovering root causes. The
tool contains automated, pre-built pattern-recognition algorithms designed for
facilitating collaborative analysis and sharing equipped interactive and dynamic
visualisations, in addition to the intuitive interface that facilitates ad-hoc analysis
(PolyVista Inc., 2013c). The PolyVista Mining Tool was originally built to work
in an English language environment, but theoretically PolyVista TM is language
independent; it should handle any language – as mentioned in Chapter 5.2, suc-
cessful tests were performed with Spanish. Classification has been possible on
Italian, French, German, and Spanish, but recently (Spring 2015) the system has
switched to natural language processing (NLP, see Chapter 3.3.5) and the only
language supported is English.

One significant customer reference for this tool is Southwest Airlines. Alt-
hough extensive test projects with PolyAnalyst were conducted, PolyVista® Dis-
covery business intelligence software was selected by the Flight Safety Depart-
ment of Southwest Airlines in order to improve the proficiency of analysis in its
Aviation Safety Action Program (ASAP). Together with an improvement of the
safety functions, the implementation of PolyVista has considerably widened the
awareness of the value of data warehousing and business intelligence (BI) appli-
cations across the whole company. This sort of cutting-edge technology provides
ongoing value to Southwest Airlines, especially for supporting strategic decision
making and enhancing employee efficiency and productivity (PolyVista Inc.,
2010)

 In order to process both structured and unstructured data including combina-
tions of both of them, PolyVista features dozens of frequently updated algorithms
for fully analysing an unlimited amount of data, and new ones are continuously
developed. These are constructed with a view to enabling the delivery of hitherto
unforeseen insights, unlike other tools that produce results only from known
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questions and queries. From this point of view, these results might act as an input
for further analysis, to which other features, like an intuitive graphical interface,
could be added to enhance performance. The interfaces of the functions have
been built to provide full accessibility to release the end-user from learning com-
plicated routines. Additionally, through the system’s Cloud Solution, the clients
of the system can have access to these algorithms from anywhere in the world. A
wizard assists the user in configuring the algorithms by selecting the filters and
parameters in order to display only the most relevant from the point of view of
the aim of the mining process (PolyVista Inc., 2013a).

As mentioned before, the built-in algorithms are numerous, but in this context,
a few of them are worth mentioning. From the point of view of this study, the
Discovery algorithm can be seen as the most important one. This detects the hid-
den trends in the data uncovering interesting relationships and previously un-
known findings (PolyVista Inc., 2013b). Discovery Solutions has been extended
in order to release text-based resources to the daily operations of an organisation
and make it possible to utilise untapped potential, providing robust analytics on
both structured and unstructured data. With this algorithm, the important text
mining functions of Process text data and Clustering are performed; the first
mentioned covers cleaning and transformation, i.e. extracting, scrubbing and pro-
cessing the raw text data. The second groups the text records based on term simi-
larity. Another text-related algorithm is PolyVista’s Full-Text Search algorithm,
aimed at widening the end-users’ text processing capabilities beyond the total
word count and data samples that enable sorting through a limitless amount of
data, the unstructured text is to be especially highlighted. Applying this fully au-
tomated search process algorithm, the specific words, terms, phrases, and even
sentences in any type of unstructured data can be found. The advanced filtering
options ensure that only relevant information is displayed in the results. The
Summary algorithm quickly and efficiently provides a comprehensive yet general
overview of the data content, being able to sort through thousands of dimensional
combinations, displaying only the results defined as exceptional by the user. This
algorithm is suitable for when the user needs to perform queries containing nu-
merous specific criteria. The primary purpose of the Difference algorithm is to
enable the comparison of two user defined data sets to measure trends and per-
formance, etc. between the sets, and to scale the data automatically in order to
eliminate skewed results. In addition, it can easily be tailored to any type of data.
This algorithm can reveal emerging issues, indicating an opportunity or a prob-
lem previously unforeseen. The Statistical Process Control (SPC) algorithm has
an efficient monitoring ability, using multiple dimensions to determine when data
differs from a trend, resulting in it being often used as a tool for early warnings
(PolyVista Inc., 2012).
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Regarding the solutions that PolyVista provides its users, the most interesting
and relevant, from the point of view of this study, are the solutions developed for
the transportation industry, which are divided into two approaches: regulatory
and safety and fleet and operations. The first uses incident report data and opera-
tional data as source material which provides benefits for the speed of the analy-
sis, resulting in reduced costs, improved efficiencies, a faster identification of
potential safety issues and the mitigation of risks, laying the basis for the devel-
opment of proactive procedures instead of reactive ones. The second area pro-
cessing starts from service and maintenance records, breakdown data, driver data,
vehicle configuration data, vehicle cost data and safety data. Mining this kind of
source material improved safety performance and reduced breakdowns. This was
achieved by discovering hidden cause and effect relationships. All this can lead
to maximised operational efficiency, optimised fleet performance, better asset
utilisation and value as well as reduced costs. Parallel application areas are in
high-tech industry and manufacturing, where this system would create quality,
reliability and guarantees by analysing large amounts of data from multiple
sources and providing the ability to connect qualitative and quantitative data for a
holistic overview of the process. All that is in addition to the ability to discover
the root causes of issues faster, leading to early warnings of lethal events and to
an enhanced core quality and failure analysis. It is obvious that high-tech issues
are applicable in the transportation context as well. Significant characteristics in
this area are monitoring and alarm functions for identifying product safety issues.
Generally, reduced costs and improved operational efficiency are enabled by the
discovery of hidden causes and effective relationships (PolyVista Inc., 2013c).

In addition to the information presented in Publication #1 “Data Mining in
Aviation Safety Data Analysis” about data pre-processing functions, an overview
of them will be given here. As stated before, stop words are those to be ignored
because they do not provide any insight. They are processed in the way that the
mining tools generally operate. A list of synonyms maps multiple synonyms into
one word.  Misspellings and abbreviations can also be fixed here. Optionally,
non-alphabet and non-number characters are mapped to 'blank', and numbers are
mapped to 'delete'. The format and layout of the file is as follows:

'word or phrase' tab 'word'

PolyVista TM (=Text Mining) processes the synonym file in 2 modes: add and
replace. In the ‘Add’ mode the new word is added whenever the original word is
found. In the ‘Replace’ mode the original word is replaced with the new word.

acc:hen aluelennonjohto
acc:lle aluelennonjohto
acc:lta aluelennonjohto
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acc:n aluelennonjohto
acc:ssa aluelennonjohto
adiz-alueella adiz
adiz-aluerikkomus adiz
adiz-vyöhykkeelle adiz
adiz-vyöhykkeellä adiz

In the words presented above, the rules will not process as expected because
the period ‘.’ and colon ‘:’ and the dash ‘-’ have already been converted to a
‘blank’ by the rules that precede them.

. <blank>
: <blank>
- <blank>

Therefore, the TM (Text Mining) engine will not find the “acc:hen” text string
in the narratives.  By default, substitution does not happen mid-string.  However,
mid-string substitution is possible but has to be specified by using a partial token,
for example:

string1 <tab> string2 <tab> partial

In other words, if string1 is found in a text mid-string, it is replaced by string2,
but will only happen when the ‘partial’ token is specified.

The function include is practical in a situation where a researcher wants a
word to be part of the clustering but not the main focus of a cluster, in other
words, it is present in a cluster to provide additional information. For example, in
safety reports, words like pilot, airport, runway, etc. are likely to be found but
these might not be put in the "stop" file, but at the same time the researcher does
not want them to be the main words in a cluster. In this situation the weight of
such words can be reduced.

kone [plane ] 0.1
ohjaaja [pilot] 0.1
kiitotie [runway] 0.1
tulla [to come] 0.1
jalkeen [after ] 0.1
lento [flight] 0.1
efhk [airport code] 0.1
helsinki 0.1
aikana [during] 0.1
alue [area] 0.1
oikea [right] 0.1
vasen [left] 0.1
keskeytys [plane ] 0.1
teline [gear] 0.1
alkoi [began] 0.1
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This tool is provided alongside other ‘normal’ functions for processing stop
words and synonyms as well as the function concepts of interest, some examples
of which are presented as follows:

alert box 10 altitude_deviation 10
challenge captain 10 crew_issue 10
flight_attendant cockpit 10 distraction_issue 10
not cleared descend 10 altitude_deviation 10
not hear initial check 10 communication_issue 10
traffic tcas 15 altitude_deviation 10
trouble descend 10 descend_problem 10
unusual flight 10 unusual_issue 10
very busy 10 distraction_issue 10

The format/layout of the expression is:

'word or phrase' tab 'word or phrase' tab 'number of words in between' tab
'concept' tab 'weight'.

The first row, the examples in the explained form are as follows:
If 'alert' and 'box' are within '10' words of each other then create a concept
called 'altitude_deviation' and give it a weight of '10'.

The function of these concepts is to detect concepts that could be valuable in
achieving more accurate results, especially by understanding that existing words
are processed differently from the point of view of their position compared to the
other words. To express this more precisely, the words alone do not have the
same information value as a combination of them with other words that might be
more significant; the value of the combination is determined by the context of
their position. This function was not utilised because of some major problems.
The main reason was that to build a model to use this function would have been a
major task but not of great benefit because the test dataset was rather small. If the
mining process would have been applied to the whole report dataset in a data-
base, it might have been appropriate to use this. Another reason was that because
there was no mining experience of using this scale before, the aim was to keep
the testing arrangement as simple as possible. This function is nevertheless a very
interesting one to be used later with a large amount of data after several rounds of
mining experience has been gained. Additionally, due to the structure of Finnish
the concepts should have been determined in advance before applying the lists of
stop words and synonyms – after this process the concepts may not be discovera-
ble as defined in this form.

The author did not perform the mining processes himself, but delivered the
lists of stop words and synonyms to the company that performed the processing
of the data. Clustering was chosen as the method to be used for the testing. This
function allowed the operator to determine the number of clusters to receive rele-
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vant mining results. This was the first time Finnish text had been mined using the
PolyVista system and it succeeded surprisingly well.

The results of the first mining round with PolyVista were examined in detail in
Publication #1 “Data Mining in Aviation Safety Data Analysis”, the refining pro-
cess of the data alongside the definitions used in order to prepare the material for
the second mining round are shown and explained in Publication #2 “Data
Refining in Mining Process for Aviation Safety Data” and the final results of the
second mining round are presented in Publication #3 “Data Mining in Aviation
Safety”. The results were returned to the researcher in the form of pictures taken
from the Cluster Browser window. The first run was a preliminary test and made
without any pre-processing. The results are shown in Figure 27.

Figure 27: Mining results PolyVista without pre-processing of the words

The output ought to be read as follows:
· the first cluster has 205 records
· the most important word in the first cluster is “oli” (was) with a score of 100
· the second most important word in the first cluster is “etta” (so that) with a

score of 16, this implies that the rest of the words are not significant.
The first proposal selected 15 clusters as a guess, a definition that could later

be refined by performing a couple of iterations in order to find more relevant
mining results. As a default, the number of significant words, i.e. the words de-
scribing the cluster, was selected as 10, starting from the left – the first of them
having the score of 100. The importance of the words decreased from left to
right; the last word taken into account had the least significance. In Figure 27, the
numerical score after the word means the significance of that word in a cluster.
As there was no pre-processing before the first test, it was no surprise that the
most important word clusters 1, 2, 5, 8, 11, 12, 14 and 15 are stop words. Observ-
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ing all the most important words from each cluster, the average percentage of the
stop words was almost 35, varying from 10 to 70. As for the size of the clusters,
the amount of stop words among the ten most important words does not have any
correlation with cluster size. The significance of observing the stop words in the
mining process appears the second time the same results are analysed. As the
most important word with a score of 100 and the second with a score of 16 are
both stop words, the rest of the words are not significant at all. This leads to the
conclusion that the whole cluster of 205 reports could be deleted on the strength
of having no significance from the point of view of the mining process.

Because the reports of the cluster include valuable information, the signifi-
cance of observing both the stop words and the synonyms as well as taking them
into account is of great importance. According to these results, the number of
synonyms is somewhat smaller, 23 per cent. The number of them in the most
significant words seem to have the values 0, 2 or 4, which makes the appearance
of the synonyms smaller the bigger the cluster is. As before, the distribution does
not seem to be correlated with cluster size. When the stop words are put into the
mining process, the results look completely different, as shown in Figure 28. Be-
cause the synonyms are not taken into account, there appears to be quite a num-
ber of them. Compared with the previous mining round, the amount of clusters
has increased from 15 to 35 with their sizes varying between 1 and 131 reports.
As one report does not create a cluster alone, the last three were deleted from the
process. All the tools found reports that do not belong to any cluster and are thus
left out. Even if the smallest clusters consist of only three reports they could well
be taken into consideration. However, interestingly, in two reports of the three
left all the words have the score of 100, and in the third report the first word has
the score 100 and the rest have 50.

During the whole mining process with PolyVista, the most important word has
the score of 100. However, in contrast to the previous observations the score of
the second most important word is much higher indicating that the homogeneity
of the clusters is better as it means that the cases are closer to each other. Using
stop words, the result can be seen as significantly better from the observed 32
clusters; in 20 clusters the score of the most important words is at least 50, ac-
cording to which more than half of the cases, 62 per cent, are more homogenous
than the others. Compared with the previous situation, the corresponding number
was only 4 clusters out of 15, which is no more than 27 per cent of the clusters
and can be regarded as homogenous. This trend clearly indicates that by using
stop words the research process will obtain more accurate mining results. In addi-
tion, clusters that consist of less than 40 reports seem to provide some infor-
mation when their content is compared with the importance of the words.
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Figure 28: Mining results using PolyVista with stop words

The next step was taking the synonyms within the process and continuing the
process in a different way as the number of clusters was raised from 6 to 20 in
steps of 2. The results show six clusters with sizes varying from 117 to 410 and
the changes in cluster size did not change the distribution or the other factors. In
fact, the only visible change was a diminishing number of reports in the clusters.
The only significant change in comparison with the situation before was that in
more than half of the clusters, the importance of the second most important word
was higher than before. In the 20 clusters, their sizes varied between 10 and 232;
the largest clusters contained between 96 and 232 reports which created a need to
split them into smaller units. The rest contained 67 or less reports. In the same
context, it makes sense to notice that in 11 clusters, somewhat more than half, the
scores of the three most important words exceeded 50, and even in the last clus-
ters that contained 10 reports, the score of 8 of the 10 most important words was
also more than 50, which can be considered an accurate mining result.

Relevant and usable results have been found through all phases of the re-
search, especially when working with the smallest clusters because the most im-
portant words would seem to be quickly estimated as being of significant charac-
ter and they receive high scores. It is worth noticing that, as with the two other
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tools, these results were achieved without using iteration. The research continued
in the second mining round with tools #3 and #4 (see Publication #2 “Data Refin-
ing in Mining Process for Aviation Safety Data” and Publication #3 “Data Min-
ing in Aviation Safety”). PolyVista also provided an interesting function called
Concepts of interest (see page 138). Its utilisation might have produced an ab-
sorbing addition to the mining results, although its significance with this data
obviously would not have been notable.

5.4 Inspecting the mining results of the first round with NVivo

The inspection process has been explained in detail in Publication #2 “Data Re-
fining in Mining Process for Aviation Safety Data”. The evaluation of the mining
results is an essential and unavoidable phase in the mining process, because the
mining results can be regarded as suggestions. As the author had worked as a
flight safety inspector, a cursory ocular assessment exposed the rough mistakes
and shortages. However, this sort of analysis is far away from the accuracy re-
quired in this context. That is why a special analysis tool was indispensable in
order to gain a more complete view on the mining results. Using Excel and Word
alone would not have led to a satisfactory goal in understanding the relationships
between the concepts in the test data. A qualitative data analysis application
called NVivo provided a good solution to the problem, enabling the user to man-
age and make sense of unstructured information; version 7 was used because it
was the latest at that time. The contents of the clusters were analysed using que-
ries. NVivo took into account all the words defined in the options, determining
their relevance in the text.

Only the mining results of GILTA were analysed because the results of Poly-
Vista (see Chapter 5.3.4, Figure 27 and Figure 28) were available as weights of
the significant words in the clusters. Despite the different format for presenting
the mining results, the analyses with NVivo were also applicable for PolyVista
because both of the tools applied the same lists of synonyms and stop words
which were adjusted for the second mining round. Analysing the mining results
of TEMIS (see Chapter 5.3.2) with NVivo did not seem relevant, because it was
not possible to perform the second mining round and the results were easily ana-
lysable as such due to its sophisticated web-based interface for presenting the
results.

A total of 29 queries were performed with NVivo. As an example, the differ-
ent expressions for ‘flight level’ (compound ‘lentopinta’ or simply ‘pinta’ in this
connection in Finnish) were among the most frequent in the data and therefore its
appearance was discovered. The text search criteria of the query were as follows:
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fl*  OR  lentopin*  OR  pinta*  OR  pinn*  NOT  flo*  NOT  fla*  NOT  flu*  NOT  fli*  NOT  pintal*  NOT  pinnas*  NOT
pinnoit* NOT pintaker* NOT pintala* NOT pintale*

As the clusters contained the reports in their original form, all the conjugation
forms were to be taken within the query and that is why wildcards – any charac-
ters (*) after the stem of the word were used. NVivo took into account all the
words defined in the query options and determined their relevance in the data
mass. The queries were created using the operators “or” and “not” in order to
include defined words in the query and to exclude others. This was necessary
because the Finnish word ‘pinta’, which in this analysis ought to have the mean-
ing ‘level’, can have also other meanings, such as ‘surface’, and those needed to
be excluded from the reports. The results are illustrated in Figure 29, which was
produced using NVivo version 10. The list of the classes (the clusters named in
GILTA) is sorted in descending order from the highest coverage value.

Figure 29: Query: Flight level and synonyms

In Figure 29 only the 15 most significant classes in this query are shown. The
highest of them were the classes 042, 048 and 022 with corresponding references
(the number of appearances of the searched for word) of 21, 18 and 35, having
coverages of 13.09, 6.37 and 5.17 per cent. The coverage is the significance of
the searched for word in the report. In 17 classes there was only one reference
and the coverage was less than 1 per cent in 21 classes in this query. The appear-
ance of the expression ‘flight level’ in the mining results was investigated with
five different queries. This process revealed that it figured a total of 50 times, a
finding which brought it into the group of relatively frequent words, thus skew-
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ing the mining results. In order to avoid or at least reduce this influence, its oc-
currence has to be decreased. If the written expressions for it, including all the
synonyms and case forms were counted, the total amount exceeded 150.

5.5 Discussion

Commercial text-mining products have been available for a long time and new
prototypes are being continuously developed. Kloptchenko (2003) compiled a
table (3-2) to list the 19 best-known text mining (TM) systems at the end of
2002. It shows the main projects from the corporate and academic world. The
first four systems in the table mentioned were developed and implemented at dif-
ferent universities. One of them is WebSOM by Kohonen at Helsinki University
of Technology  (Kohonen, 1999). This system was the basis for the GILTA Pro-
ject (Tool #3 in Chapter 5.3.3). Companies specialised in data and text mining
solutions for business intelligence, such as Megaputer Inc. and Temis, as well as
large corporations, such as the SAS Institute and the IBM Corp., designed the
rest of the systems in the table mentioned. In this group, the Text Analyst 2.0 is
mentioned, which is a component of Tool #1 described in Chapter 5.3.1. Some of
the systems are query-based methods, which rely heavily on the use of term
(keywords, items, indexes) extraction.

The absolute majority of the presented TM applications described by
Kloptchenko (2003) used stemming, synonym lists, stop word removal, text pars-
ing, dimension reduction, and clustering, or the categorisation procedures of the
coded data. A synonym table composition assigns one meaning to every term
used in a document vocabulary (Riloff & Hollaar, 1996). Stop words frequently
appear among the documents, i.e. articles, prepositions, and conjunctions. The
elimination of stop words reduces the size of the indexing structure (Baeza-Yates
& Ribeiro-Neto, 1999). Text parsing algorithms convert text into words, phrases
or clauses and put them into short memory. Text parsing decomposes text and
generates a quantitative representation suitable for data mining (Mayes, Brewes,
& Thompson, 2002). Dimension reduction algorithms treat every document as
vectors where each dimension is a count of the occurrences of a different word,
this results in tens of dimensions in every document (Isbell, 1998). Independent
Component Analysis and restricting weighting to words only specified in the
query are applied in order to create a reduction in the amount of dimensions
(Kolenda & Hansen, 2002). The importance of executing word sense disambigu-
ation based on a thesaurus or on-line dictionaries for increasing the performance
of information retrieval (IR) systems was discussed by Sanderson (1994).

The famous French Enlightenment writer, historian, and philosopher Voltaire
has said “Le mieux est l'ennemi du bien” – “The best is the enemy of the good”.
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It is a relevant guideline in order to identify and define simple and easily usable
safety indicators to discover weaknesses and shortcomings in the safety process-
es of the organisations. These indicators should be based on significant kinds of
events or states of system control. The indicators are valuable and important tools
to be used with systems that collect comprehensive data on incidents, but they
are not solutions themselves to safety problems. The essential point is that be-
cause the people in the organisations understand the causes of potential acci-
dents, they can think of ways to reduce their frequency or even eliminate their
causes (Brooker, 2006).
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6 CONCLUSIONS

6.1 Results and key findings

The most important result of the research process was that it confirmed that data
mining could be applied to material that consists of short reports written in Finn-
ish. The first round produced encouraging results – as the smallest clusters were
found to consist of similar cases. Another important finding was that the sizes of
the clusters play a significant role when the results are to be applied. In addition,
the first round alone confirmed that text mining is a challenging task, especially
for small language groups. Flight safety reports written in English and other ma-
jor languages had already been mined before this research had begun; text min-
ing had only been applied to longer texts in Finnish, mainly for magazine arti-
cles.

No lethal trends were found when clustering the report data, which means that
the test data did not contain any events that might be threatening. However,
based on the results it is obvious that if events leading to lethal trends would have
existed in the data, they would have been discovered and brought out. The text
mining tools used were capable of extracting trends – actually recurring events –
that turned out to be incidents. However, in the cases studied they did not devel-
op into dangerous risks or accidents. The ability to discover lethal trends with
clustering was supported by the mining results achieved in the research reported
in Publication #4 “Using cluster analysis to identify the weak signals of lethal
trends in aviation and health care documentation”. It was found that the identifi-
cation of hazardous events in healthcare documents is similar to the identification
carried out in aviation reports. In both contexts, the main focus was on discover-
ing and identifying weak signals in the documentation.

If a couple of similar cases are found, this does not, however, automatically
indicate that a lethal trend exists. Only a thorough examination and investigation
made by a human analyst can confirm that and find the reasons why a trend is
occurring. In this study, recurring cases (or cases with the same content), which
could be regarded as trends and which could have been hazardous, were found.
This clearly illustrates that a highly skilled and experienced interpretation is re-
quired in order to reveal hidden information, as the mining results are not directly
applicable in supporting decisions. All the achieved mining results have support-
ed the premise that if the data, on the whole, contain lethal trends, this method
would reveal critical safety information which is not accessible with other meth-
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ods. The research also proved the applicability of Reason’s Swiss Cheese model
for this context.

All the systems indicated that the number of clusters is a significant factor in
the process: the more clusters the better the results. However, finding an opti-
mum point would be important. Theoretically the number of clusters could be
raised to equal the number of cases, although this would not make much sense.
With the data collected, the maximum size of the clusters seemed to be about 30
reports, which made a cursory, visual investigation of the contents of the clusters
possible. This of course depends on the type of the reports. If the clusters had
contained less than 15 reports, it would have been relatively easy to find the
common factors that created the cluster. Benchmarking by using three different
tools was one of the goals of this study. The achievement of benchmarking was
confirmed by the discovery that, in most cases, the same reports were indicated
as outliers by all the used tools. In addition, the mining results of PolyVista and
GILTA could easily be compared using the weights of the most significant words
in the clusters, and largely the same clusters were found. Also the mining results
of TEMIS could, in most cases, be used in the same comparison and similar clus-
ters were found. Although the author did not have access to the clustering algo-
rithms used in the tools, it did not seem important because all the systems pro-
duced, in the main, similar results, proving that the research was on the right
track.

One of the expected results was that data mining, and especially text mining,
should be an iterative process; this was confirmed by all the tested systems.
Hence possible shortcomings and mistakes made during the process could be
brought out and identified. In order to achieve better mining results, increasing
the amount of clusters is not always the best way to proceed. The process showed
that stop words and synonyms need to be controlled and updated whenever nec-
essary. About one hundred checking procedures with stop words and synonyms
were developed and found to be reasonable for the size of the data sample.

At the beginning of this thesis, the current satisfactory flight safety state and
its development history was presented. However, as traffic volumes are forecast
to grow significantly in the near future, the number of accidents and serious inci-
dents will increase, at least proportionally, which cannot be accepted as air traffic
accidents are very costly in terms of human lives. The overall research question
was how to improve flight safety by applying new methods of analysis because
the use of traditional methods of analysis had already reached its zenith. In order
to proceed with developing the research frame, the process was formulated into
the research question “Can flight safety be augmented by applying data mining
as a method of analysis?” In order to answer the question accurately, it was di-
vided into two sub-questions (SQ). The detailed answers to the research question
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have been worked out throughout the thesis and they are summarised in the fol-
lowing:

SQ1: Is it possible to find lethal trends in aviation safety data with text min-
ing?

The answer is yes if they exist in the sets of events and the mining definitions
are determined in a way that finding reports on similar events makes it possible
to identify them. The answer is no if the short texts submitted as event reports are
of poor quality and similar reports cannot be found and identified. This study
demonstrates that text mining and especially clustering can be used for cases
when previously undetected instances are being sought. After the basic proce-
dures (shown and explained in Figure 16) were performed, the first mining
rounds – made with all three systems that were tested – produced understandable
and coherent mining results.

SQ2: What sort of refining actions would make the mining results more appli-
cable and are the results significantly more accurate, reliable, and valid after re-
fining?

Making the mining results more applicable requires standard refining and the
adjusting of techniques or operations which can improve the quality of the short
texts to the standard required by text mining methods. The answer to the latter
part of the question is yes, it can be shown and proved that the text mining results
are significantly more accurate, reliable and valid after refining. As data mining
is an iterative process, the definitions ought to be refined between the rounds in
order to make the mining results more accurate. The obvious mistakes were cor-
rected, such as adding word tokens to the stop words list if they were forgotten in
the pre-processing phase; the list of synonyms was also adjusted. Described in
detail in Publication #2 “Data Refining in Mining Process for Aviation Safety
Data” about 100 refining actions were performed to try to keep the data as un-
changed as possible. Checking the mining results accurately also requires spe-
cialist computing aids, which is why NVivo version 7 was used to reveal and
document the refining needs.

As the refinement actions were performed, the accuracy of the mining results
improved significantly – as reported in Publication #3 “Data Mining in Aviation
Safety”. This fact was tested in several ways, first checking the so-called ‘sense-
making clusters’, the number of which increased, and then using Excel to com-
pare the same clusters found in the results of both tools after the second round
was completed. After refining, the results were more coherent when the results of
the two tools were compared with each other. Thus, the overall answer to the RQ
is positive, flight safety can be augmented by applying data mining as a method
of analysis.
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As pointed out several times, aviation has been compared to other safety criti-
cal industries like health care and nuclear power in many different contexts. This
connection can be used as support in both directions: the principles of performing
this study were derived from similar studies performed in the areas mentioned
and the results of this study could be applied in the research project described in
Publication #4 “Using cluster analysis to identify weak signals of lethal trends in
aviation and health care documentation.” The approach to this benchmarking is
twofold. First, from the point of view of the mining process itself, the same min-
ing format might be appropriate for any text data saved electronically – if it is
accessible to mining tools. This means that text mining and especially the cluster-
ing that was used in this study are applicable to any area using documents that
are available and have a relevant description of the context, the events, the ac-
tions, etc. Second, the mining results might be applicable in any area for collect-
ing reports in order to control and develop operations, especially the safety criti-
cal industries like nuclear power and health care.

6.2 Theoretical implications

This study shows that clustering short reports written in Finnish with a tool that
was not originally built for mining Finnish texts produced a satisfactory outcome,
as similar clusters were formed with the tools tested. Of the applied systems test-
ed, TEMIS had a text mining capability in Finnish due to its language module,
which was tested with real data for the first time in this study. The second tool,
GILTA, was language independent. Mining the reports with PolyVista was a
pure ad hoc attempt without any preliminary expectations but was based on the
good results achieved when mining texts in Spanish. Regardless of the system
used, the challenge with all of them was whether mining the short texts of the
flight safety reports would produce correct and useful results. This was success-
ful and was proven by testing and comparing the mining results with the different
systems.

6.3 Implications for practice

This study shows that the way in which data mining differs from the so-called
traditional systems is in its capability for extracting hidden information from vast
amounts of data, which might not be possible if other systems are applied. This
capability is based on its special features, artificial intelligence and machine
learning which enable knowledge discovery (as shown in Figure 16 and Chapter
3.3.1) and the production of answers to the question of discovering ‘we do not
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know what we do not know’. This means that we are searching for something
which we are not aware of and that is why we cannot apply ordinary queries to
find information hidden in the data. Data mining systems do not necessarily pro-
duce straight answers to explicit questions, which is why they are used as deci-
sion support systems and can be combined with other methods like business in-
telligence systems. Data mining can be applied as a ‘scalping sieve’ to find out
whether something that might be worth inspecting in more detail exists in the
(safety) data. After discovering recurring cases, for instance, the parameters de-
fining this suspected trend could be stated as search criteria in business intelli-
gence systems to find out more about a possibly lethal trend. If we look at Figure
19 again, we can see the situation has moved on from State 4, which requires
knowledge discovery to State 2, which we already know, thus methods like ad-
hoc and OLAP analysis can be applied.

On the basis of this study, the mining methods could be applied to other areas
like healthcare and strategic management. Applications within healthcare are
manifold as health care is similar to the airline industry – both are safety critical
domains. Thus, the applicability for this area is quite straightforward. As for stra-
tegic management, the applicability differs according to context and industry,
which have differing needs for data and information. Strategic management is
not a safety critical domain in the same way as health care but mining methods
have proved to be useful for coping with the challenges of big data. However,
regardless of the application area, the essential focus is on discovering weak sig-
nals (discussed in detail in Chapters 2.1 and 3.2.2). These are very minor indica-
tors that are easily dismissed because they do not necessarily portend any harm in
the future. However, in the worst case scenario, their development may result in
a catastrophe if the event they are indicating is recurrent, thus indicating an am-
biguous threat. These sorts of threats are usually different in safety critical organ-
isations as they can lead to the loss of life.

6.4 Limitations

The most important limitation to be mentioned are the number of mining rounds.
Two rounds were performed with two of the tested systems and one round with
the third one. Data mining should be an iterative process, a fact which was con-
firmed in this study. Both in theory and practice, adding mining rounds makes
the results more accurate, but it makes no sense to continue the process endlessly.
There is always an optimum point to be found, depending on the characteristics
of the data to be mined and the demands placed on the mining results. As Zadeh
(1979) has expressed, a trade-off between precision and relevance exists, thus, if
precision is to be improved, we will have to give up on relevance and vice versa.
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Another significant limitation was the rather narrow sample data. The data con-
sist of flight safety reports covering a period of three years and the data set was
large enough to show that trends in the form of similar cases can be extracted
from short text reports. The trends found in the data did not indicate any hazard
but if they existed they could have been revealed by the methods applied here. If
the sample had been larger, containing several thousands of reports, lethal trends
might well have been discovered. At least recurring events needing more detailed
investigation may have emerged.

From the database records, only the narrative data field was included in the
mining process alongside the identification data fields. The data taken into the
process was limited in purpose because only text mining could be carried out. If
all the other fields or at least a couple of them were taken into the mining process
the results, i.e. the clusters, might have been different. However, based on a very
careful analysis of the mining results, the results, in all probability, would not
have differed significantly from those already achieved. One limitation, the im-
pact of which is difficult to estimate, is that the mining tools were operated by
professionals and the author himself could not directly affect the processes. The
mining procedures were defined and agreed between the author and the operators
in advance via e-mail and they were adjusted as the mining process proceeded. If
the author could have used the tools himself, it would have been possible to ex-
periment with functions included in the interfaces of the mining tools and find
efficient and interesting methods with which to refine the mining results. One
interesting function that could have been tested would have been the Concepts of
interests by PolyVista, which was presented in Chapter 5.3.4.

6.5 Future research questions

The mining process consisted of two mining rounds with two of the tested tools
and one round with the third one. These rounds show that more mining rounds as
well as redefining the criteria between the rounds could have produced better
clusters. It is obvious that performing a third round with two tools and a second
round with the third tool would have produced more accurate results. However,
there would have also been other possibilities for obtaining more accurate mining
results. One method would be to re-mine the bigger clusters from the results of
the previous round. Determining the borderline depends on the average size of
the clusters in proportion to the data to be mined. This method would have been
suitable for the first mining results of GILTA as the biggest cluster contained 158
reports and the ‘best’ clusters had about 20 reports. One of the major factors for
creating a big cluster was the frequent appearance of the word token ‘kone’
(=aircraft) in its different forms and synonyms. In such situations it would help to
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re-mine the large cluster and then perform the same procedure after filtering
away the most frequent word token. A method with a somewhat similar goal was
used in TEMIS – where the biggest cluster, exceeding 100, divides into two sub-
clusters. As the sizes of the clusters pay a significant role in the text mining pro-
cess, it would be worth experimenting with the possibility to define the upper
limits of the clusters, thus preventing the clusters growing too big beforehand.

Due to the scope of the research, only the narrative part of the data was used
for processing the text mining tools. From the very beginning the excluded data
fields were planned to be taken into the study after having received relevant min-
ing results by text mining. Because analysing texts written in free form was the
aim, the research began from this point. Beginning by taking all the fields into
the study would not have produced as accurate results as pure text mining, but
experimenting with them afterwards may have produced some additional value
for the mining process. Combining the results received from text mining with
statistical methods would provide an interesting research challenge, which means
using numerical data analysis as part of the research process. This sort of exten-
sion would be possible if the numerical data in the structured fields of the reports
were processed with statistical methods and the results were combined with text
mining results. Based on the experience of the research process so far, it seems
obvious that the sample data set of 1,240 reports may be too limited – two thou-
sand reports might be a relevant amount from this point of view.

As data mining serves as a decision support tool, it does not give straight an-
swers to questions. It might, however, provide a starting point for more focused
processes that could give more detailed answers. This would be possible by com-
bining data mining with business intelligence (BI). As data mining and especially
clustering can act as a tool when we search for something that we are not aware
of, the process can proceed to applying other methods if something worth exam-
ining in more detail is found. Interesting findings can be used as input for the
next stage, as then we would be aware of what we are trying to find. For exam-
ple, if interesting safety cases are found, it might be possible to find out whether
similar cases exist in the data by using BI tools and applying the parameters
found as query criteria. In addition, varying the query parameters is a rather
quick method for broadening the search area to cases slightly similar to those
initially found.

Before mining all the material in the safety database of the civil aviation au-
thority, it might be relevant to perform another test with production data. Widen-
ing the sample to include several thousand reports, possibly exceeding 10,000
flight safety reports, which would allow a much wider view on the content of the
data as the sample used here was quite narrow and did not reveal any significant
trends. At least using a sample ten times bigger could contain different clusters
that could be used to determine mining definitions that, in turn, could be used for
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the whole database. Big Data (see Chapter 3.3.6) would offer some significant
future research questions if safety information could be expanded with general
information. For the time being, the data mining tools and systems offer suffi-
cient computing power as the data material consists of collected reports in a spec-
ified form, but if the search is to be made using global material, the scale and
requirements differ totally. The development of safety questions has recently sent
out signals that the origins of the course of lethal events ought to be searched for
from a significantly wider amount of information than before. The accidents pre-
sented here illustrate the issue and are examples of recent, very exceptional cata-
strophic events.

Learmount (2015) has discussed two recent flight accidents that were not the
results of any ‘conventional’ reason in the airline industry: on March 2014, Ma-
laysia Airlines flight MH370 from Kuala Lumpur to Beijing disappeared from
radar tracking and has so far not been found. The same airline suffered another
catastrophe only a couple of months later in June when flight MH17 was shot
down by a ground-launched, guided missile in eastern Ukraine. In both accidents,
all people on board were lost, a total of 537 casualties. These two events together
beg two questions: first, if the disappearance of MH370 turns out to be a deliber-
ate act instead of a ‘pure’ accident, it will make the statistics for 2014 dramatical-
ly different. Currently, the statistics now show 969 deaths (Learmount, 2015),
instead a total of only 432 might be correct. This situation would significantly
change the statistics that act as the basis for safety analyses, and consequently
misrepresent results. Secondly, the point of emphasis in flight safety discussion
has been on safety components and security aspects have received less attention.
The main safety and security aspects have been discussed in detail in Chapter
2.1. The question is, would it be necessary to extend the analyses beyond the
conventionally collected safety data? As the two events discussed here are, fortu-
nately, extremely rare, no collected material exists to identify them before they
happen. If the airline industry is made responsible for foreseeing and preventing
deliberately caused hostile acts, new methods and tools will be required. Big data
has already been discussed in this chapter. It might provide one possible solution
to the problem.
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International Standards and Recommended Practices, Chapter 1. Definitions
- Annex 13 to the Convention on International Civil Aviation: Aircraft Ac-
cident and Incident Investigation (reproduced with the permission of ICAO,
granted 27 April 2016, subject to the conditions established in the ICAO
Publications Regulations).





 
 
 
 
 

ANNEX 13 1-1 18/11/10 

INTERNATIONAL STANDARDS 
AND RECOMMENDED PRACTICES 

 
 

CHAPTER 1.    DEFINITIONS 
 
 
 

When the following terms are used in the Standards and Recommended Practices for Aircraft Accident and Incident 
Investigation, they have the following meanings: 
 
Accident. An occurrence associated with the operation of an aircraft which, in the case of a manned aircraft, takes place 

between the time any person boards the aircraft with the intention of flight until such time as all such persons have 
disembarked, or in the case of an unmanned aircraft, takes place between the time the aircraft is ready to move with the 
purpose of flight until such time as it comes to rest at the end of the flight and the primary propulsion system is shut down, 
in which: 

 
 a) a person is fatally or seriously injured as a result of: 
 
  — being in the aircraft, or 
  — direct contact with any part of the aircraft, including parts which have become detached from the aircraft, or 
  — direct exposure to jet blast, 
 
  except when the injuries are from natural causes, self-inflicted or inflicted by other persons, or when the injuries are to 

stowaways hiding outside the areas normally available to the passengers and crew; or 
 
 b) the aircraft sustains damage or structural failure which: 
 
  — adversely affects the structural strength, performance or flight characteristics of the aircraft, and 
  — would normally require major repair or replacement of the affected component, 
 
  except for engine failure or damage, when the damage is limited to a single engine (including its cowlings or 

accessories), to propellers, wing tips, antennas, probes, vanes, tires, brakes, wheels, fairings, panels, landing gear 
doors, windscreens, the aircraft skin (such as small dents or puncture holes), or for minor damages to main rotor 
blades, tail rotor blades, landing gear, and those resulting from hail or bird strike (including holes in the radome); or 

 
 c) the aircraft is missing or is completely inaccessible. 
 
 Note 1.— For statistical uniformity only, an injury resulting in death within thirty days of the date of the accident is 
classified, by ICAO, as a fatal injury. 
 
 Note 2.— An aircraft is considered to be missing when the official search has been terminated and the wreckage has not 
been located. 
 
 Note 3.— The type of unmanned aircraft system to be investigated is addressed in 5.1. 
 
 Note 4.— Guidance for the determination of aircraft damage can be found in Attachment F. 
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Accredited representative. A person designated by a State, on the basis of his or her qualifications, for the purpose of 
participating in an investigation conducted by another State. Where the State has established an accident investigation 
authority, the designated accredited representative would normally be from that authority. 

 
Adviser. A person appointed by a State, on the basis of his or her qualifications, for the purpose of assisting its accredited 

representative in an investigation. 
 
Aircraft. Any machine that can derive support in the atmosphere from the reactions of the air other than the reactions of the air 

against the earth’s surface. 
 
Causes. Actions, omissions, events, conditions, or a combination thereof, which led to the accident or incident. The identification 

of causes does not imply the assignment of fault or the determination of administrative, civil or criminal liability. 
 
Contributing factors. Actions, omissions, events, conditions, or a combination thereof, which, if eliminated, avoided or absent, 

would have reduced the probability of the accident or incident occurring, or mitigated the severity of the consequences of 
the accident or incident. The identification of contributing factors does not imply the assignment of fault or the 
determination of administrative, civil or criminal liability. 

 
Flight recorder. Any type of recorder installed in the aircraft for the purpose of complementing accident/incident investigation. 
 
 Note.— See Annex 6, Parts I, II and III, for specifications relating to flight recorders. 
 
Incident. An occurrence, other than an accident, associated with the operation of an aircraft which affects or could affect the 

safety of operation. 
 
 Note.— The types of incidents which are of main interest to the International Civil Aviation Organization for accident 
prevention studies are listed in Attachment C.  
 
Investigation. A process conducted for the purpose of accident prevention which includes the gathering and analysis of 

information, the drawing of conclusions, including the determination of causes and/or contributing factors and, when 
appropriate, the making of safety recommendations. 

 
Investigator-in-charge. A person charged, on the basis of his or her qualifications, with the responsibility for the organization, 

conduct and control of an investigation. 
 
 Note.— Nothing in the above definition is intended to preclude the functions of an investigator-in-charge being assigned to 
a commission or other body. 
 
Maximum mass. Maximum certificated take-off mass. 
 
Operator. A person, organization or enterprise engaged in or offering to engage in an aircraft operation. 
 
Preliminary Report. The communication used for the prompt dissemination of data obtained during the early stages of the 

investigation. 
 
Safety recommendation. A proposal of an accident investigation authority based on information derived from an investigation, 

made with the intention of preventing accidents or incidents and which in no case has the purpose of creating a 
presumption of blame or liability for an accident or incident. In addition to safety recommendations arising from accident 
and incident investigations, safety recommendations may result from diverse sources, including safety studies. 

 
Serious incident. An incident involving circumstances indicating that there was a high probability of an accident and associated 

with the operation of an aircraft which, in the case of a manned aircraft, takes place between the time any person boards the 
aircraft with the intention of flight until such time as all such persons have disembarked, or in the case of an unmanned 
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aircraft, takes place between the time the aircraft is ready to move with the purpose of flight until such time as it comes to 
rest at the end of the flight and the primary propulsion system is shut down. 

 
 Note 1.— The difference between an accident and a serious incident lies only in the result. 
 
 Note 2.— Examples of serious incidents can be found in Attachment C. 
 
Serious injury. An injury which is sustained by a person in an accident and which: 
 
 a) requires hospitalization for more than 48 hours, commencing within seven days from the date the injury was received; 

or 
 
 b) results in a fracture of any bone (except simple fractures of fingers, toes or nose); or 
 
 c) involves lacerations which cause severe haemorrhage, nerve, muscle or tendon damage; or 
 
 d) involves injury to any internal organ; or 
 
 e) involves second or third degree burns, or any burns affecting more than 5 per cent of the body surface; or 
 
 f) involves verified exposure to infectious substances or injurious radiation. 
 
State of Design. The State having jurisdiction over the organization responsible for the type design. 
 
State of Manufacture. The State having jurisdiction over the organization responsible for the final assembly of the aircraft. 
 
State of Occurrence. The State in the territory of which an accident or incident occurs. 
 
State of the Operator. The State in which the operator’s principal place of business is located or, if there is no such place of 

business, the operator’s permanent residence. 
 
State of Registry. The State on whose register the aircraft is entered. 
 
 Note.— In the case of the registration of aircraft of an international operating agency on other than a national basis, the 
States constituting the agency are jointly and severally bound to assume the obligations which, under the Chicago Convention, 
attach to a State of Registry. See, in this regard, the Council Resolution of 14 December 1967 on Nationality and Registration 
of Aircraft Operated by International Operating Agencies which can be found in Policy and Guidance Material on the 
Economic Regulation of International Air Transport (Doc 9587). 
 
State safety programme (SSP). An integrated set of regulations and activities aimed at improving safety. 
 
 
 
 

_____________________ 
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Accident, serious incident and occurrence report form TraFi LU3626e.





LU3626e  08/06

PLACE AND TIME OF OCCURRENCE 
Place of occurrence: (town, village/aerodrome) Date: Time (local time): 

REPORTER'S PERSONAL DETAILS
Name: Age: Street address: 

Telephone: Post code: City, Country: 

FLIGHT EXPERIENCE  (estimate if accurate information not available)
Total flight experience: Experience with a/c type mentioned: 

AIRCRAFT 
Registration: Call sign: Type of aircraft: 

HISTORY OF FLIGHT
Departed from: Time (local): Landed at: Time (local): 

Point of intended landing: No. of crew: No. of pax: Operator or club:                                                                  Type of operation: 

Private Comm. 
Nature of flight: 

Flight Rules:

A   B   C   D   E   F   G+  G

Occurrence phase of flight: 

VFR IFR

Class of Airspace: Part of Airspace: 

METEOROLOGICAL INFORMATION
Surface wind: Wind: Light conditions: 

°/ kts, gusts kts Steady Gusty   Variable Daylight  Dusk   Dark 
Visibility: Clouds: Temperature: Conditions: Weather: Type of Precipitation: 

km °C
Vertical visibility: QNH: Dewpoint: 

 ft hPa °C

VMC
IMC Turbulence Inversion  Mist 

Thunder Clear    Fog

Rain    Snow     Hail 

Light  Moderate Heavy

Other (e.g. runway conditions): 

Icing

Size of Birds: Number of Birds: 

Small Medium Large
Bird species: 

                        Used           Not used
Landing/taxilights:

Pilot warned of Birds:
Yes No

Indicated Air Speed:Height (AGL):
ft kt

BIRD STRIKE INFORMATION

OCCURRENCE INFORMATION
Occurrence details: 

(continue overleaf if needed) Attachment 1  
Injuries to persons: 

Attachment 2  
Damage to aircraft: 

Attachment 3  
Probable cause: 

Attachment 4
Reported by: 

Pilot-in-Command   Air Traffic Control officer   AFIS officer Other: 
Date and signature (name in capital letters): 

      /      20

ACCIDENT, SERIOUS INCIDENT
AND OCCURRENCE REPORT FORM
Finnish Civil Aviation Authority: 
Fax (09) 4250 2494 (reserve no. 4250 2939)



(fold here) 

Further information: 



APPENDIX 3

Definitions, Guidance and Usage Notes to ECCAIRS Taxonomy Version
3.4.0.2, Joint Research Centre of the European Commission.





Description Explanation
Accident An occurrence associated with the operation of an aircraft which, in the case of

a manned aircraft, takes place between the time any person boards the aircraft
with the intention of flight until such time as all such persons have
disembarked, or in the case of an unmanned aircraft, takes place between the
time the aircraft is ready to move with the purpose of flight until such time it
comes to rest at the end of the flight and the primary propulsion system is shut
down, in which:

(a) a person is fatally or seriously injured as a result of:

- being in the aircraft, or,

- direct contact with any part of the aircraft, including parts which have become
detached from the aircraft, or,

- direct exposure to jet blast, except when the injuries are from natural causes,
self-inflicted or inflicted by other persons, or when the injuries are to stowaways
hiding outside the areas normally available to the passengers and crew; or

(b) the aircraft sustains damage or structural failure which adversely affects

the structural strength, performance or flight characteristics of the aircraft, and
would normally require major repair or replacement of the affected component,
except for engine failure or damage, when the damage is limited to a single
engine, (including its cowlings or accessories), to propellers, wing tips,
antennas, probes, vanes, tires, brakes, wheels, fairings, panels, landing gear
doors, windscreens, the aircraft skin (such as small dents or puncture holes) or
minor damages to main rotor blades, tail rotor blades, landing gear, and those
resulting from hail or bird strike, (including holes in the radome); or

(c) the aircraft is missing or is completely inaccessible;

Note 1. - For statistical uniformity only, an injury resulting in death within thirty
days of the date of the accident is classified, by ICAO, as a fatal injury.

Note 2. - An aircraft is considered to be missing when the official search has
been terminated and the wreckage has not been located.

Note 3. - The type of unmanned aircraft system to be investigated is addressed
in 5.1 of Annex 13.

Note 4. - Guidance for the determination of aircraft damage can be found in
Attachment F of Annex 13.

Serious incident An incident involving circumstances indicating that an accident nearly occurred.

Note:

- The difference between an accident and a serious incident lies only in the
result.

- Examples of serious incidents can be found in Attachment C of ICAO Annex 13
and in the ICAO Accident/Incident Reporting Manual (ICAO Doc 9156).



Incident An occurrence, other than an accident, associated with the operation of an
aircraft which affects or could affect the safety of operation.

N.B. The type of incidents which are of main interest to the International Civil
Aviation Organization for accident prevention studies are listed in the ICAO
Accident/Incident Reporting Manual (ICAO Doc 9156) and ICAO Annex 13.

Major incident An incident in which:

- Safety may have been compromised either having lead to a near collision
between aircrafts, with the ground or obstacles  (i.e. safety margins not
respected which is not the result of an ATC instruction).

- Assessment of the incident using a risk classification process has identified
that this incident could have deteriorated into more serious situation.

Significant incident An incident in which:

- An accident, serious or major incident could have occurred if the risk had not
been managed within safety margins (one or more safety barriers remaining).

- or if another aircraft or vehicle had been in the vicinity during the incident.

Occurrence without safety effect Eurocontrol: An incident which has no safety significance.

N.B. This appears to be a contradiction with the ICAO definition of an incident:
An occurrence, other than an accident, associated with the operation of an
aircraft which affects or could affect the safety of operation.

A possibly safety related occurrence not meeting the reporting requirements.
This could be e.g. the result of downgrading the incident after review.

Observation The observation of a potential safety issue or hazard that, if not rectified could
cause or have caused an incident.  The date and time of occurrence for an
observation is that when it was first observed for the purposes of reporting and
not an assessment of how long the safety issue might have been present.

Occurrence with No Flight Intended A reportable Occurrence where there was no intention of flight.

Example:

Substantial damage found on aircraft during maintenance.

Not determined The class of the occurrence has not been determined.
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