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Abstract 

Previous studies from the U.S. show, that markets tend to react more to negative news than to the 

positive ones. This theory applies to credit rating downgrade announcements, which have typically 

caused negative abnormal returns both on the short and the long-term after the announcement. The 

stock returns after credit rating downgrades however have not been widely tested in smaller mar-

kets, such as in the Nordic countries. Therefore, the aim of this study is to examine the stock returns 

reaction of companies listed in the Nordic countries around the time when the credit rating down-

grade is announced. 

 

A typical method to study whether credit rating downgrades have an impact to stock returns is the 

event study method, followed by a regression analysis. The results of the event study suggests that 

the credit rating downgrades are connected with abnormal stock returns in the Nordic markets. 

However, the statistically significant negative abnormal returns occur mostly prior to the actual 

event date indicating that the negative abnormal returns are not caused by the credit rating down-

grades. This can be due to the deteriorated financial conditions of the rated company being noted by 

markets before the actual credit rating actions take place and the downgrade announcement is pub-

lished. Also, other announcements on the markers can cause negative abnormal returns in the event 

window before the downgrade. 

 

Based on the results of this study the investors react more negatively to the downgrades of compa-

nies in the investment grade than in the speculative grade. Also, the negative reaction is stronger, 

when a downgrade causes the rated company to fall from the investment grade to the speculative 

grade. Negative credit watch listings and negative outlooks announced prior to the credit rating 

downgrade however effect positively to the abnormal returns around the event date.  
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1 INTRODUCTION 

1.1 Motivation 

When buying a house, one would like to see the documents prior to your decision. The 

documents show the burdens and possible risks attached to the property and help to you 

land to a decision whether or not to buy the house. Leaking pipes and old heaters are risks 

that can become expensive in the future and are good to recognize in the early stages. 

Proper background checks reduce the risk also when investing your money somewhere 

else than housing. Recognizing the risks helps to assess the profitability of any investment 

from share purchases to buying complex financial instruments. Usually the challenge is 

that especially small investors, suppliers and lenders do not have the ability or access to 

estimate all the risks associated with a certain financial instrument, country or company. 

This task is not easy for larger actors either. Credit rating agencies therefore exists to 

provide comparable third party analysis regarding creditworthiness of rated companies 

and financial instruments. 

The major credit rating agencies (CRAs) — Standard & Poor’s (later S&P), Moody’s 

Investors Service (later Moody’s) and Fitch Ratings (later Fitch) — offer various credit 

ratings to bond issuers. They rate countries, financial institutions and companies to pro-

vide impartial opinions about the creditworthiness of the issuers of securities. (OECD 

2010; Dreibelbis & Breazeale 2012.) Since ratings are scaled third-party opinions about 

the creditworthiness of issuers and their liabilities, credit ratings are of interest to inves-

tors subscribing to a bond, lenders granting a loan and suppliers selling material on credit. 

Every creditor is interested in the risk they are taking and how likely they are to suffer 

loss. Ratings from Moody’s, S&P and Fitch are internationally comparable, which pro-

vides important information for investors worldwide. Many investors rely to the an-

nouncements by the three big credit rating agencies — S&P, Moody’s and Fitch whenever 

making investment decisions. As a result, the responsibility of credit rating agencies has 

emphasized, and the public interest has increased towards the services they offer. (Euro-

pean Parliament 2011.) 

Companies purchase credit ratings to be able to issue bonds with inexpensive terms. 

Good credibility means the issuer has a high probability to repay on time its interests and 

principals of the bond it has issued over the instrument’s entire lifetime. Therefore, highly 

rated companies gain lower interest rates. (S&P 2006.) In Nordic countries the credit rat-

ings have not been as widely utilized as for example in the United States. However, many 

firms among listed companies in the Nordic countries, which formerly had no ratings by 

S&P, Moody’s or Fitch have purchased a credit rating from a CRA during the past two 
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years according to Thomson One database. Consequently, nearly all the largest compa-

nies listed in the Nordic countries now have a rating from at least one of the CRAs.  

The credit rating agencies quide investors seeking to minimize risk and maximize re-

turn by offering comparable, standardized measures of risk connected to the investment 

(Moon & Stotsky 1993; Moody’s: Ratings definitions 2018). Since global capital markets 

have expanded exponentially, investors need non-traditional information about the devel-

oping nations and their sovereignty as well as possible issues with foreign currencies. 

(Levich, Majnoni & Reinhart 2002.) 

However, rating more complex financial instruments can be challenging also for credit 

rating agencies, which was shown by the financial crisis in 2008. The credit rating sec-

tor faced hard criticism after the rating agencies failed to issue downgrades of prominent 

US companies on time, some of which eventually went bankrupt. Excessively optimistic 

ratings helped in creating the global financial crisis, by causing billions of dollars in losses 

to investors. (Manso 2011.) Since then, credit rating agencies have been under stricter 

surveillance. 

Credit ratings have a relatively long history. Back in the early nineteenth century 

Henry Varnum Poor started by publishing information about railroad industry in the 

American Railroad Journal and soon founded his own company — Poor’s Publishing. 

Poor’s Publishing released information about the holdings of the railroads as well as as-

sets, liabilities and earnings of the railroads by obtaining the information given by the 

observed companies. In 1916 Poor’s company began bond rating businesses by publish-

ing daily an U.S. focused ninety-stock united price index. This later became S&P 500 — 

a market value weighted index focusing on the 500 most widely held companies in the 

U.S. In the Great Depression Poor’s Publishing went bankrupt and eventually merged 

with Standard Statistics in 1941. (Dreibelbis & Breazeale 2012.) 

Moody’s was also born as a response to the needs of railroad business when John 

Moody started assessing the operations, finance and management of the railroads. In 1914 

the operation expanded into bonds issued by municipalities, for example U.S. cities, and 

by 1924 Moody’s ratings covered almost 100 percentage of the US bond market. In 1970 

commercial papers and bank deposits came under analysis and the year also became piv-

otal since Moody’s alongside with other major credit rating agencies started to charge 

issuers and investors for rating services, which before had been free of charge. The billing 

change was made due to the increased complexity of the financial markets, which de-

manded more effort from the credit rating agencies, and selling published outlooks no 

longer covered the costs. (Moody’s History 2018.)  

Financial markets change continuously due to global investing environment, economic 

and political changes. The changing environment is challenging both for investors and 

credit rating agencies, as the financial crisis in 2008 showed. Despite the role of credit 

rating agencies in the financial crisis, the credit rating agencies still are the most likely 
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more qualified in evaluating the risk of complex financial instruments than an average 

investor, since most investors do not have the information needed to evaluate the risk of 

the investments properly.  

However, even before the financial crisis, there were a lot of studies about the credit 

ratings and what effects the credit rating changes have. Numerous studies document that 

announcements of credit rating changes have price effects on equity markets (Holthausen 

& Leftwich 1986; Glascock, Davidson & Henderson 1987; Hand, Holthausen & Leftwich 

1992; Dichev & Piotroski 2001). The most interesting finding has been, that in most cases 

only credit rating downgrades have created significant abnormal returns around the event 

day, unlike credit rating upgrades. Therefore, this study only concentrates on credit rating 

downgrades as well as negative outlooks and negative watches given before the down-

grade announcements with the expectation, that the credit rating downgrades are associ-

ated to statistically significant negative abnormal returns. 

1.2 Aim and restrictions 

The purpose of this study is to examine if there are negative abnormal stock returns in the 

Nordic markets caused by the credit rating downgrades. The method used for studying 

this effect is the event study method and the research sample consists of listed companies. 

Several researchers have studied both credit rating upgrades and downgrades. Most of 

the studies show, that abnormal returns are statistically significantly negative after credit 

rating downgrades, but usually statistically significant positive results are not detected 

after credit rating upgrades. For example, Dichev and Piotroski (2001) analyzed the long-

term price effects following credit rating upgrades and downgrades and found that only 

downgrades caused significant abnormal returns and underperformance during the fol-

lowing years. The results of previous studies indicated that a credit rating downgrade is a 

much more significant event for a firm than a credit rating upgrade can be, since down-

grade decreases the value of the company.  

Thus, the evidence suggest that investors react more to negative news and are rather 

indifferent for positive credit rating announcements. Since majority of the previous stud-

ies have found only credit rating downgrades to cause abnormal returns, I have chosen to 

focus solely on the downgrades and possible negative watches and negative outlooks 

given before them. In this study, my aim is to examine the following research questions: 

 

1. Do the credit rating downgrades cause negative abnormal stock returns in the 

Nordic markets? 
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2. Are the possible abnormal returns smaller, if a negative watch or a negative 

outlook has been given before the downgrade? 

 

Based on previous studies, a credit rating downgrade from investment grade to specu-

lative grade can cause larger abnormal returns. Companies react differently depending on 

which credit classification they belong to when the credit rating downgrade approaches. 

Khieu and Pyles (2012) found, that the cash hoarding effect was greater when the com-

pany was downgraded from investment grade to speculative grade. Regarding capital 

structure adjustments, Kisgen (2009) pointed out that firms downgraded to speculative 

grade reduce their debt twice as likely as other firms in the year following the downgrade. 

By comparison, upgraded firms did not subsequently change their capital structure.  

Also, Hung, Banerjee and Meng (2016) found that companies in speculative grade 

adjust their debt more than companies in the investment grade to benefit from the infor-

mation gap and exploit their better rating prior the credit rating downgrade. Reasons for 

this are for example that less bond portfolio managers and fewer analyst tend to follow 

lower-rated firms. Therefore, the credit rating downgrade means loss of visibility and 

investors for the company. 

The credit rating agencies have an institutional feature due to their monitoring role of 

the markets. Since their opinions about the risk associated with certain financial instru-

ments are standardized and widely recognized, for example pension funds use ratings in 

their guidelines. In many cases they are only allowed to invest in highly-rated companies, 

usually signifying companies in investment grade. Then when the firm’s rating falls from 

the investment grade to the speculative grade the firm loses investors, which could cause 

abnormal returns around the downgrade. (Boot, Milbourn & Schmeits 2006.) Therefore, 

my third research question is as follows. 

 

3. Do firms downgraded into speculative grade have larger abnormal stock re-

turns at Nordic markets than firms, which have not been downgraded from a 

main category to another? 

 

Firms take similar actions to adjust their capital structure before and after the credit 

rating downgrade is published. Hung et al. (2016) found, that firms reduce their leverage 

by 1.5% – 2.0% by issuing less net debt compared to net equity during the year after the 

credit rating downgrade and typically adjust their level of leverage before publishing the 

downgrade announcement. This is most likely due to the increased costs caused by the 

credit rating downgrade, since lower credit rating typically increases the costs of debt 

financing.  Therefore, my final research question addresses the leverage level of a firm 

and its possible impact to the abnormal returns. 

 



13 

4. Does the leverage explain the abnormal returns of downgraded firms? 

 

This research focuses on downgrades and given negative outlooks and negative 

watches to long-term credit ratings given by Moody’s, S&P and Fitch for listed compa-

nies in Nordic markets. Unfortunately, the previous data from negative outlooks and neg-

ative watches is only available free of charge by Moody’s and Standard & Poor’s, mean-

ing that the possible previous announcements before the credit rating downgrades by 

Fitch are not obtainable in this study. Since Fitch is the smallest of these credit rating 

agencies and has only 13 observation in the sample of this study, the lack of Fitch previ-

ous announcement to credit rating downgrades does not likely have a significant impact 

on the results. The same applies to the 15 observations from S&P which for some reason 

did not include previous actions in S&P’s Rating Actions webpage. 

Mostly the biggest listed companies in Nordic countries have credit ratings by 

Moody’s, Standard & Poor’s or Fitch, which signifies that the companies included in this 

study are large and well-known. The lack of ratings given by Moody’s, S&P and Fitch 

will exclude many small companies from the study, signifying that the results may not be 

applicable to small companies. 

1.3 Structure 

Chapter 2 introduces the basic finance theories and concepts related to event study meth-

odology. The chapter presents theories about market efficiency and asymmetric infor-

mation and attaches them into the credit rating downgrades. Chapter 2 also presents the 

most notable previous studies from the U.S. and the non U.S. areas. 

Chapter 3 focuses solely on credit ratings. The chapter starts with the introduction of 

the credit rating markets and the purpose of public credit ratings. This chapter also pre-

sents the credit rating process and the credit rating scale from AAA to D. Also, credit 

rating actions prior to the actual credit rating downgrade are discussed alongside with the 

basic legislation and possible conflict of interest with credit ratings. 

Data, hypotheses and the research methodology are introduced in Chapter 4. The data 

collection process and data exclusions are briefly described and the reasonings for the 

hypotheses are provided. The chapter also introduces the event study method, which is a 

basic method used when studying stock reactions during an external event. In this study, 

the event study method is used to determine the cumulative abnormal returns in the event 

window.  After the event study, regression analyses are made to test the variables causing 

the cumulative abnormal returns. 

The results, starting from descriptive statistics, are presented in Chapter 5. The chapter 

introduces the concrete findings of the event study and the regression analysis. In Chapter 
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5 possible explanations for these results are analyzed. Finally, Chapter 6 summarizes the 

study and gathers the key findings. 
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2 THEORETICAL BACKGROUND 

2.1 Market efficiency 

In efficient markets all information is directly transformed into the prices of securities. 

All information is consistent, clear and available (Fama 1970). Also according to most 

definitions, information is transparent and accurate. When markets are efficient, any mar-

ket beating strategies should theoretically not exist, since all information is already 

adapted into current market prices. Past stock prices cannot be used in predicting the fol-

lowing price development either, since the stock prices follow the random walk model. 

The assumptions behind the random walk model are that the price changes are independ-

ent and subsequent changes are usually equally distributed. In the random walk literature, 

the expected return is stationary during all times. (Fama 1970.) 

The efficiency of the markets can be divided into three different categories, each of 

them describing the level of market efficiency. If the market fulfils the weak-forms of 

market efficiency, all past price information is adapted into current market prices. When 

the market fulfils the semi-strong conditions of market efficiency, the prices contain all 

the financial information publicly shared and the historical information. The financial 

information contains for example the annual reports and other public announcements such 

as credit rating announcements. In markets that fulfil the strong-form condition, all the 

public and non-public information is directly adapted into the market prices of securities, 

including the insider information. Hence any participant cannot have a monopolistic ac-

cess to information relevant for the current price forming. 

Alternatively, the markets are not efficient. Fama (1970) states that the market price 

should react immediately and accordingly to the new information. If the markets are in-

efficient, the price change appears as too large or not large enough, after which the pos-

sible price correction can cause more inefficiency at the markets. The inefficiency of mar-

kets can be exploited by investors and if the market reactions are easily anticipated, profits 

can be made from them. Usually this means markets are not truly efficient. 

Sufficient conditions for market efficiency are easily determined, but usually they not 

exist at the factual markets. The conditions require that there are no transaction costs at 

the market and all information is available for all participants. Also all participant must 

agree on how the information effects on the stock price if it has an effect at all and all 

participants must have an agreement about the future prices. If these conditions are ful-

filled, the stock price fully reflects all information available. Although, frictionless mar-

kets do not happen in practice.  

Through transaction costs information is not freely available for all participants and 

the first one to know about the new information can benefit from it since stock prices 
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adapt new information with a lag. Also, investors may disagree on the price effect of the 

new information. Investors can interpret the information differently and therefore have 

different valuations for stock prices. On the other hand, stock market prices do not only 

contain price information, but also feelings and assumptions of the market participants’.  

These aspects are reasons why the efficient markets may not fully exist. Hence, it has 

been proven that market return can be exceeded with certain strategies, for example by 

some anomaly-based investment strategies. As Fama (1970) notes the sole way to get 

higher returns is through higher risk. According to the efficient market hypothesis, inves-

tors should invest only on low-cost index funds or ETFs and therefore maximize returns 

by cutting expenses. 

Investors have studied if former price development would anticipate future profits for 

a long time. Technical analysis tries to forecast the future prices and profits by exploiting 

market inefficiency but does not work if markets can be classified even to the weak-form 

of efficiency. However, technical analysis can occasionally notice inefficiencies at the 

markets and exploiting them enhances the market efficiency since noticed inefficiencies 

will thereby disappear. 

An event study studies the market efficiency by testing how the markets react to new 

information and thereby the event study methodology assumes the market is semi-strong 

form efficient. Typically, the event study method is used when the effect of a certain 

exogenous event on stock price is examined, for example a merger announcement. An 

event study begins by defining the exact event date, which is the announcement date of a 

merger, acquisition or a credit rating downgrade, to mention a few. After this the abnor-

mal returns, which are the actual returns around the event date minus the expected normal 

returns on those days, tell if the exogenous event had an effect on the returns and thereby 

if the event caused a market reaction. 

Previous studies (e.g. Holthausen & Leftwich 1986) state that rating agencies handle 

confidential data and therefore rating announcements reveal new information to the mar-

kets. Regarding the efficient market hypothesis, the new information is rapidly converted 

into prices, which can cause abnormal returns. Stock prices reflect all information pub-

licly available, including the rating announcements. According to Paul Taylor, the presi-

dent and chief executive officer of Fitch Group, credit ratings have an important role in 

maintaining the market efficiency. Efficient bond markets are critical for example for 

industry manufacturing and for the global economy since they are largely used in funding 

research and development and for investing in infrastructure. The more information is 

equally shared, the more efficient the markets are and the smaller the information gap 

between a lender and a borrower will be. (Fitchratings.com 2018.) 
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2.2 Asymmetric information 

Asymmetric information means that the information is unevenly distributed, and certain 

actors have more information than other participants on the markets. This unbalanced 

information for example between lenders and borrowers can result in inefficient outcomes 

at the markets. Akerlof (1970) described the dilemma of asymmetric information with 

cars sales. He names the bad cars as lemons and only the seller knows if the car he is 

selling is a lemon. For the buyer the probability to get a good car is 𝑞 and the probability 

for a bad one (1-𝑞). At the same time, the buyer cannot identify which cars are lemons 

and which are not. Therefore, the buyers are only willing to pay the average market price 

since they pay the same price for a good car and for a lemon. If most of the cars sold in 

the market are lemons, the good cars may not come to the market at all, since the price 

paid from them is defined by the majority of bad cars. This theory is based on Gresham’s 

law concerning originally monetary principles. According to Gresham’s law “bad money 

drives out good” (Akerlof 1970), meaning for example that if there are two commodities 

with the same accepted value, the one which is more expensive to produce or store will 

disappear. 

Separating good quality from bad is necessary in the business world. The CRAs have 

created their ratings to be able to separate riskier investments from safer ones and there-

fore credit ratings can address the considerable degree of information asymmetry in fi-

nancial markets (Elayan, Hsu & Meyer 2003; Abad & Robles 2015).  

However, credit rating agencies can also increase the information asymmetry at the 

markets. Managers can forecast the firm’s future better than the investors due to their 

better knowledge of the firm, which leads to information asymmetry. Hung et al. (2016) 

noticed that on the periods before the credit rating change the information gap between 

investors and managers is as its highest. Information asymmetry is shown to be high 

around credit rating announcements, especially when s firm is downgraded. Since the 

effect is more significant for downgraded firms, the information value of downgrade an-

nouncements is higher (Chung, Elder & Kim 2010). 

Hung et al. (2016) pointed out one troubling issue in updating credit ratings - the credit 

rating agencies are not always able to reflect up-to-date information in their announce-

ments, which does not serve the information asymmetry. The Association for Financial 

Professionals (AFP) reported based on its survey in 2002 that most company leaders did 

not think changes in their company’s financial situation were promptly reflected in the 

credit ratings. Generally, the delay was believed to be approximately six months. There-

fore Hung et al. (2016) suggest that credit rating agencies increase information asymmetry 

since credit rating revisions are not always made on time. They base their suggestion on 

the fact that the changed creditworthiness of a company is first noticed internally, and 
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only after a while published to the audience. This creates increased information asym-

metry between the markets and the firm, since the managers have first-hand knowledge 

about the firm’s financial situation, growth opportunities, operating performance and fu-

ture outlooks. This asymmetry in information is called information gap. The delay on the 

other hand in announcing credit ratings responding to the changed conditions and expec-

tations the firm is facing, is partly due to credit rating agencies being willing to grant the 

firms some time to recover from their situation before taking actions which can damage 

the firm’s reputation and worsen its terms when issuing bonds (Boot et al. 2006). 

2.3 Role of leverage 

The role of debt financing and capital structure in a company varies among industries, the 

size and age of a company, targets, managements and economical situations. Debt plays 

numerous roles in capital structure theories (Harris & Raviv 1990, Kim, Chen & Nance 

1992). Originally capital structure theories concentrated on the tax benefits of debt (Mo-

digliani & Miller 1963) and then on analyzing the debt level of a company as a signal of 

its quality (Ross 1977). Later there have also been numerous other theories about the 

capital structure and role of leverage. 

In 1958, Modigliani and Miller presented their famous irrelevance theorem of financial 

leverage. The idea was that the capital structure does not affect the value of the firm and 

therefore in an efficient market the dividend policy of a firm and the decisions about 

issuing stocks or raising debt are irrelevant. 

Opposing theories, where the capital structure is relevant for the value of the company, 

are called relevance theories, which there are plenty of. For example, according to maxi-

mum debt theorem, the stock price and therefore the value of a firm increases for two 

reasons. First, the cost of capital decreases with increased debt amount. Second, willing-

ness to increase debt is seen as a positive signal since it expresses management's confi-

dence about the future (Ross 1977). 

Optimal leverage theorem recognizes that the cost of capital decreases with debt but 

also that the risk of bankruptcy increases. The stock price increases if the level of leverage 

has been below the optimal amount and decreases if it has been above. 

In the bad news theorem (Miller & Rock 1985), unanticipated announcements of new 

financing indicate that the cash flow has been smaller than expected, which is a negative 

sign for investors. Managers know more than outside investors about the company’s cur-

rent situation and future opportunities, and announcements reveal new information to the 

investors. This theory differs from Modigliani and Miller’s (1961) theories in which in-

vestors and managers have the same information and they share a common understanding 

about the current and future earnings. Myers and Majluf (1984) stated that new securities 
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are issued when managers believe the security is overvalued, which causes investors to 

demand discounts. Any change in financial leverage requiring new financing causes the 

stock price to decline.  

Changes in leverage and balance sheet figures launch credit rating changes gradually 

(Boot et al. 2006; S&P 2006; Chung et al. 2012). Recognizing this, some companies 

structure their financing to reflect credit rating agencies’ criteria to maintain or achieve 

higher ratings. For example, a large client of S&P had restructured its floating short-term 

debt by fixing its debt maturity schedule to maintain its short-term rating. In some cases, 

rating aspects have also been attached on as parts of the company’s goals and a good 

rating or a rating in the investment grade can form a base on company’s financial strategy. 

(S&P 2006.) The leverage level or other balance sheet figures justifying a certain rating 

are not given by CRAs, but firms can target certain ratings themselves by promoting the 

company’s good financial health and flexibility. A financially strong company will al-

ways overcome future obstacles better than a company with short debt maturities and 

little financial flexibility.  

Previous studies show that markets tend to react more to the negative news than to the 

neutral or positive ones. There is also evidence indicating rated firms themselves tend to 

react to credit rating downgrades. Khieu and Pyles (2012) reported cash policy changes 

after credit rating downgrades in the form of increased excess cash holdings by 3 percent-

age. Excess cash holdings were calculated as the difference between the expected and the 

actual cash holdings and the similar reaction did not occur in the matched non-down-

graded sample companies. The cash hoarding effect was larger in the companies down-

graded from investment grade to non-investment grade. The results indicated that firms 

were preparing for the negative market consequences. While studying information asym-

metry between the markets and the firm, Hung et al. (2016) found that firms adjust their 

financial structure by adding debt by 1.29 percentage before credit rating downgrades. 

Significant financial actions were not observed before credit rating upgrades. On the other 

hand, Kisgen’s (2009) results revealed that downgraded firms issue 1.5 % – 2.0 % less 

net debt compared to net equity than other firms within the year after the downgrade. 

Earlier however, Kisgen (2006) had claimed that in order to avoid the downgrade in the 

lower ratings and achieve upgrades in the higher ratings, firms reduce their leverage prior 

to the credit rating announcements. These results are not consisted with the study by Hung 

et al. (2016), which can be for example effected by the different samples from different 

years used in their studies. 
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2.4 Prior literature 

2.4.1 U.S researches 

Many researchers have examined credit rating downgrades in the U.S. market and found 

significant abnormal stock returns during and after the event date (e.g. Holthausen & 

Leftwich 1986; Glascock, Davidson and Henderson 1987; Hand, Holthausen & Leftwich 

1992; Dichev & Piotroski 2001). These researchers have typically used stock price data 

from the U.S. markets of varying lengths of time and studied downgrades and upgrades 

given by Moody’s or S&P. Ratings provided by Fitch are relatively less studied, probably 

due to its smaller market share compared to its competitors. 

Originally the studies examining credit rating changes used monthly stock data (e.g. 

Pinches & Singleton 1978; Griffin & Sanvicente 1982) instead of daily data, which can 

effect the results of these previous researches. Lately using the daily data has been more 

popular since the monthly returns can easily hide the possible abnormal returns around 

the event date or the monthly data can be widely affected by other events of the same 

month. To avoid the most evident interferences of other events, for example Holthausen 

and Leftwich (1986) divided the observations in their sample roughly into “contami-

nated” and “non-contaminated”, since considering all the alternative explanations for the 

price effect would have been overly burdensome. In their definition, an observation was 

classified as contaminated when the Wall Street Journal had referred to any other source 

in their story about the credit rating change or if the magazine had released any firm-

specific information between the days –1 and 2 around the event date. 

Market efficiency is the key assumption when examining the effect of credit rating 

changes on the markets, since if the markets are inefficient, there would be no reaction 

caused by a credit rating change or the reaction would not be proportionate. When a price 

effect occurs after an announcement of a credit rating change the CRA’s have given new 

information to the markets since if the information had been incorporated to the stock 

prices beforehand, these price effect would not exists.  

Holthausen and Leftwich (1986) examined the information effect of bond credit 

changes through abnormal daily stock returns after rating announcements. They studied 

downgrades in ratings given by Moody’s and S&P between 1977 and 1982 and discov-

ered negative abnormal stock returns on the event day and the day after the announce-

ment. Primarily they researched if rating agencies do provide new information to the cap-

ital markets, which can be examined only through credit rating changes since the rating 

agencies loss functions are not known and the determination of whether the upgrade or 

downgrade has been given on time is impossible for an outsider to observe. 
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Holthausen and Leftwich (1986) questioned some previous studies (e.g. Pinches & 

Singleton 1978; Griffin & Sanvicente 1982), which had results indicating that the rating 

changes are announced late and do not provide new information to the market since the 

information is already incorporated into stock prices. They stated that the price response 

to the credit rating announcement can be examined solely when the effect occurs. When 

the effect occurs all the information had not been incorporated to the prices beforehand. 

Holthausen and Leftwich used the two-day event window in order to decrease the likeli-

hood of other events affecting the measured stock effect. They also excluded events with 

simultaneous information releases from days −1 to 2. 

As a result, they discovered statistically significant abnormal returns with downgrades 

across rating classes and no significant abnormal returns associated with upgrades. In 

their study, they used an impressive sample of more than 1,000 credit rating changes. 

They also included positive and negative credit watch listings, which had a large effect 

on stock prices both when the contaminated observations were included or excluded. 

Overall, they find significant negative returns after downgrades but insignificant positive 

returns after upgrades and their results indicated that credit ratings provide information 

to the markets. 

Also Pinches and Singleton (1978) studied if credit rating changes provide new infor-

mation to the markets. They used bond rating changes by Moody’s and concluded that 

the credit rating changes were announced with a lag due to the increased or decreased 

returns before the credit rating change. They expected that the lag would be longer if there 

had been no company specific events such as an issuance of new debt financing, since 

these company specific events would have forced the rating agency to re-evaluate the 

company’s financial conditions and therefore the following credit rating changes would 

have been announced more quickly. For upgrades they discovered the lag to be from one 

year to a year and a half with and without firm specific events. For downgrades on the 

other hand the lag was 15 months without the company specific events and only 6 months 

with them, which proved that the re-evaluation had shortened the lag with credit rating 

downgrades. Pinches and Singleton concluded that markets anticipate the rating changes 

and credit rating agencies are slow to change ratings especially without company specific 

events. Markets are efficient and rating changes do not provide new information. How-

ever, Pinches and Singleton’s study has since been questioned due to the use of monthly 

data. 

Glascock, Davidson and Henderson (1987) based their study on Pinches’ and Single-

ton’s study, but instead of monthly data, they used daily data concentrating on the days 0 

and 1. They used Moody’s Bond Service rating changes from 1977 to 1981 and found as 

a result a statistically significant reaction for the downgrades on the announcement date 

when there was no statistically significant reaction to the upgrades on the day 0, but the 
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residuals however decreased soon after the announcement date. For downgrades the re-

turns on the day 0 drift down only −0.39 percentage but by the day −1 the returns drift 

−3.56 percentage. 

Dichev and Piotroski (2001) examined long-term stock market reaction to rating 

changes of bonds and find insignificant reactions to upgrades and significant negative 

reaction to downgrades. The negative reaction was stronger for small firms with low cre-

ditworthiness. Dichev and Piotroski concluded in their research that there were no sub-

stantial abnormal returns following credit rating upgrades, but there were substantial neg-

ative abnormal returns after downgrades. In their study they discovered −10 to −14 per-

centage a year underperformance during the first year after the downgrade, when the un-

derperformance was at its highest. During the second and third year after the downgrade 

the returns were at −4 to −6 percent annually.  

Credit watch placements are a relatively new aspect to the study of credit rating 

changes and credit watch listings have been less examined than for example credit rating 

changes. The reaction to negative credit watch listings is mostly convergent with the re-

action to credit rating downgrades. Elayan, Maris and Maris (1996) examined negative 

credit watch listings with commercial paper ratings and found a significant market re-

sponse to negative watch listings, when confirmations of the current rating caused no 

effect and upgrades caused only an insignificant positive reaction. Earlier (1990) they had 

discovered a negative reaction to negative watch listings preceding rating affirmations, 

but no reaction when a downgrade followed the negative watch listing. Also, they found 

no reaction to positive watch listing whether they were followed by an affirmation or an 

upgrade. 

Holthausen and Leftwich (1986) found negative excess returns after negative credit 

watches but not enough evidence suggesting positive excess returns after positive 

watches. Few years later Hand, Holthausen and Leftwich (1992) divided credit watches 

into expected and unexpected announcements and found no excess returns after expected 

credit watches, but that unexpected negative credit watch placements caused a significant 

market reaction.  

The trend is that in the U.S. the significant reactions are only associated with negative 

news whether they are negative credit watches or credit rating downgrades. Positive news 

have rarely caused a significant effect on the U.S. market according to the studies. 

2.4.2 Non-U.S. researches 

The results from the U.S. market indicated that credit rating downgrades and other nega-

tive news cause abnormal stock returns, but that markets are rather indifferent to positive 
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news. Since the U.S. market is a large and liquid market, the results from the U.S. market 

do not necessarily apply for smaller and less liquid markets.  

Elayan, Hsu and Meyer (2003) examined if reaction to credit rating announcements is 

different between small and large markets due to the limited information at the market 

and fewer analysts following the firms. They chose to study the market of New Zealand 

since it is easily qualified as a small market, but also because it is a developed market. 

They concluded that the stock reaction is greater for firms not cross-listed in the U.S. 

indicating that CRAs provide information to the smaller markets, which have fewer ana-

lysts providing information.  

Elayan et al. (2003) found that downgrades and negative credit watch listings are con-

nected to significant negative returns. Also, positive credit watch listings cause a signifi-

cant positive market reaction, which is consistent with other non-U.S. studies, for exam-

ple Barron, Clare and Thomas’ (1997) at the UK market. However, unlike in many pre-

vious studies, a significant positive reaction to credit rating upgrades was also found. 

Average cumulative abnormal returns were calculated at two-day CAAR period and most 

of the results were significant at the 0.1 significance level. Overall, they concluded that 

smaller markets are generally more sensitive also to good news and that CRAs provide 

new information to the smaller markets decreasing information asymmetry. 

Li, Visaltanachoti and Kesayan (2004) wanted to study the effects of credit rating re-

visions also on small but liquid markets. They chose Sweden due to its high liquidity, 

which decreases the information asymmetry at the markets. Also due to the liquidity, they 

expected weaker reaction to the credit rating changes, which they discovered. They found 

no effect on the event day and the day after (two-day period), but instead significant pos-

itive CARs for 10 and 20 days following the downgrade. Li et al. (2004) concluded, that 

the market had anticipated the news but overreacted causing the stock price slowly to 

recover after the event date. Even later, at 2 to 6 months, they found statistically signifi-

cant excess returns denoting that the stock price level balances slowly after the event. 

Overall, they found significant reaction on short-term to credit rating downgrades and 

negative outlooks and that the informational value of a downgrade or an upgrade depends 

of the liquidity of the markets. 
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3 CREDIT RATINGS 

3.1 Credit rating markets 

Credit rating agencies offer opinions on the issuers’ capability and willingness to meet 

their financial engagements. The credit rating announcements are not buying or selling 

recommendations of bonds or shares, but simply opinions about the issuer’s creditability. 

Different credit rating agencies’ policies differ from one another — for example S&P’s 

and Fitch’s credit ratings evaluate the default risk of the companies whereas Moody’s 

bases its ratings on the estimated loss in case of bankruptcy. The main motive of credit 

ratings is to evaluate how companies survive from their long-term debts and responsibil-

ities. Fundamentally a credit rating indicates whether a company has a low or high risk 

of defaulting and therefore determines how attractive the company is as an investment 

opportunity. 

OECD (2010) defined three main functions of credit ratings. First, credit ratings meas-

ure the credit risk of the issuer. This action decreases the information asymmetry between 

issuers and investors and increases the effectiveness of markets. Second, credit ratings 

create a consistent global rating scale by providing means to compare the credit risk of 

different issuers in separate countries. Third, ratings give issuers one standardized meas-

ure verified by various sources to be used in contracts and regulations. Via a public credit 

rating the risk analysis of a firm can be summarized in concise form instead of complex 

description of the firm’s financial situation. Ratings standardize the information about 

businesses, which are alike, which again reduces the asymmetric information between 

investors and rated companies (Dreibelbis & Breazeale 2012). The three functions above 

used to be separated but have since been combined into one credit rating announcement 

to simplify the outcome of the credit rating process. Together these functions offer valu-

able information to the markets. (OECD 2010.)  

Moody’s, Standard & Poor’s and Fitch are known global actors and they operate 

around the world. They focus on offering globally comparable ratings to help investors 

make global investment choices. They follow the same principles in all countries and 

firms they observe, which makes credit ratings from the same credit rating agency glob-

ally comparable. The rating is the same for companies in Asia or in the U.S. when the 

components defining the credit ratings are similar. (Sinclair 2005.) Therefore, the credit 

ratings and credit rating changes among Nordic listed companies are considered as equal 

between the Nordic countries.  

Moody’s and Standard & Poor’s are the largest actors of credit rating markets globally 

(Sinclair 2005). In 2011, they both had approximately 40% market share, while Fitch had 

around 15%. Together these major credit rating agencies held 95% of the market share 
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(European Parliament 2011) and by 2015, the market shares had not changed (Council on 

Foreign Relations 2015). 

The largest credit rating agencies are registered as nationally recognized statistical rat-

ings organizations (NRSROs) under U.S. Securities and Exchange Commission (SEC), 

which enforces the security and stock exchange industry and proposes rules for securities 

in the United States. (Sec.gov 2013) SEC originally created the NRSRO status in 1975 

and in 2010 there were eleven credit rating agencies with the NRSRO status. Several 

smaller credit rating agencies, which also were part of the NRSROs, merged with Fitch 

in 1990s. (OECD 2010.) 

After the financial crisis U.S. Securities and Exchange Commission proposed tougher 

regulations for credit rating agencies (Manso 2011). The financial crisis touched almost 

the entire world and risky subprime mortgages issued with far too optimistic ratings were 

one great cause for the crisis. After failing to rate properly structured finance products 

EU strengthened its surveillance to provide increased protection investors’. After 2009, 

CRAs needed to be registered and regulated by national competent authorities. CRAs also 

needed to avoid conflicts of interest, signifying more transparent rating processes and 

clear rating methodologies. The European Securities and Markets Authority (ESMA) was 

founded to stabilize financial markets and supervise CRAs registered in EU as an inde-

pendent EU authority. Other responsibilities of ESMA are investor protection and robust 

market infrastructure through transparency, integrity and efficiency. (Europe.eu.com 

2018.) Credit rating agencies help in reducing fragility of financial markets through their 

role, which is to watch and take action when the issuer’s credit risk has fundamentally 

changed (Boot, Milbourn & Schmeits 2006). 

3.2 Credit rating process 

Credit rating agencies are specialized institutions, which offer independent and objective 

ratings for countries, financial institutions and companies. The issuer requests a public 

rating from a credit rating agency in order to have a recognized rating from a third party 

to tell about the issuer’s creditworthiness. As seen in Figure 1 the issuer pays to the rating 

agency and in exchange receives a public opinion of its ability to pay its financial require-

ments. The rating benefits the investors, subcontractors and other lenders of the company, 

and the market parties who find the risk to be suitable for their needs, then finance the 

issuer.  
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Figure 1: Credit rating system 

According to Standard & Poor’s principles and rating methodology (S&P: Corporate 

Methodology 2013), in a rating process they pay attention to a firm’s cash flows, com-

petitive position, country and industry risk and on financial instruments when evaluating 

the firm. Other categories are for example insurance coverage, loan covenants and legal 

problems. Overall the rating agency is interested in the financial health and sustainability 

of the rated issuer. Cash flow is probably the most important aspect to be monitored and 

the credit rating agencies divide the cash flow analysis into four sections: volatility, pre-

dictability, strength and limitations. Also, the quality of operational cash flow and the 

amount and channels of outflow are monitored. Since cash flow is not the only way to 

finance a company’s operational functions, also the company's access to external funds is 

part of the evaluation. 

The cash flow to leverage ratio is under surveillance since higher levels of leverage 

correlate with higher levels of default. The evaluation of a company’s competitive posi-

tion includes company’s overall profitability related to default risk, regulated utilities and 

regulatory stability. The country risk of the company includes institutional, economic and 

governance effectiveness as well as the overall financial system and payment culture. It 

also includes country growth opportunities and political sustainability, alongside with in-

flation rates. Industry risk refers to the cash flows and earnings of the company, which 

correlate with the cash flows and earnings volatility of the industry. The credit rating 

agencies also pay attention to financial instruments issued or supported by the reviewed 

corporate entity. Other industry risks concern labor availability, infrastructure and cor-

ruption levels, taxes, cultural issues and transparency. (S&P: Corporate Methodology 

2013.) 
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Overall industry risk, business risk and financial risk are monitored in all types of rat-

ing models. Industry risk is associated with the sector in which the company operates 

whereas business risk is related only with the specific unit being rated. Business risk in-

cludes factors such as technology used, location, market share, inputs for manufacturing, 

suppliers and customers. Financial risk relates to operating performance, including prof-

itability, gearing, liquidity and business growth and the financial risk factor is more 

weighted than other risk areas in most rating models. (S&P: Corporate Methodology 

2013.)  

The rating process according to Standard and Poor’s information (S&P: Corporate 

Methodology 2013; Hung et al. 2016) and the Moody’s rating process (Moody’s 2018). 

 

1. Contract − The client requires a rating and signs an engagement letter 

2. Pre-evaluation − A team from CRA reviews the provided financial information 

3. Management meeting – Analysts meet with the management 

4. Analysis − Information evaluation 

5. Rating committee − Votes on the credit rating based on the presentation of the 

lead analyst 

6. Notification – The client verifies that information presented by the CRA is correct 

7. Publication – CRA publishes the credit rating announcement 

8. Surveillance – CRA monitors the client and updates the rating when necessary 

 

The rating processes of S&P and Moody’s are mostly identical, starting with a rating 

application, when an issuer requests a rating and signs the engagement letter. After sign-

ing the letter, Moody’s’ official rating process can start, and the nominated lead analyst 

will gather information about the issuer or financial instrument from public sources. This 

phase is mostly similar to S&P’s pre-evaluation step where a team reviews the infor-

mation about the rated unit. Once all the publicly available information is analyzed, CRA 

asks for substantive financial and non-financial data from the issuer. This requires inter-

action with the issuer and S&P usually organizes a management meeting, where analysts 

meet with the company management. After meeting the client and gathering the essential 

information, starts the analysis, during which all the information is considered in the light 

of credit rating methodologies and both quantitative and qualitative components. A rating 

committee then votes about the credit rating based on the presentation of the lead analyst. 

All recommendations require a majority of the votes of the rating committee and a single 

analyst has only limited possibility to affect to the rating. (Moody’s 2018.) 

When the rating committee has voted, a notification will be given to the client to make 

sure the information is correct. Thus, the client is informed about the decision of the rating 

committee. After informing the client, the credit rating is published and disseminated by 
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financial news agencies. The client does not know for sure when the announcement is 

published and the timing depends on the rating agencies. (Moody’s 2018.)  

Hung et al. (2016) state that shared information is especially important at the phases 5 

— rating committee actions and 6 — notification to the client. Once the rating is publicly 

issued, the rating agency maintains surveillance, which is considered to be the most im-

portant part of the whole process. By monitoring the company closely after issuing a 

credit rating, the rating agency is invariably up to date with the company’s situation and 

can inform investors, when they suspect a possible credit rating upgrade or downgrade. 

(Sinclair 2005.) Credit rating agencies follow the performance of a firm and report the 

changed conditions harming or improving the credit worthiness as credit rating down-

grades or upgrades. 

Hickman (1958) pointed out in the earlier stage of credit rating industry that the credit 

rating agencies tended to follow the cyclical behavior of stock markets by upgrading com-

panies in good times and downgrading them during bad times, rather than evaluating the 

actual creditworthiness of the companies. 

 

Figure 2: Ratings over time in an ideal world (after S&P 2006) 

Ideally, credit ratings are forward-looking and consider all aspects of the future that 

can be predicted. Natural rises and falls during business cycles are anticipated and do not 

affect credit ratings as demonstrated in Figure 2, and therefore ratings will remain stable 

through this natural variation. Cyclicality is a part of business risk and when knowingly 

favorable times are ahead, there is no reason to lower the rating. If company’s perfor-

mance varies between the AAA and A ratings, an AA rating is suitable for rated issue 

through the fluctuation. (S&P 2006.) 
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Figure 3: Rating over time in realistic world (after S&P 2006) 

However, anticipating seasonal patterns varying from time to time can be a difficult 

undertaking even for credit rating agencies. The phase length or magnitude can change 

and even predicted cycles can harm a company’s creditworthiness when it has a lasting 

impact. Therefore, ratings are usually adjusted to shift towards the current phase of a 

cycle as seen in Figure 3. Credit ratings do not fully match the ongoing phase of business 

cycles, but the ratings do change because of them. (S&P 2006.) For example, an AA 

rating can therefore in fact vary between AA− and AA+. 

3.2.1 Credit rating downgrade 

Ratings reflect the credit quality of a rated company. When a firm’s credit rating is down-

graded, the credit rating agency have a reason to suspect the company’s ability to meet 

its debt obligations. For example, when a firm with an A credit rating is downgraded to 

the BBB rating, the credit rating agency has decided the credit quality of the firm has 

deteriorated and the increased risk requires greater caution. The credit rating downgrade 

decreases the investors’ confidence in the company and a probability of default can create 

stress in the markets. It becomes harder and more expensive for the company to raise 

funds. A credit rating downgrade could also lead to costly contract negotiations with sup-

pliers and borrowers and even when the rating would later be restored, losses would none-

theless occur (Chung et al. 2012). Hand et al. (1992) stated that changes in ratings often 

lead to adjustments to existing credit and loan agreements. 
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Rating agencies face a dual problem when they lower a company into a new credit 

category. The new rating must reflect the credit quality of the borrower, while considering 

the effects the new rating could have on the borrower’s credit quality in the future. A 

lowered rating can increase the company’s expenses, which will cause company to do 

worse during the following quarter years. Therefore, rating companies must be careful 

when evaluating the company’s creditworthiness and consider the continued existence of 

the company. Since a downgrade can become a self-fulfilling prophecy, an optimal credit 

rating relationship is achieved when the rating agency is concerned about the survival of 

the rated company. (Manso 2011.) 

Stress tests are used in the evaluations of the company’s creditworthiness in different 

situations. Mostly these are economic worst-case scenarios, which are used to reveal the 

possible vulnerabilities of the company. In the stress tests the company needs to survive 

from the depicted situations or otherwise it will most likely to be downgraded. Failing the 

stress tests does not necessarily mean an automatic downgrade, since the company might 

not have survived the triggers set for the test, but in real life the company is stable enough 

to survive the economic scenarios. (Manso 2011.) 

3.2.2 Possible conflict of interest 

The credit rating process causes a possible conflict of interest, since issuers pay the credit 

rating agencies for their credit ratings themselves. Credit rating agencies have close rela-

tions with some rated companies, which has worried regulators, for example the European 

Parliament (2011). When a credit rating agency and the rated company have a common 

interest or go back a long way, the market and the regulators must know that the ratings 

are trustworthy. The actions of the shareholders of the credit rating agencies should be 

followed and betting on ratings should be forbidden. (European Parliament 2011.) 

The model in which the issuer pays to the credit rating agency for the rating of a secu-

rity has caused criticism. The model is free for investors, unlike back in 1970s when in-

vestors paid for the ratings in the subscriber pays model. The change was justified since 

issuers benefit from the ratings more than investors, since the transparency lowers their 

cost of financing. Also, issuers need a rating when they are offering their obligations to 

regulated financial institutions, such as pension funds which can have guidelines stipu-

lating the pension fund only to invest on issuers with low credit risk. (Council on Foreign 

Regulations 2015.) 

The criticism of the payment system arises from the fact that also the credit rating 

agencies are companies aiming at profit and increased shareholder wealth. Their goal is 

to increase their own stock price and they do not provide ratings for the greater good. 

Hence, the rated companies pay directly to the credit rating agencies, which could create 
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incentive to affect to the grade of rated security. Still, likelihood for abuse is fairly low 

since it is not worth it for credit rating agencies to damage their reputation. The fee paid 

to the credit ratings agencies would not either rise due to a higher rating. (Sinclair 2005.) 

For a rating agency, a potential reputation loss followed by inaccurate credit ratings is 

predicted to be more important than the fees received from any individual company 

(Manso 2011). 

Moody’s has been extremely profitable between the years 1995–2000, which was dis-

covered by the initial public offering materials in 2000. The accusation has been made 

that credit rating agencies can take advantage through pricing power due to the regulated 

entry of the credit rating industry. (Levich et al. 2002.) Sinclair (2005) also stated that 

credit rating agencies are increasingly integrated into regulatory arrangements and into 

the operations of global markets in general. Attention should be paid not only to the vis-

ible operations of the credit rating agencies, but also to the political and structural effects 

of their actions. In the rating process the expertise and knowledge of the CRAs is present. 

Rating agencies are noticed by markets and governments not because they are always 

right but because they possess authority and judgement at the capital markets and there-

fore they are one of the key organizations controlling the financial markets. 

3.3 Rating scales 

An issuer of a bond is typically a company, government or a financial institution and by 

issuing bonds they borrow money from investors (Fitchrating.com 2018). Long-term rat-

ings portray the issuer’s ability to manage obligations with a maturity of one year or more. 

According to Moody’s, long-term debts are paid with fixed-income and the given credit 

rating describes the cash flow sufficiency to finance the issuers financial obligations. 

Therefore, the given credit rating is an opinion about the issuer’s relative risk, meaning 

the issuer’s likelihood of default and the amount of financial loss if default occurs. 

Credit ratings turn the issuer’s risk complexity into a letter-based review. This letter 

scale gives creditors a simple overview about the issuer’s level of risk and is nowadays 

the most utilized way to estimate credit risk. (Fitchsolutions.com 2018.) Credit ratings 

can be divided into investment grade and non-investment grade. Investment grade refers 

to credit ratings above BBB− or Baa. Companies in this category have high capacity to 

repay their interests and principals and ratings with AAA rating have the highest capacity 

to repay. In Nordic countries, typically only banks have had Aaa ratings from Moody’s, 

and Nordea and Danske Bank fell from the first grade in 2007. Companies with AAA and 

AA ratings are considered to have a high credit quality while companies with A and BBB 

have a medium credit quality. Companies with credit ratings from AAA to BBB are con-

sidered to have better credit quality than “junk bonds” with credit ratings from BB+ to 
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the lowest grades. A downgrade from BBB− or Baa3 to BB+ or Ba1 makes a company’s 

bond drop from the investment grade to non-investment grade, also called the speculative 

grade. This point is an interesting event for firms, since its credibility is now remarkably 

weakened. (S&P: Corporate Methodology 2013; Fitchratings.com 2018) 

 

Table 1: Credit rating scale 

 

Below the credit rating categories from table 1 are explained after S&P (2006) and 

Moody’s (Moody’s: Ratings definitions 2018) descriptions.  

• AAA/Aaa is the highest grade an issuer can receive, and it means that the obli-

gations have a minimal risk. The obligations with Aaa rating have the highest 

ability to meet their financial engagements. 

• AA/Aa rated issuers’ obligations have a high quality with an especially low 

credit risk. These issuers have a strong capacity to meet their financial respon-

sibilities. 

• A rated obligations belong to the upper-medium-grade and have a low credit 

rating risk. Capacity to meet the financial responsibilities is rather strong. 

• BBB/Baa rated obligations have a moderate credit rating risk. As being the last 

grade before the speculative grade, the obligations can have some speculative 

characteristics. Changes in economic conditions can weaken the capacity of an 

issuer to meet its financial responsibilities and gradually shift the rating to-

wards non-investment grade. 

• BB/Ba rated obligations have enough speculative characteristics to belong into 

the speculative grade, and they are subject to a notable credit risk. Ba rated 
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obligations are still less likely for nonpayment than other speculative graded 

obligations. 

• B rated obligations are subject to high credit risk as belonging into speculative 

grade. Currently the issuer can meet its financial responsibilities but chance for 

nonpayment exists in the future. 

• CCC/Caa rated obligations are fairly standing and are considered to have a 

rather high credit risk. Currently the issuer is vulnerable for nonpayment. In 

adverse conditions the issuer is not likely to meet its financial responsibilities. 

• CC/Ca rated obligations are highly speculative and are likely to default in the 

near future. These obligations still have some potential to recover, but they are 

highly non-likely to meet their financial responsibilities. 

• C rated obligations have typically filed a bankruptcy petition, but payments are 

currently continued. 

• D/C rating is the lowest grade an issuer can receive. C rated bonds by Moody’s’ 

have poor potential to recover and are typically in default. D rated bonds re-

ceive their rating when default has already occurred. 

 

All issuers sharing the same credit rating should not be considered fully equal, since 

there are many more companies than there are credit rating classes. Credit ratings are 

meant for investment purposes, but they are not designed for forecasting the future trends. 

Even though credit ratings do regard the visible future, the credit ratings represent the 

worst-case scenarios. In addition to statistical information, ratings include many non-sta-

tistical factors such as visible changes in the market. (Moody’s: Ratings definitions 2018.) 

On top of the basic letters from A to D defining credit risk, credit ratings can also be 

other letter combinations. The letter combination WR stands for withdrawn, and that in-

dicates the issuer does not currently have a valid rating since it has been withdrawn usu-

ally due to new information or the lack of information. The letter combination NR means 

not rated. There are many reasons why a certain issuer does not have a valid credit rating. 

For example, the issuer’s security can belong to a group of securities, which are not rated 

as a matter of policy. It is also possible that there is not enough information about the 

issuer and therefore the bonds cannot be rated. Also, the issuance might have been private 

and therefore the rating is not published. Given credit ratings can also be withdrawn if 

new material comes into credit rating agency’s knowledge. The bond can for example be 

called for redemption or there may no longer be up-to-date data available. (Moody’s: 

Ratings definitions 2018.) 

Credit rating agencies provide diverse ratings for different types of companies. Long-

term issuer ratings, as described above, are opinions about the issuer’s ability to repay 

long-term obligation principals and interests with the issuer’s fixed-income. These ratings 

are provided for various types of companies and they portray the likelihood of default and 
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the possible financial losses if the default occurs. Short-term ratings in turn are opinions 

of the issuer’s ability to honor financial obligations on the short-term and this rating type 

is also widely used. Corporate family ratings are typically given to corporations with a 

speculative grade credit rating and they are opinions about the corporate family’s proba-

bilities to honor all the financial obligations attached to it. These ratings are typically 

given with a long-term prospect. Bank ratings are usually given with the bank financial 

strength ratings and they are created to describe a bank’s creditworthiness and safety. 

Then again bank deposit ratings are opinions about the bank’s ability to repay its foreign 

or domestic currency deposit obligations. According to Moody’s they surveil especially 

the prospective payment performance of the banks. In addition, there are some specified 

ratings given to shares in mutual funds, given to insurance companies and ratings for 

issuer’s creditworthiness within a country. (Moody’s Rating Scale and Definitions 2018.) 

3.4 Credit watches and outlooks 

Credit watches are listed by credit rating agencies, denoting the prospective direction of 

a rating change that might occur due to a trend or a specific event. A credit watch means 

the rated unit is under special surveillance and that its credit rating may change in the 

future due to increased or decreased credibility, usually within the next 90 days. Credit 

watches can be positive or negative, prognosticating the direction of the possible rating 

change. Credit watches react faster to publicly known events, such as mergers and acqui-

sitions, than credit rating actions. They are triggered by specific events, which could po-

tentially lead to a change in credit rating, and therefore being set on credit watch transmits 

the information to the markets. The triggering events can also be different challenges 

facing the industry or regulatory reforms connected to the issuer’s future plans or other 

current or expected conditions affecting credit quality. The challenges affecting financial 

performance, usually concerning earnings and cash flow, are also an important reason for 

being set on a credit watch. (S&P 2006; Chung et al. 2012.) 

However, being listed on credit watch does not mean that the rating will certainly 

change to the direction pointed by the down or up watch or even that the rating will be 

changed at all. Once the credibility of the company is confirmed or the rating has been 

upgraded or downgraded, the company will be deleted from the watch list. Also, credit 

ratings can change without a preceding credit watch action. When all the needed infor-

mation is available for the CRA, a credit rating change is made immediately. (S&P 2006.) 

According to S&P (2006), rating outlooks and CreditWatch listings are tools, which 

the rating agency uses when the future performance of the rated unit will potentially differ 

from the initial expectations. The special surveillance attached to CreditWatch typically 

ends with a review within 90 days unless the outcome of a triggering event starting the 
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special surveillance is unclear. Outlooks have typically a longer time frame than credit 

watch listings, since they are usually valid for 2 years tracking less certain factors which 

affect to the ratings. An outlook can be positive (when indicating a possible upgrade) 

negative (when indicating a possible downgrade) or stable (when the rating is not ex-

pected to be changed). 

Negative credit watches inform markets about increased default risk. When occasional 

shocks have little weight in credit rating analysis, credit watch listings make markets 

aware of the direction of surveillance of a certain issuer. Chung et al. (2012) find that 

credit watches were caused by changes in financial performance, whereas actual rating 

changes were associated with deterioration or improvement in leverage and/or balance 

sheet figures. Also, their study indicated, that credit watches are more likely to be initiated 

by separate events and more likely to be related to uncertainties with mergers, acquisitions 

and restructuring developments or financial performance than rating changes. As many 

as 59.1% of credit watch actions were triggered by publicly known specific events such 

as mergers and acquisitions but only 21.4% of rating changes were prompted by similar 

events. Results were consistent with S&P (2006) guidelines about credit watches meaning 

that credit watches are less likely to be triggered by leverage changes and uncertainties 

regarding the balance sheet. 

The previous studies show that credit watch announcements are linked to abnormal 

stock returns, denoting that the watches are significant events providing information 

about the company’s credibility. Positive and negative credit watches are associated with 

mean cumulative abnormal returns (CARs) of 4% and −1.1% in a sample of 10,790 rating 

actions and 4,539 credit watches issued by Moody’s between 1992 and 2010 indicating 

credit watches to be significant information events themselves (Chang et al. 2012).  

Credit watches respond more to a deterioration in a firm’s credit quality. Boot et. al. 

(2006) suggest that firms respond differently to up and down watches. Firms take actions 

after a down watch to prevent a possible downgrade, but do not take significant actions 

after up watches. Due to this reaction companies set on a down watch are less likely to be 

downgraded than companies with an up watch being upgraded. The firm’s own actions 

affect the outcome. Boot et al. (2006) claimed that credit watches can be seen as indirect 

contracts between the CRA and the issuer, where the issuer is informed about the neces-

sary actions to be made in order to maintain its current rating. After the down watch has 

been issued, managers and the CRA can discuss, which are the necessary actions to take 

in order to prevent the possible credit rating downgrade. Chung et al. (2012) supple-

mented this by noting that down watches occur especially before fallen angel down-

grades, referring to credit rating changes from investment grade to non-investment grade. 

Therefore, CRA allows a company to avoid a costly downgrade if certain improvements 

are made, while giving the information about lowered credit quality to the investors.  
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Chung et al. (2012) also expected that CRAs would issue more down watches than up 

watches, since it would be more harmful to their reputation if a downgrade hadn’t been 

preceded by a down watch than an upgrade preceded by an up watch. Therefore, issuing 

more down watches prevents them from public criticism and possible lawsuits. Chung et 

al. (2012) find that 63.6% of the downgrades and 69.1% of the upgrades by Moody’s 

were not preceded by any watch action indicating that there were slightly more down 

watch listings. Their sample consisted of 5,594 downgrades and 2,295 upgrades. The re-

sults were also consistent with the previous assumption that a majority of the watches 

indicated correctly the direction of following rating action. In total 67.3% of the down 

watches and 68.6% of the up watches were followed by credit rating changes in the same 

direction. The duration of a down watch is shorter for downgrades with mean duration of 

96 days whereas the duration of up watches is 120 days on average. 

However, even though negative watches could have a significant effect on the price 

formation prior to the actual credit rating downgrade, Boot et al. (2006) argued that the 

issuance of credit watch does not convey new information to the market since the watch 

is typically caused by publicly known event or trend and therefore the watch listing has 

been expected. Consequently there should not be significant price reactions following the 

negative watches, regardless of the warning element, which previous negative outlooks 

and especially negative watch listings have. 

3.5 Discussion about minor credit rating agencies 

In Europe, the reliance on “big three” has disquieted MEPs and European Parliament 

Committee on Economic and Monetary Affair stated in 2011 that more competition 

should appear on credit rating industry. They also suggested limiting the impact of CRAs 

to countries’ borrowing costs and demanded more transparent standards when rating na-

tional debt. 

Since there are over one hundred regional rating agencies, the competing agencies 

could issue ratings after meeting the requirements of European Securities and Markets 

Authority (ESMA) and thereby receive trustworthiness (European Parliament 2011). 

ESMA was created in 2011 to supervise credit rating agencies and to order CRAs to re-

veal their detailed methodologies (Deutche Welle 2011). The European Parliament Com-

mittee on Economic and Monetary Affair suggested that the data of International Mone-

tary Fund and European Central Bank could also be used when building analyses and 

therefore Europe could be more open to competition (European Parliament 2011). 

The major market share of the CRAs has been accused of playing a role in causing the 

financial crisis in 2008. Standard & Poor’s paid 1.37 billion worth of settlement after the 

financial crisis and Moody’s was investigated by the U.S. Justice Department. The core 
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business model of the CRAs has still mostly remained untouched. (Council on Foreign 

Regulations 2015.) 

The position of the ”big three” was originally enshrined by the Securities and Ex-

change Commission (SEC) in 1975 (Council on Foreign Regulations 2015). However, 

the credit rating industry is a quite natural oligopoly, since investors value comparability, 

which could not be offered by numerous independent actors on the industry. Also, from 

the rated companies’ point of view it would require time and money to ask ratings from 

various agencies. Therefore, it is more convenient for the companies to buy a rating from 

one or two of the three CRAs, whose ratings are comparable for investors globally. As a 

result, investors do not have to spend time trying to compare ratings of separate local 

credit rating agencies. (OECD 2010.) 
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4 DATA, HYPOTHESES AND RESEARCH METHOD 

4.1 Downgrade data 

The research sample consists of the listed companies at Nordic markets with credit rating 

downgrades by Standard & Poor’s, Fitch or Moody’s . The earliest observations are from 

the year 2001 and the latest ones from the beginning of 2018. Together there were 140 

observations in the full sample of this study. These observations are presented in Appen-

dix 1. 

The listed companies in Denmark, Finland and Sweden are gathered from the 

NASDAQ’s website and the listed companies in Norway from Oslo Børs’s website. To-

gether there were 840 listed companies within the Nordic countries, of which 143 are 

from Denmark, 139 from Finland, 363 from Sweden and 195 from Norway. Oslo Stock 

Exchange is the only independent stock exchange within the Nordic markets, while other 

stock exchanges are owned by NASDAQ OMX Group. These companies were searched 

from the Thomson One database to see if they had credit rating downgrades during the 

time range of this study. All the gathered credit rating downgrades were made to the long-

term foreign ratings by Moody’s, Standard & Poor’s and Fitch. After collecting the down-

grading data from Thomson One the information about the prior events to the credit rating 

downgrades was gathered from the webpages of Moody’s and S&P. The reason for this 

was, that Thomson One does not record historical actions such as negative outlooks or 

negative watches before the actual downgrade. Unfortunately, Fitch declined to provide 

this information free of charge, and hence only the previous events of downgrades from 

S&P and Moody’s are obtainable. However, for some reason fifteen of the observed 

downgrades could not be found from the S&P’s webpage and therefore also these fifteen 

observations lack prior events. 

Usually only publicly listed companies have purchased credit ratings, since having a 

third-party opinion about the firm’s credibility comforts certain types of investors and 

would not cover the costs for smaller non-listed companies. Some larger companies have 

purchased credit ratings from several CRAs and all downgrades made by Moody’s, S&P 

or Fitch are included in the data if they have not been given excessively close to each 

other. Since the previous downgrade would interfere the estimation window of the latter 

event, the estimation period is narrowed or the latter event excluded in these situations. 

In total there are 100 observations with a clear 250-day wide estimation window. The 

observations with less than 110 days between the recent and the prior downgrade have 

been removed from the sample. Controlling contaminated observations by deleting them 

has been used for example by Chung et al. (2012) in their study about credit rating 

watches and rating actions. The 110 days between the recent and the prior downgrade is 
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based on the study of Brown’s and Warner’s (1985), since they used a 90-day estimation 

period. The 10 days after the previous event and the 10 days before the following event 

create a half of the event windows of those observations and therefore it is reasonable 

precaution to exclude also these event window days from the estimation window. To-

gether there are 40 observations with adjusted estimation windows. 

Also, if there were two credit rating announcements given on a same day from different 

CRA’s, only the one with more information about the prior events was included in the 

sample. For example when Moody’s and Fitch had downgraded their rating on the same 

day, Fitch was excluded due to its lack of prior negative outlooks and credit watch list-

ings. The companies, which are listed in more than one Nordic market were included only 

in their home market’s credit rating announcements due to the fact that otherwise the 

impact of one downgrade would be measured at maximum three times from three differ-

ent markets, which would have happened with Nordea as it is listed in Sweden, Denmark 

and Finland. As a result, there are 140 observations in the research sample. 

Table 2 represents the 140 events listed according to year. As the Table shows, the 

year 2009 following the finance crisis in 2008 had the most credit rating downgrades. 

During the year 2009 the global effects of the financial crisis have started to show causing 

financial distress among the companies listed at Nordic markets. This financial distress 

and worsening balance sheet figures and future cash flows lead to the busiest year of 

credit rating downgrades. 

Table 2: Distribution of observations according to year 

 

 



40 

 

 

Figure 4: Distribution of credit rating downgrades by year and country 

The distribution of the credit rating downgrade observations varies between the years 

and countries. The year 2009 shows as the highest peak of all the years having in total 22 

credit rating downgrades. From those companies 8 are listed at Stockholm Stock Ex-

change: SEB, Volvo, Sandvik, SSAB, Nordea, Svenska Handelsbanken, SAS and 

Holmen. None of them were downgraded from the investment grade, but SAS belonged 

to the speculative grade already before the downgrade. The year 2009 was also the busiest 

downgrading year to companies listed at Helsinki Stock Exchange, when Metsä Board, 

Sampo, UPM-Kymmene, Stora Enso, Nokia and Fortum were downgraded. UPM-Kym-

mene was downgraded from investment grade to non-investment grade and Stora Enso 

and Metsä Board already belonged to the speculative grade. 

The highest peak for Norway occurred a year earlier in 2007 when Sparebank, Norsk 

Hydro and Yara International were downgraded. Yet they all still belonged to the invest-

ment grade. For Denmark the largest amount of downgrades, 8 in total occurred in 2011, 

when 6 banks were downgraded, Jyske Bank and Danske Banks twice. However, they all 

still belonged to the investment grade. 

In 2017 there are only observations from one of the Nordic countries — Sweden. This 

indicates that the situation and future prospects in Nordic countries were hopeful. The 

situation differed largely from the year before when there were in total 9 credit rating 

downgrades and they included all the Nordic countries. In 2016, Sweden had 5 credit 

rating downgrades, and the next year’s number of 2 was again a bright number for the 
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markets. Also, since 2016 until the beginning of 2018, no company listed in Oslo Børs 

has been downgraded.  

4.2 Return Data 

4.2.1 Normal and abnormal returns 

The daily total return indexes of the stock prices are collected from Thomson Reuters 

Datastream. The total return indexes are used instead of a regular price indexes because 

the total returns indexes describe the performance better than a price index. These daily 

returns indexes are converted into logarithm returns, because otherwise the cumulative 

abnormal return would not be the sum of abnormal returns. To convert the stock and later 

represented index returns I used the following formula, used for example by Elad & Bong-

bee (2017), to calculate the logarithm returns. 

 

𝑅𝑡 = 𝐿𝑁 (
𝑃𝑡 + 𝐷𝑡

𝑃𝑡−1
), 

 

where the 𝑃𝑡 is the observed price of a day and 𝑃𝑡−1 is the observed price one trading day 

prior to the day 𝑡. 𝑅𝑡 represents the log returns of the day 𝑡. 

Sharpe (1963) introduced the market model as the simplified model for portfolio anal-

ysis, in which the model with fewer parameters led to almost the same results as more 

complicated models with more variables and relationships among them. 

The market model for any security i is (MacKinlay 1997) 

 

𝑅𝑖𝑡 = 𝛼𝑖 + 𝛽𝑖𝑅𝑚𝑡 + 𝜀𝑖𝑡, 

 

where 𝑅𝑖𝑡 describes the returns of the security over a time t and 𝑅𝑚𝑡 the market portfolio. 

The component 𝜀𝑖𝑡 expresses the zero mean disturbance term and 𝛼𝑖 and 𝛽𝑖 form the 

parameters for the market model.  

After calculating the 𝑅𝑖𝑡 by using the market model, the abnormal return of a sample 

can be calculated as 

𝐴𝑅𝑖𝑡 = 𝑅𝑖𝑡 − 𝛼̂𝑖  − 𝛽̂𝑖𝑅𝑚𝑡, 
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where 𝛼̂𝑖  and 𝛽̂𝑖𝑅𝑚𝑡 are the estimated parameters for the model. Among multi-country 

event-study methods, Campbell, Cowan and Salotti (2010) describe 𝛼̂𝑖 and 𝛽̂𝑖 as an ordi-

nary least square estimates of market model parameters and 𝑅𝑚𝑡 as a national total return 

market-index return. The cumulative abnormal return over the event window is  

 

𝐶𝐴𝑅𝑖(𝑡1, 𝑡2) = ∑ 𝐴𝑅𝑖𝑡

𝑡2

𝑡

 

where 𝑡1 and 𝑡2 define first and last day of the even window. The distribution of the ac-

cumulated abnormal returns is 

𝐶𝐴𝑅𝑖 , (𝑡1, 𝑡2)~ 𝑁(0, 𝜎𝑖
2(𝑡1, 𝑡2)) 

 

where 𝜎𝑖
2(𝑡1, 𝑡2) is the variance of the observation 𝑖 from the time 𝑡1to 𝑡2. The advantage 

of using the market models depends on the 𝑅2 of the market model regression. Higher 𝑅2 

means the greater variance reduction of the abnormal return, which means more benefit 

from using the model. Two common economic models which provide restrictions on the 

statistical models are the Arbitrage Pricing Theory (APT) and the Capital Asset Pricing 

Model (CAPM). The restrictions create more confined models for defining normal re-

turns, and the market model has mostly replaced CAPM. (MacKinlay 1997.) 

4.2.2 Index-returns 

In order to define the market returns for calculating the normal and abnormal returns, I 

have gathered the daily stock index data of Oslo Børs, Copenhagen Stock Exchange, 

Stockholm Stock Exchange and Helsinki Stock Exchange from the past 20 years. I used 

Thomson Reuters Datastream for the data collection, but unfortunately Datastream pro-

vided daily data from OMX Stockholm only since 30.12.2002 and from OMX Copenha-

gen since 14.12.2001. The rating downgrades preceding and overly close to 30.12.2002 

of listed companies in Stockholm Stock Exchange were excluded from this study. No 

credit rating downgrades of Copenhagen Stock Exchange listed companies were excluded 

since there were none collected before or overly close to the date of 14.12.2001. 

Table 3: Nordic indexes 
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The indexes used as market returns are all share indexes of the Nordic capitals: OMX 

Helsinki (OMXH), OMX Stockholm (OMXS), OMX Copenhagen (OMXC) and Oslo 

Exchange All Share. These indexes are selected since they contain all the firms listed at 

the represented market and therefore represent the market returns. Total return indexes 

describe the stock performance better than the price indexes and therefore the total return 

indexes are selected. 

Stockholm Stock Exchange is the largest of the Nordic exchange markets. Sweden has 

been the leading equity market, and the size of the Swedish markets explains the high 

amount of credit ratings compared to the other Nordic countries. The size of the Swedish 

stock markets and amount of purchased credit ratings also explain the amount of credit 

ratings downgrades compared to other Nordic countries. 

4.2.3 Risk-free rate of returns 

The risk-free rate of return represents the returns of the instrument with the lowest risk 

on the markets. Any addition in risk increases the return demand by investors, and theo-

retically the risk-free return then describes the minimum return an investor expects from 

an investment. In this study the interbank 1 month country specific offered rates, which 

banks use when they are willing to borrow for other banks in short-term, were used as the 

risk-free returns of each of the Nordic countries. The daily data for these one-month in-

terbank rates was collected from Datastream and since there are no risk-free returns for 

one day time period, the risk-free returns are calculated with the help of monthly risk-free 

returns with the following formula (Vaihekoski 2004): 

𝑙𝑛 𝑖1𝑚
𝑝𝑒𝑟𝑑𝑎𝑦

= ln 
360 + 𝑖1𝑚

𝑝𝑎  𝑥 30

360 + 𝑖1𝑚
𝑝𝑎  𝑥 29

 

where the 𝑖1𝑚
𝑝𝑎

 describes the daily total return index price given for the one-month inter-

bank rate. 

4.3 Hypotheses 

The previous studies have not agreed on the existence of a market reaction after credit 

rating downgrades and in some studies (e.g. Li et al. 2004) the market reaction has oc-

curred a few days or even a few months after the rating change. If the latter option would 

be the case now, the price effect would not be seen during the 21-day long event window 
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of which 10 days are post event days. However, in this study the markets are expected to 

be efficient and a lack in reaction longer than 10 days does not fulfill the description of 

efficient markets. 

The study by Li et al. (2004) is also an interesting example for another reason than just 

the late market reaction. The abnormal returns after a credit rating downgrade in this study 

were positive, not negative as expected. This result clearly differed from many of the 

previous studies made in the U.S. market. Therefore, it is not certain, that the studies 

about abnormal returns of companies listed in smaller markets would share the results 

from the U.S. markets. Since not all previous studies have reported significant negative 

abnormal returns appearing around credit rating announcements, the first hypothesis is as 

follows: 

 

H1: Credit rating downgrades cause negative abnormal stock returns at Nordic mar-

kets on the event date and shortly after. 

 

For the hypothesis 1 to be fulfilled, markets need to react to the new information re-

leased by the credit rating agencies. The market reaction is measured by monitoring the 

abnormal returns on the event window days +10 to –10 around the event date. In efficient 

markets the abnormal returns would not occur if the markets had anticipated the down-

grade well beforehand since all the information would already be converted into the share 

prices. 

However, if credit rating agencies have given a negative outlook or a negative watch 

listing, the possible market reaction should be smaller since markets have been warned 

that the firm could be facing a downgrade in the near future. In these cases, markets have 

had time to prepare for the possible downgrade. Outlooks are more common to give to 

companies under surveillance, but credit watch listings usually mean, that there is a 

greater chance for the downgrade to occur. Therefore, it is assumed that the negative ab-

normal returns are smaller in cases where the previous negative watch has been released. 

 

H2: Abnormal returns are less negative when a negative watch has been given prior 

to the rating change. 

 

Since firms belonging to the investment grade are widely recognized to be safe invest-

ment opportunities, downgrading from the investment grade into the “junk bonds” harms 

the company’s reputation and credibility. There are also concrete effects, besides the clas-

sification change and the mental image attached to the name junk bonds. Some institu-

tional investors and pension funds have strict rules on which type of company they can 

invest and junk bond meaning bonds under the credit rating level of BBB– are counted 

inconveniently risky. This means that in some situations, brokers are forced to sell the 
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securities by the downgraded issuer at the latest when the issuer’s rating decreases under 

BBB–, which assumably effects on the stock returns around the event day. Therefore, 

abnormal returns of firms downgraded from investment grade to non-investment grade 

should be negative. 

 

H3: A downgrade to the speculative grade from investment grade has a negative effect 

to the abnormal returns. 

 

Among investment grade, the companies are remarkably safe and contain a relatively 

low level of risk. Also, the companies with higher ratings are usually large, wealthy and 

widely followed meaning that the credit rating downgrade among them would capture the 

investors’ attention. According to Moody’s (Moody’s: Ratings definitions 2018) changes 

in credit ratings are more expected among lower-ratings than among bonds with higher 

ratings and therefore it can be expected that the abnormal returns differ among investment 

grade and non-investment grade firms. 

 

H4: The negative abnormal returns are greater, when the downgraded firm belongs to 

the investment grade than when it belongs to the non-investment grade. 

 

And finally, since firms adjust their capital structure before and after the publication 

of the credit rating downgrade (e.g. Hung et al. 2016), it is natural to test if the level of 

leverage has an impact to the abnormal returns. 

 

H5: Increase in the level of leverage effects negatively to the abnormal returns. 

 

Companies with larger amount of debt could experience larger negative abnormal re-

turns after a credit rating downgrade, since after the downgrade their funding will be more 

costly. The more debt the company has, the more expensive it will be to receive a new 

loan. Also, the terms of previous loans can include a statement, whereby the rates will 

increase since the company’s future is riskier than before. Because of these negative ef-

fects the returns should have a negative tone after a company with larger amount of lev-

erage is downgraded. 

4.4 Event study method 

In this study, the abnormal returns caused by credit rating announcements are examined 

with the event study method. The event study method is widely used in examining the 
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effects of credit rating changes. Originally Fama, Fisher, Jensen and Roll (1969) repre-

sented the cornerstone thought that price changes in stock markets are mostly independ-

ent, and therefore firm specific events can cause changes is stock prices. The idea was, 

that market prices change rapidly when they adapt to new information. This rapid price 

chance was seen as an efficient reaction to the new information on the markets. Until the 

research by Fama et al. (1969) there had been very little testing on how well and fast the 

markets actually react to new information.  

 

Figure 5: Price effect according to the efficient market hypothesis 

In an efficient market reaction, the price adapts quickly to the new information on the 

markets. The reaction occurs in an accurate amount without overreacting or underreacting 

to the information. In an overreaction the price raise is excessively high after the infor-

mation is released and in an underreaction the price change is lower than the normal re-

action would be. On the other hand, after an overreaction or underreaction the price usu-

ally balances to the normal level the published information originally should have caused. 

An event study is a statistical method to determine the impact of an event on the value 

of the firm. When using the event study method we assume that the event will have an 

immediate effect on the stock price. The amount of impact can be constructed using the 

security prices observed before the event (MacKinlay 1997.) 
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Figure 6: Event study timeline 

In event studies, the day 0 represents the actual date of the event (t=0), which in this 

case is the announcement date of a credit rating downgrade. These event dates are the 

announced days for credit rating changes from Thomson One. Event window covers usu-

ally days (–10, 10) around the event day, and estimation window covers typically the days 

(–260, –11) prior the event window. Estimation window provides the information needed 

to specify the normal returns of the stock and the market index. After calculating the 

abnormal returns for the days (–10, 10) based on the returns of the estimation period, the 

cumulative abnormal returns can be calculated usually starting from the even date. The 

post-event window is usually defined as the days (11, 260) after the event window and it 

can be used to define whether there are significant price effects occurring later than 10 

days after the event. 

Typically, the length of the event window is 10 to 20 days before and after the event 

date, so that the event window will capture the previous or lagged price impact if it exists. 

In most of the previous studies about credit rating changes, the used event window is from 

–10 to 10 days around the event date. Therefore, I chose the same event window length 

for this study. 

Then, there are many ways to calculate the normal returns from the estimation window 

days (–260, –11) prior to the event. The market model is the most popular and this statis-

tical model relates the return of a given security to the return of the common market port-

folio. In the market model, used for example by Kim, Chen and Nance (1992), it is ex-

pected that the relation between the market and the security is linear and stable. 

Altogether 100 observations in this study had an uncontaminated estimation window 

from the event date to the date of –260. The estimation period of 40 observations is ad-

justed and events with shorter than –90 day estimation windows were excluded from the 

study. The limit of 90 days is based on the study of Brown and Warner (1985). However, 

the true length between the remaining observations in this very study is 110 days, since 

10 days after the first event and 10 days prior the latter event belong to the event window 

of an observation and could disturb the normal return calculations if included.  

For the observations with adjusted estimation periods, as many days as possible with-

out interfering with other events were included in the estimation period. As a result, all 

the observations with adjusted estimation periods have estimation periods with varying 

lengths.  
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In this study, the event study results for each day of the event window are measured 

by using two methods: the cross-sectional standard deviation test and the sigma-based 

test. The cross-sectional standard deviation test, later referred to as method I, is a non-

standardized test to measure the daily cross-sectional standard deviation of the time-series 

data. The test statistics for cumulative average abnormal returns (𝐶𝐴𝐴𝑅𝑇1,𝑇2) are meas-

ured by using the following formula. (Eventstudy.com – Eventus Guide.) 

 

𝜎̂𝐶𝐴𝐴𝑅𝑇1,𝑇2
= (

1

𝑁
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𝑡𝐶𝐴𝐴𝑅 = (𝐶𝐴𝐴𝑅𝑇1,𝑇2)/(𝜎̂𝐶𝐴𝐴𝑅𝑇1,𝑇2
/√𝑁) 

 

The method II is based on Lim’s (2011) test statistics and can be utilized when obser-

vations are not clustered. This sigma-based test is calculated as follows 

 

𝐴𝐴𝑅𝑇 =
1

𝑁
∑ 𝐴𝑅𝑖𝑇

𝑁
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and used for each day 𝑇 of the event window by 

 
𝐴𝐴𝑅𝑖𝑇

√1
𝑁

∑ 𝜎̂𝑖
2𝑁

𝑖=1

~𝑁(0,1) 

 

The results later show, that the statistically significant cumulative abnormal returns 

vary depending on the used method. 

4.5 Regression analysis 

The regression analysis is calculated for three cumulative average abnormal return 

(CAAR) periods. CAAR(0,1) consists of the cumulative abnormal returns on the event 

day and the day after. CAAR(0,10) consist of the CAAR’s starting from the event day 

until the day 10 and CAAR(–10,10) starts 10 days before the event day and sums the 

returns until the day 10. These CAAR(0,1), CAR(0,10) and CAAR(–10,10) periods are 

the dependent variables of this study and they are investigated using the following regres-

sion formula: 
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𝑔𝑖 = 𝑏0 + 𝑏1𝑃𝑅𝐸𝐿𝐸𝐻𝑀𝐴𝑁 + 𝑏2𝐹𝐴𝐿𝐿𝐸𝑁𝐴𝑁𝐺𝐸𝐿 + 𝑏3𝐺𝑅𝐴𝐷𝐸𝑆𝐷𝑂𝑊𝑁 + 𝑏4𝐼𝑁𝑉𝑂𝑅𝐼𝐺

+ 𝑏5𝑁𝐸𝐺𝑂𝑈𝑇𝐿𝑂𝑂𝐾 + 𝑏6𝑁𝐸𝐺𝑊𝐴𝑇𝐶𝐻 + 𝑏7𝐿𝐸𝑉 + 𝑏8𝐿𝑁𝑆𝐼𝑍𝐸 + 𝑏9𝑁𝑂𝑅𝑊𝐴𝑌

+ 𝑏10𝐷𝐸𝑁𝑀𝐴𝑅𝐷 + 𝑏11𝐹𝐼𝑁𝐿𝐴𝑁𝐷 + 𝜀𝑖, 

 

where 𝑔𝑖is either 𝐶𝐴𝐴𝑅𝑖(0,1), 𝐶𝐴𝐴𝑅𝑖(0,10) or 𝐶𝐴𝐴𝑅𝑖(– 10,10) and 𝑏0 is constant. 

Together there are 11 independent variables in this study, including 9 dummy varia-

bles. The first of these dummy variables is FALLEN_ANGEL. The FALLEN_ANGEL 

variable has a value of 1 when the downgrade has caused the company’s credit rating to 

fall from investment grade to non-investment grade. When the downgrade does not 

change the rating category, the observation has a value of 0. Together there are 9 obser-

vations with the FALLEN_ANGEL value of 1.  

The dummy variable INV_ORIG has a value of 1 when the rating prior the downgrade 

has belonged to the investment grade and a value of 0 when it has belonged to the non-

investment grade. The dummy variable GRADES_DOWN has a value of 1 when the 

downgrade has been larger than one step down, for example from AA+ to AA–. Other-

wise the value is 0. Together there are fourteen observations, which have been down-

graded for two steps and one with a downgrade of three steps. The largest downgrade 

faced Petroleum Geo Services in 2002, a company listen is Oslo Børs. Each downgrade 

has the value 1 in the regression analysis, regardless of whether it was a downgrade of 

one grade or more. 

 

Figure 7: Distribution of observations by grades downgraded 

The dummy variables NEG_OUTLOOK and NEG_WATCH are attached to prior 

events to the credit rating downgrade and they have a value of 1 if a negative outlook or 

a negative watch listing has preceded the downgrade. Together there are 39 observations 
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with the prior negative outlook and 41 with a negative watch listing. From the observa-

tions with obtainable prior events, 28 had no negative outlook or negative watch listings 

preceding the credit rating downgrade.  

The country dummies FINLAND, DENMARK and NORWAY describe the impact 

the listing place of shares has to the abnormal returns. Sweden has been selected to the 

basic level of impact and therefore the country dummy variables represent the effect com-

pared to companies listed in Sweden. 

The last dummy variable PRE_LEHMAN divides the sample by the date when the 

credit rating downgrade has been announced. All observations before the September of 

2008 have the value of 1 and the observations after September 2008 the value 0. In the 

sample, 48 of the 140 observations have occurred before the bankruptcy of Lehman 

Brothers. 

The two variables which are not dummy variables are LEV and LN_SIZE. The varia-

ble LEV describes the leverage level of a company. The level of leverage is calculated 

based on Berger’s, Ofek’s and Yermac’s (1997) and Kim’s, Chen’s and Nance’s (1992) 

studies with the following formula and the required figures are gathered from the balance 

sheet of the companies gathered from Thomson One. 

 

𝐿𝑒𝑣𝑒𝑟𝑎𝑔𝑒(𝑏𝑜𝑜𝑘 𝑣𝑎𝑙𝑢𝑒) =
𝑡𝑜𝑡𝑎𝑙 𝑑𝑒𝑏𝑡(𝑏𝑜𝑜𝑘 𝑣𝑎𝑙𝑢𝑒)

𝑡𝑜𝑡𝑎𝑙 𝑎𝑠𝑠𝑒𝑡𝑠(𝑏𝑜𝑜𝑘 𝑣𝑎𝑙𝑢𝑒)
 

 

Market capitalization represents the size of the downgraded firm in this study and 

LN_SIZE is used as a control variable. The data for the market capitalizations has been 

gathered from Thomson One and I used the market capitalization value of the year when 

the downgrade had occurred. If the downgrade occurred at the beginning of 2018, the 

latest value from the financial statement of 2017 was used. The variable LN_SIZE is 

expressed as a logarithm of the market capitalization. 
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5 RESULTS 

5.1 Descriptive statistics 

The descriptive statistics of the sample provide an overview of how the returns have var-

ied in different lengths of CAAR periods. CAAR(0,10) contains the returns of 

CAAR(0,1) and CAAR(–10,10) contains the returns of both of the other periods. By com-

paring the figures of these CAAR lengths, we can determine when the returns have 

reached the highest and lowest points in this study. Descriptive statistics also show the 

mean and median of the observations, the shape of the distribution of the observations 

and also if the distribution of the observations leans to the right or to the left. 

As Table 4 shows, each cumulative abnormal return period has minimums more di-

vergent from zero than these periods’ maximums are referring that the negative cumula-

tive average abnormal returns are larger than the positive ones. The means and medians 

however are close to zero in all CAAR periods, and negative only in CAAR(–10,10). This 

denotes that adding the prior days to the event date when calculating the CAAR captures 

more negative returns than examining the event window during and after the event only. 

CAAR(–10,10) also has the largest maximum (0.49) and minimum (–1.87) values com-

pared to shorter CAAR periods, which also indicates that the return fluctuation is larger 

prior to the actual event date. Especially the minimum value is large compared to 

CAAR(0,1) and CAAR(0,10). 

Table 4: Descriptive statistics of cumulative abnormal returns 

 

The histogram analysis in Figure 8 shows that most of the observations are within a 

close range from the value 0.0. However, the histograms from each of the periods have at 

least one separable negative observation from the rest of the group. From the Figure 8 we 

can also see, that CAAR(–10,10) has the smallest return observed, but also that the ob-

servation is separate from the other observations in CAAR(–10,10). The maximum values 
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on the other hand have values much closer to 0.0 and CAAR(–10,10) has a maximum of 

0.488 and minimum of –1.869 backing this figure. 

 

Figure 8: Histogram of distributions 

Logically, CAAR(–10,10) has the highest standard deviation, since it also has the most 

observations. On the contrary, CAAR(0,1) has the lowest standard deviation since it has 

the least observations. 

Skewness 𝑔 measures if the distribution of observations leans towards the negative 

values or the positive values. When skewness 𝑔 is above 0, a positive skew leaning to the 

right occurs and if the skewness 𝑔 is under 0, the distribution has a negative skew and it 

leans to the left. With all the CAAR periods, the skewness is negative meaning that the 

distributions lean towards the negative values. However, CAAR(0,10) has the smallest 

negative skew meaning that its observations lean the least to the left. 

When kurtosis 𝑔2 has a value greater than 3, the distribution is leptokurtic. If the kur-

tosis 𝑔2 is lower than 3, the distribution is platykurtic or “flat-topped”. All the CAAR 

periods have 𝑔2 significantly greater than 3 indicating that they are all leptokurtic. This 

means that the distributions have high peaks. 

The descriptive statistics can also provide short overviews about the variables used in 

this study. Most of the variables are dummy variables, which can only have values of 0 

or 1. Therefore these variables will also have minimums and maximums of 0 and 1 and 
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the median will be defined by the value appearing more than the other among the obser-

vations. Therefore, also the median can only have the value of 0 or 1. 

As seen from Table 5, most of the variables are dummy variables with the minimum 

value of 0 and the maximum value of 1. Excluding the variable INV_ORIG, all the 

dummy variables have a median of 0. The variable INV_ORIG has a median value of 1 

since most of the observed companies belong to the investment grade. 

Among the variables, LN_SIZE has the largest standard deviation 1.50 since the log-

arithm of the market capitalization of the examined companies varies the most. The stand-

ard deviation of the variable LEV is much smaller 0.19 even though the companies have 

relatively different amounts of debt. The used formula total debt/total assets of leverage 

however evens the leverage differences between companies, which explains the small 

standard deviation. 

Table 5: Descriptive statistics of independent variables 

 

Most of the variables in Table 5 have a positive skew and therefore the observations 

are leaning to the right. Only INV_ORIG, LEV and LN_SIZE lean to the left as all the 

CAR periods. INV_ORIG has the most negative skewness of –1.62 and FALLEN_AN-

GEL the most positive 3.55. 

There are a couple variables close to representing normal distribution. These variables 

are LN_SIZE 2.69 and DENMARK 2.80, but nonetheless they are slightly platykurtic. In 

total, 4 independent variables have a kurtosis greater than 3 meaning that they have a 

leptokurtic distribution. The variable FALLEN_ANGEL has the most leptokurtic distri-

bution at 13.62, which is most likely affected by the fact that it has the least observations. 

This explanation applies also to the variable GRADES_DOWN since it also has a small 

amount of observations and a second largest kurtosis value of 7.45. 

To see if some of the dependent variables have an influence to each other, the correla-

tions are calculated between each of the dependent variables and presented in Table 6. 

Correlation measures statistical relationship between two variables and can vary between 

–1 and 1.  
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Table 6: Correlations between the independent variables 

 

As we can see from Table 6, no notable correlation between the independent variables 

is detected. The correlations have both negative and positive values, and they mainly vary 

close to zero. The greatest correlation of –0.55 can be found between NEG_WATCH and 

NEG_OUTLOOK meaning that these variables are to some degree associated with each 

other, but not enough to disturb the results of this study. 

5.2 Event study results 

The event study results are examined using two different methods – the cross-sectional 

standard deviation test and the sigma-based test. The first method, the cross-sectional 

standard deviation test, shows no statistically significant abnormal returns on any of the 

event window days of the full sample. Neither are the cumulative average abnormal re-

turns significant for any of the tested CAAR periods. However, the sigma test, which is 

later referred to as method II, gives different results. 

When there are no significant abnormal returns on specific event days when calculated 

with the method I, the event window day –1 shows statistically significant negative ab-

normal returns with method II. The result is significant with the significance level of 0.01 

and with the t-statistics of –7.33. As we can see from the Table 6, also days –4 and –7 

have significant t-statistics with the significance levels of 0.05 and 0.10. Also, the cumu-

lative average abnormal returns are significant with the level 0.10 on the CAAR(–10,10) 

period. 
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Table 7: Abnormal returns of the full sample 

Table 7 presents the daily average abnormal returns and their t-statistics with the cross sectional standard 

deviation test (method I) and the sigma-based test (method II). The statistically significant p-values are 

denoted as follows: *p < 0.10, **p <0.05, ***p <0.01.  

 

 

We can now say that only method II shows statistically significant abnormal returns in 

the full sample. Since the only statistically significant event window days are –7 (with t-

statistic of 1.70*), –4 (with t-statistic of –2.37**) and –1 (with t-statistic of –7.33***), 

the cumulative average abnormal returns were also statistically significant solely in 

CAAR(–10,10), with t-statistic of –1.84*. Therefore, the credit rating downgrades cause 

statistically significant cumulative average abnormal returns only when the event window 

days prior to the event date are included. Since average abnormal returns are negative 

starting from day –5 until the day –1, this indicates that the information about the deteri-

orated financial conditions of the rated company is acknowledged by the markets before 

the actual downgrade is announced. Given that average abnormal returns are positive on 



56 

the actual event day also in all subsamples, there is a reason to believe, that the markets 

have reacted to the negative information before the downgrade announcement. Therefore, 

there is no negative reaction on the event date because the event had not been surprising 

but instead the stock price reacts slightly positively, when the expected downgrade is 

finally announced. 

The anticipation of the following downgrade is possibly due to the preceding negative 

watches and outlooks as well as other publications concerning the company’s financial 

stability and creditworthiness. The negative stock returns can be effected simply the fact 

that the rated company has worsened future prospects, which are brought to the 

knowledge of the markets. Highly negative abnormal returns during CAAR(–10,10) and 

positive returns during CAAR(0,1) and CAAR(0,10) periods indicate, that the markets 

had first overreacted to the anticipated negative event but started to recover already on 

the event date. After this, the returns are more positive on the CAAR(0,10) than to 

CAAR(0,1) indicating that the positive abnormal returns continued to grow after the event 

day and day 1. These results have similarities with Li et al. (2004) study, where they 

discovered no statistically significant abnormal returns on the event days 0 and 1, but 

statistically significant positive abnormal returns on 10 and 20 days after the event. The 

abnormal returns in the full sample in this study are positive but not statistically signifi-

cantly positive. 

The cumulative average abnormal returns, statistically significant event days and sig-

nificance levels vary among the Nordic countries and none of the countries fully repre-

sents the full sample results by themselves. Therefore, for comparison, the average ab-

normal returns for each day in the event window and their 𝑡- and 𝑝-values for each Nordic 

country are presented in the Table 8. 
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Table 8: Abnormal returns by country 

Table 8 presents the daily average abnormal returns and their t-statistics by country. The methods used 

are the cross-sectional standard deviation test and the sigma test. The statistically significant p-values are 

denoted as follows: *p < 0.10, **p <0.05, ***p <0.01. 

 

 

As we can see from Table 8, the statistically significant cumulative abnormal returns 

differ between countries and the CAAR periods. CAAR(0,1), CAAR(0,10) and CAAR(–

10, 10) periods are all statistically significant in method II when solely Swedish observa-

tions are noted, and in conjunction also the two shorter CAAR periods are statistically 

significant with method I at the significance level of 0.05. 

On the contrary, none of the Finnish observations are statistically significant with ei-

ther of the methods. Denmark has statistically significant cumulative average abnormal 

returns at days –10 to 10 in both methods and Norway in method II on CAAR periods of 

0 to 1 days and –10 to 10 days. The actual event date has statistically significant abnormal 

returns only in Swedish markets but the prior day to the event is statistically significant 

also in Denmark and Norway. 

In Swedish markets the market reacts the most accurate to the downgrades compared 

to other Nordic markets. There are no statistically significant event window days after the 

event date and the event date is statistically significant in both methods. This can be ef-

fected by the fact that the most observations are from rated companies listen in the Stock-

holm Stock Exchange and therefore single abnormal returns of one observations do not 

disturb the sample as much as they could in other country samples with less observations. 
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Timely the most accurate downgrade announcements of companies listed in Sweden can 

also be affected by the fact that CRAs all have an office in Stockholm and that these 

offices are the only ones in the Nordic countries. Due to this CRAs a likely to have better, 

local knowledge about Swedish stock markets and therefore they are able to take credit 

rating actions faster.  

However, in Sweden also the day preceding the event date is statistically significant, 

but with smaller significance level than in Denmark and in Norway. This indicates than 

whatever triggered the credit rating change to be published, is known by the markets or 

at least by some of its parties a day before the publication is made. This raises a question 

whether or not the credit rating change is announced though some channels before the 

public announcement. Other possibility is also that the credit ratings are truly triggered 

by other publicly known events more than the credit rating agencies admit them to be.  

Now, the differences in the returns of each Nordic country are described in the Figure 

9 and later the differences in cumulative average abnormal returns in the Figure 10.  

 

Figure 9: Daily average abnormal returns of each Nordic country 

The Figure 9 shows that the returns of companies listed in different Nordic countries 

do not react in the same manner in all countries. However, the overall return variation is 

rather small abnormal returns being between 0.01% and –0.01% during most days of the 
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event window. These abnormal returns can be either positive or negative depending on 

the country where the company is listed, and which event window day is considered. 

Norway differs from other countries and the largest difference is the great dive in the 

returns on the day –1 prior to the event date when the returns are around –0.06%. On the 

same time, other countries have values around or less than –0.01%. Norway has more 

negative returns also on the day 1, but the difference between Norway and other countries 

is smaller at that point. Norway also has a couple of spikes on days 2 and 8, which do not 

occur in other countries. However, these large abnormal returns of Norway can be traced 

back to one observation from 2002, when Petroleum Geo-Services ASA had the abnormal 

returns of –1.17% on the day –1 and –0.23% on the day 1. Also, the spikes on  days 2 and 

8 are caused by this single observation with exceptionally large abnormal returns. 

 

 

Figure 10: Cumulative abnormal returns by country 

As seen in Figure 10, stocks listed in Stockholm Stock Exchange have positive cumu-

lative average abnormal returns on all CAAR periods unlike any of the other countries 

observed. The returns vary between 0.01% and 0.02% and rise as the length of the CAAR 

period rises. Companies listed in Oslo Børs have the largest reaction to the credit rating 

downgrades in periods CAAR(0,1) and CAAR(–10,10). The cumulative average abnor-

mal returns are negative in CAAR(0,1) by –0.02% and in CAAR(–10,10) by almost –

0.06%. Only in CAAR(0,10) the average abnormal returns are around 0.00% and Den-

mark has more negative reaction in the CAAR period. Companies listed in Stockholm 
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Stock Exchange on the other hand react the most to the downgrades in CAAR(0,10) pe-

riod, but the reaction is positive. 

As presented earlier, the results from the full sample and results from each observed 

country differ. To receive more information about the stock return reaction during the 

credit rating downgrades, three subsamples are formed. These subsamples are non-banks 

and other financial institutions (also called non-banks), post Lehman Brothers bankruptcy 

(also called post Lehman) and investment origin observations. 

The subsample of non-banks and other financial institutions consists of 95 event study 

observations and excludes observations especially from Denmark. In Denmark, 6 banks 

altogether have faced 24 downgrades between 2007 and the beginning of 2018 when for 

example only two banks in Finland have faced in total of three downgrades between 2009 

and 2016.  In some previous studies banks and other financial institutions have been ex-

cluded from the observations for example due to their different relationship with leverage, 

but since banks form the majority of observations from Denmark, excluding the banks 

and financial institutions would have overly narrowed the observations in this study. 

However, knowing this possible issue the subsample of non-banks and other financial 

institutions was formed to see how the exclusion of banks and financial institutions effects 

to the results. 

When the banks and other financial institutions are excluded, the abnormal returns are 

statistically significant on the days –8 (with 𝑡-statistic of 2.09**) and 8 (with 𝑡-statistic 

of 1.92*) with the cross-sectional standard deviation method and statistically significant 

in the days –9 (with 𝑡-statistic of –1.89*), –8 (with 𝑡-statistic of 1.72*), –4 (with 𝑡-statistic 

of –3.16***), –1 (with 𝑡-statistic of –6.93***) and 8 (with 𝑡-statistic of 2.30**) with the 

sigma-based method. Cumulative abnormal returns are not statistically significant in any 

of the tested CAAR periods. With method I there were no statistically significant event 

window days in the full sample of 140. Without banks and other financial institutions, 

there are statistically significant abnormal returns also in the cross-sectional standard de-

viation method. In method II the only statistically significant days in common are days –

4 and –1. The t-statistic is greater and more negative in the non-banks and other financial 

institutions sample for the day –4 with the higher significance level of 0.01. The signifi-

cance level of 0.01 for the day –1 is common with the full sample. 

The subsample named Post Lehman is formed from observations after the bankruptcy 

of Lehman Brothers and therefore consists of  92 event study observations after Septem-

ber 2009. This sample enables the examination of temporal differences in the stock return 

reaction between the full period and this subperiod. Dividing observations based of the 

Lehman Brothers bankruptcy has been used for example by Fieberg, Körner, Prokop and 

Varmaz (2015) and due to the financial crisis the credit rating agencies were forced to 

improve their own rating performance in order to regain reliability. Therefore, it is rea-

sonable to divide the sample by this crisis, which caused strict demands for CRAs. 
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Using method I days –10, 0 and 3 are statistically significant with the 0.10 significance 

level. Using method II, the statistically significant days are –10, –6, –5 and –4. Regardless 

of the fact that most of the statistically significant days are prior to the event date, in both 

methods the only statistically significant period of cumulative abnormal returns is the 

CAAR(0,1) which does not include the days preceding the event date. In CAAR(0,1) the 

cumulative average abnormal returns are significant with the level 0.05. 

The last subsample consists of the observations belonging to the investment grade be-

fore the downgrade. These 114 event study observations form a sample called investment 

origin. In this sample the cumulative average abnormal returns of the investment grade 

companies can be compared to the full sample and through these results the return effect 

of credit rating changes in higher ratings can be further examined. This sample has ob-

servations between the years 2001 and 2018, from the full time range of this study. 

Using method I the day 7 is statistically significant with 𝑡-statistic of –1.92*. With 

method II days –3 (with 𝑡-statistic of –1.82*), –2 (with 𝑡-statistic of –2.00**), –1 (with 

𝑡-statistic of –8.90***), 3 (with 𝑡-statistic of 1.66*) and 7 (with 𝑡-statistic of –1.64*)  are 

statistically significant. In the full sample, only the day –1 with 𝑡-statistic of –7.33*** is 

commonly statistically significant than in the investment origin sample. Also, the sub-

sample investment grade has the same statistically significant CAAR period of CAAR(–

10,10) than the full sample. 

The average abnormal returns of each sample are represented in the Figure 11. 
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Figure 11: Average abnormal returns of each sample 

Figure 11 gathers together the average abnormal returns of four samples: the full sample (n=140), the 

sample without banks and financial institutions (n=95), the post Lehman sample (n=92) and the sample 

with only investment grade observations (n=114). 

As seen in Figure 11, the subsample of investment origin mainly matches the returns 

of the full sample, which is not surprising since a large part of the observations of the full 

sample are also represented in the investment origin sample. One remarkable finding in 

the Figure 11 is the dive in returns on the day –1 in all of the samples except in the post 

Lehman sample. This dive in the other samples is around –0.015%, when the average 

abnormal returns of the Post Lehman sample are –0.003%. After the bankruptcy of Leh-

man Brothers, the abnormal returns have not dived as they used to on the day –1. This 

can mean, that the information value of credit rating downgrades have increased after the 

Lehman Brothers’ bankruptcy, since the statistically significant market reaction is linked 

to the downgrade. 
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A common feature is that in all samples the average abnormal returns are positive on 

the actual event date, but prior the event date there had been more negative average ab-

normal returns than after the event date. This negative trend in average abnormal returns 

on the days preceding the event date can also be detected from Figure 12. 

 

Figure 12: Cumulative average abnormal returns of the samples 

Figure 12 presents the cumulative average abnormal returns of the full sample, the sample without banks 

and other financial institutions, the post Lehman sample and the sample with only investment grade origin 

observations. 

In periods CAAR(0,1) and CAAR(0,10) the average abnormal returns are positive in 

all samples. In CAAR(0,1) post Lehman sample has the most positive cumulative average 

abnormal returns (0.006%), while the other samples have values close to 0.000%. In pe-

riod CAAR(0,10) all other samples except Post Lehman have their largest positive values, 

and the sample with non-banks and financial institutions has the highest value of 0.011%. 

All the cumulative average abnormal returns are negative in period CAAR(–10,10) with 

values between –0.014% to –0.020%. The sample with only investment grade observa-

tions has the most negative cumulative average abnormal returns in all CAAR periods. 
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Table 9: Event study results of all samples 

Table 9 presents the daily average abnormal returns and the t-statistics of the full sample, the sample of 

non-banks and financial institutions, the post Lehman sample and the investment grade sample. The 

methods used are a cross-sectional standard deviation test and a sigma test. The statistically significant p-

values are denoted as follows: *p < 0.10, **p <0.05, ***p <0.01. 

 

 

 

 

Table 9 gathers together all the average abnormal returns and cumulative average ab-

normal returns of the samples presented. From Table 9 we can observe that day –1 is 

statistically significant at the 0.01 level in the full sample, in the sample of non-banks and 

financial institutions and in the investment origin sample. Only in the post Lehman sam-

ple the day –1 is not statistically significant in either of the methods. However, the event 

day 0 is statistically significant only in the Post Lehman sample. From this reaction we 

can conclude, that after the bankruptcy of Lehman Brothers the statistically significant 

stock return reaction actually occurs on the event date, not the day or several days before 

as in the other samples. However, the abnormal returns are negative on the days prior the 

event date and since the reaction is positive on the actual event date, can be concluded 

that the market has still anticipated the coming downgrade, but have not known when the 

downgrade will occur. This resulted no significant negative returns on the day –1 but 

significant positive returns on the event day 0 when the anticipated downgrade had oc-

curred. 
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5.3 Regression results 

To estimate the model 𝑔𝑖 = 𝑏0 + 𝑏1𝑃𝑅𝐸𝐿𝐸𝐻𝑀𝐴𝑁 + 𝑏2𝐹𝐴𝐿𝐿𝐸𝑁𝐴𝑁𝐺𝐸𝐿 +

𝑏3𝐺𝑅𝐴𝐷𝐸𝑆𝐷𝑂𝑊𝑁 + 𝑏4𝐼𝑁𝑉𝑂𝑅𝐼𝐺 + 𝑏5𝑁𝐸𝐺𝑂𝑈𝑇𝐿𝑂𝑂𝐾 + 𝑏6𝑁𝐸𝐺𝑊𝐴𝑇𝐶𝐻 + 𝑏7𝐿𝐸𝑉 +

𝑏8𝐿𝑁𝑆𝐼𝑍𝐸 + 𝑏9𝑁𝑂𝑅𝑊𝐴𝑌 + 𝑏10𝐷𝐸𝑁𝑀𝐴𝑅𝐷 + 𝑏11𝐹𝐼𝑁𝐿𝐴𝑁𝐷 + 𝜀𝑖, the OSL regressions 

of each CAAR period were run with eViews using Huber-White errors. The regression 

results are presented in Table 10 where the Ordinary Least Square (OLS) coefficients 

and t-statistics of the parameters are gathered. 

Table 10: Coefficients and t-statistics of the CAAR periods 

Table 10 presents the coefficients and t-statistics of each CAAR period. The statistically significant p-val-

ues are denoted as follows: *p < 0.10, **p <0.05, ***p <0.01. Sample size N is 112 in all periods. 

____________________________________________________________________ 

 

Overall, very few variables are statistically significant. Few exceptions are variables 

INV_ORIG and NEG_WATCH. Within investment grade a downgrade has a statistically 

significant negative impact to the cumulative abnormal returns on CAAR(–10,10). In all 

the CAAR periods this effect of the variable INV_ORIG is negative, although significant 

only on the longest CAAR calculated from the days –10 to 10. This effect is significant 

with the level 0.10 and its t-statistic is –1.69. This signifies, that among investment grade, 

the downgrade announcements are more significant events than within the non-invest-

ment grade, and the markets react more negatively (–0.08 in CAAR(–10,10)) to the down-

grades made to investment grade companies than to non-investment grade companies.  

The variable NEG_WATCH has a positive effect to the cumulative abnormal returns 

in all CAAR periods and statistically significant this positive effect is in CAAR(0,10) and 

CAAR(–10,10). The reaction is significant in both CAAR periods with the level 0.10 and 

t-statistics are 2.17 and 1.82 meaning that the cumulative abnormal returns (0.04 in  
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CAAR(0,10) and 0.08 in CAAR(–10,10)) are higher when the negative watch listing has 

preceded the downgrade. 

Overall, the variables PRE_LEHMAN, FALLEN_ANGEL, GRADES_DOWN and 

INV_ORIG have a negative impact to the cumulative average abnormal returns. Since 

the variable PRE_LEHMAN has a negative coefficient, it signifies that credit rating 

downgrades caused greater negative stock returns before the bankruptcy of Lehman 

Brothers than after the bankruptcy. This result can be interpreted as improved market 

efficiency. Since the reaction at the markets is later smaller, it means that the markets had 

more information about the deterioration of the financial conditions of the rated company 

prior to the downgrade. Later this conclusion is supported by the results of the Post Leh-

man sample. 

The regression results also suggested that a downgrade larger than one step causes 

greater negative abnormal returns compared to downgrades of one step. In these cases, 

the reaction is stronger due to the magnitude of the negative news. If investors have an-

ticipated the negative news, the volume of the rating change may still surprise them, 

which causes a larger negative reaction to the downgrades of more than one step. 

Falling from the investment grade to the non-investment grade can be considered to 

be a greater negative information than a regular downgrade and therefore it causes greater 

negative abnormal returns. Also, stock returns of companies in the investment grade face 

greater negative abnormal returns in cases of downgrades than companies in the non-

investment grade. This step from investment grade to speculative grade can also be seen 

as a “larger downgrade” than a regular fall and therefore stock return reaction is also 

larger.  

Variables LEV, LN_SIZE, NEG_WATCH and NEG_OUTLOOK have a positive im-

pact to the cumulative abnormal returns. The positive stock returns effect of 

NEG_WATCH and NEG_OUTLOOK can be explained by the warning effect these an-

nouncements have. When a downgrade occurs, the returns turn positive when the ex-

pected event finally happens. A larger market capitalization expressed with the variable 

LN_SIZE effects positively to the returns, indicating that the larger the rated company is, 

the more unlikely it is to face a bankruptcy. Therefore, the reaction to downgrades is 

positive towards companies with a smaller market capitalization. Also, the level of lever-

age effects positively to the returns, which is rather surprising but can be explained for 

example by the signaling theory or the decreasing overall costs of capital, when the 

amount of debt financing increases. 

Then, regression results of the subsamples have some similarities but also differences 

compared the results of the full sample of 112 observations. When banks and other finan-

cial institutions are excluded, also the statistically significant independent variables 

change as seen in Table 11.  
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Table 11: Regression results without banks and other financial institutions 

Table 11 presents the coefficients and t-statistics for each CAAR period without banks and other financial 

institutions. The statistically significant p-values are denoted as follows: *p < 0.10, **p <0.05, ***p 

<0.01. The sample size is 67 observations. 

____________________________________________________________________ 

 

In the non-banks and other financial institutions sample there are numerous statisti-

cally significant variables of which two are significant in more than one CAAR period.  

Being listed in Helsinki Stock Exchange has a negative impact between –0.02 and –0.06 

to cumulative abnormal returns when the listed company is downgraded compared to 

companies listed in Stockholm Stock Exchange. This negative effect is significant at the 

level 0.10 in CAAR(0,1) and CAAR(–10,10). Also the variable INV_ORIG is statistically 

significant in CAAR(0,10) and CAAR(–10,10) periods with t-statistics of –2.02** and –

1.81*. In all periods the belonging originally to the investment grade has a negative im-

pact to the cumulative abnormal returns.  

INV_ORIG and NEG_WATCH are statistically significant variables common with the 

full sample. NEG_WATCH is statistically significant in CAAR(0,10) on the significance 

level 0.10 and t-statistics of 1.77.  The impacts also point to the same directions. In the 

sample of non-banks and other financial institutions, also LEV and GRADES_DOWN 

have a statistically significant values 1.94* and –1.86* in CAAR(0,1). Leverage effect 

positively to the cumulative abnormal returns in CAAR(0,1) and CAAR(–10,10) but neg-

atively in the mid-CAAR. Also GRADES_DOWN effects differently in the mid-CAAR 

period, where the effect is positive when it otherwise has been negative. 

This denotes, that after the day 1, markets react differently to the level of leverage and 

to the larger downgrades than right before, during and after the event date. This could be 

explained for example through the behavior of smaller investors, who do not follow the 
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markets on daily basis and take investing actions with a lack. Therefore, for example 

many sudden selling bids can cause a negative effect on the returns of some indebted 

company few days later than when the downgrade has been announced. However, the 

returns of the asset can also be more positive few days after the event date, if for example 

the returns have decreased before or during the event date and start to recover few days 

later. This could explain why downgraded companies with more than one step have pos-

itive returns in mid-CAAR. 

The regression results of the post Lehman sample are presented in Table 12. 

Table 12: Regression results of the post Lehman sample 

Table 12 presents the coefficients and t-statistics for each CAAR period of the Post Lehman sample. The 

statistically significant p-values are denoted as follows: *p < 0.10, **p <0.05, ***p <0.01. The sample 

size is 73 in all periods. 

 

 

In the post Lehman sample there are more statistically significant variables than in the 

full sample. In CAAR(0,10) there are two statistically significant variables, 

FALLEN_ANGEL (with the t-statistic of 1.76*) and NORWAY (with the t-statistic of 

2.04**). In CAAR(–10,10) period, NORWAY (with the t-statistic of 1.67*) and DEN-

MARK (with the t-statistic of –2.13**) are statistically significant variables. However, 

none of these statistically significant variables are common with the full sample regres-

sion results. The fact that the country dummies become statistically significant, can 

largely be effected by the smaller size of the sample. According to these results, the mar-

ket where the rated company is listed affects to the average abnormal returns especially 

before and after the event date. Being listed in Danish or Finnish markets effects nega-

tively to the returns compared to the Swedish market and being listed in Norwegian mar-
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ket effects mostly positively to the returns. These differences become statistically signif-

icant on the longer CAAR periods. Sweden in event study results had no statistically sig-

nificant event window days after the event day but for example Norway and Denmark 

had. This can explain why the differences between listing places are more visible in the 

longer CAAR periods and also why the country dummies turn significant in some sam-

ples. 

Interesting feature in this sample is, that the sample is the only one where 

GRADES_DOWN effects positively to the results in all CAAR periods unlike in any 

other samples. This can be interpret that after the bankruptcy of the Lehman Brothers, the 

downgrades greater than one step are seen as a positive sign. Investors are still interested 

about the downgraded company, possible due to the higher premiums the higher riskiness 

requires. 

On top of the positive attitude towards larger downgrades, the post Lehman sample is 

also the only sample where the variable NEG_WATCH has a negative effect to the cu-

mulative abnormal returns, even though the negative reaction occurs only in the 

CAAR(0,1) period. Here, the preceding negative watch listing has possibly not functioned 

as a warning sign for the possible downgrade, and the negative watch listing increases 

momentarily the negative effect of the downgrade announcement. 

The regression results of the investment origin sample are represented in Table 13. 

Table 13: Regression results of the investment origin sample 

Table 13 presents the coefficients and t-statistics for each CAAR period of the investment origin sample. 

The statistically significant p-values are denoted as follows: *p < 0.10, **p <0.05, ***p <0.01. The sam-

ple size is 93 in all periods. 
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From all the CAAR periods only the variable NEG_WATCH in statistically significant 

on the level 0.10 at CAAR(0,10) period. Overall the results are similar to the full sample. 

As in the full sample, the variables PRE_LEHMAN, FALLEN_ANGEL and 

GRADES_DOWN have a negative impact to the cumulative abnormal returns in all 

CAAR periods. The variables LN_SIZE, NEG_OUTLOOK and NEG_WATCH have a 

positive impact to the cumulative abnormal returns at all CAAR periods. Among country 

variables the impact to the cumulative average abnormal returns is more negative in 

CAAR(0,1) than the reaction is with listed companies in Sweden, but on longer CAAR 

periods the impact can be either negative or positive compared to Sweden. 

5.4 Robustness analysis 

The robustness of this study is tested with different subsamples. As seen from the event 

study and the regression analysis results, the results vary between the samples. For exam-

ple, the results in the Post Lehman sample differ from the full sample results indicating 

that the results change over time. Also, the results vary between the full sample and the 

sample of non-banks and financial institutions meaning that there is no robustness be-

tween the business sectors. 

Table 9 compared the event study results of the different samples and it demonstrates 

well that there are statistically significant days such as –4 and 8, which are most likely 

affected by single observations with huge abnormal returns. These unusually large returns 

on some days in event window can be caused by numerous reasons, most likely other 

events and announcements on the markets. For example, financial statement releases and 

interim reports can affect to the market returns of this study if the releases are published 

near the credit rating announcements. These news can cause abnormal returns in the event 

window not provoked by the credit rating change. Also profit warnings, merger an-

nouncements, splits and other announcements can increase or decrease the abnormal re-

turns in the event window on other days than on the event date. 

Large possible long-lasting events on the markets can also disturb the values in the 

estimation window, of which the normal returns are counted. If the normal returns are 

corrupted, it automatically effects to the abnormal returns on the event window, which 

can also lead to disturbed cumulative abnormal returns. The possible disturbed normal 

and abnormal returns in this study has not been prevented, but the CAAR periods of dif-

ferent lengths allow the examination of different parts of the event window. The shorter 

the CAAR period is, the smaller change there is for other events to occur simultaneously 

to the credit rating downgrade. 
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6 SUMMARY AND CONCLUSIONS 

6.1 Research summary and conclusions 

In this study the role of credit rating agencies was examined focusing on new information 

they provide to the markets and more specifically, does this information cause abnormal 

returns in the Nordic markets. The information to the markets is provided in the form of 

credit rating announcements and since markets tend to react more to the negative news, 

the credit rating downgrades were examined due to negative information the downgrade 

announcements provide. 

The results show that in the Nordic countries credit rating downgrades are associated 

with abnormal returns. However, the negative abnormal returns cannot be declared to be 

caused by the credit rating downgrades, since they mostly occur before the downgrade 

announcements. The full sample showed statistically significant abnormal returns on days 

prior to the event date and also the cumulative abnormal returns are statistically signifi-

cant only in the longest CAAR period, which includes the previous event window days. 

These cumulative average abnormal returns were –0.01%, when the cumulative average 

abnormal returns after the event day were positive. Therefore, the most significant abnor-

mal returns occur prior to the actual event date indicating that the negative information 

begins to incorporate to the stock returns before the actual downgrade announcement. 

This denotes that in the most Nordic countries there is still a lag between the occurrence 

of the deteriorated financial conditions of a rated company and the publication of a credit 

rating downgrade announcement.  

The credit rating downgrades are especially associated with the abnormal returns in 

Sweden, where the abnormal returns are however unexpectedly positive on days –1 and 

0. Companies listed in Stockholm Stock Exchange show statistically significant abnormal 

returns on day –1 and on the event day and also all the CAAR periods are statistically 

significant. Also, when excluding the days –1 and 0, no other statistically significant event 

window days occur. This shows that the market reaction around credit rating downgrades 

is the strongest in Sweden when compared to the other Nordic countries. Sweden is also 

the only one of the studied countries, where the event day shows statistically significant 

positive abnormal returns, but also with companies listed in Sweden, the significant reac-

tion started a day earlier, on day –1. In Sweden, Norway and Denmark statistically sig-

nificant abnormal returns occur on day –1 and excluding Sweden, not on the actual event 

day 0. This could mean, that the knowledge about the upcoming downgrade has leaked 

to the markets or at least some of its participants a day earlier, or that the credit rating 

downgrades are actually triggered by the other events on the markets more than the credit 

rating agencies admit them to be.  
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However, the average abnormal returns of the day –1 were not statistically significant 

in the post Lehman sample. The sample showed slightly negative average abnormal re-

turns on the days –5 to –1 before the event date and on the event date the returns then 

turned statistically significantly positive. This indices, that since the bankruptcy of Leh-

man Brothers the significant market effect has occurred on the actual event day even 

though the upcoming negative information has been anticipated by the markets before-

hand. Solely the timing of the downgrade has been unclear, which indicates that the down-

grades have not leaked or been provoked by other events as clearly as they possibly were 

before the bankruptcy of Lehman Brothers. 

A remarkable finding in the regression results is that preceding negative outlooks and 

negative watches affect the abnormal returns positively. The reaction is strong enough for 

the variable describing preceding negative watch listings to be the only variable signifi-

cant in two CAAR periods in the full sample regression results. The possible explanation 

for why this independent variable is associated with positive abnormal returns can be 

found from the previous studies (e.g. Li et al. 2004). When a negative watch listing is 

announced, the markets at some level prepare to the credit rating downgrade and the neg-

ative impact is already converted into to stock prices before the downgrade. When the 

downgrade later occurs, the cumulative abnormal returns turn positive since the returns 

no longer “wait” for the bad news to be released. 

The other interesting finding is that the firms in the investment grade face more nega-

tive abnormal returns during downgrades. The difference is the greatest in the longest 

CAAR period but also the regression results of the full sample show that the variable 

describing firms in the investment grade is statistically significant with a negative impact 

to the cumulative abnormal returns. 

The key findings of this study in the form of conclusions for hypotheses are gathered 

in Table 14. 
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Table 14: Summary of key findings 

 

 

The event study results show statistically significant abnormal returns around the an-

nouncement of a credit rating downgrade and therefore hypothesis 1 is accepted. How-

ever, the negative cumulative abnormal returns occur on days prior to the event day, and 

therefore are not caused by a credit rating downgrade. The negative cumulative average 

abnormal returns are significant when calculated from the event window days –10 to 10.  

The regression analysis results show, that abnormal returns are less negative when a 

negative watch or negative outlook has been listed prior to the credit rating downgrade. 

In fact, the impact of the previous negative watch listing is positive to the cumulative 

abnormal returns and hence hypothesis 2 is accepted. Also, hypotheses 3 and 4 are ac-

cepted since downgrading from investment grade as well as downgrading among the in-

vestment grade are associated with a negative impact to the cumulative abnormal returns. 

Also, the sample including only investment origin observations has more negative cumu-

lative abnormal returns than the full sample.  

The hypothesis 5 is rejected since unlike expected, the increase in leverage did not 

affect the cumulative abnormal returns negatively, instead the impact was positive. The 

larger amount of debt was seen as a positive sign at markets during the downgrade, which 

could be explained by Ross’ (1977) theories. A larger level of leverage decreases the 

overall cost of capital, which increases the stock price. Adding debt when financing is 

available with better terms can also inspire investors’ confidence, since it signals that the 

management of the rated firm feels confident about the future enough to add to the level 

of leverage despite the downgrade. 
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6.2 Limitations for the thesis 

The major limitations concerning this study mostly relates to the limited observations. 

Purchasing credit ratings from CRAs is a rather new trend in Nordic listed countries, and 

therefore not all rated companies have yet faced a downgrade. Limited amount of down-

grade observations for example distorts the results of the event study by country. Norway 

has only 24 credit rating downgrade observations and a single exceptionally abnormal 

observation can distort the cumulative average abnormal returns calculated from compa-

nies listed is Oslo Børs as can be seen from the event study results. 

The overall research sample consist of 140 observations, however not all of the obser-

vations could not be used in the regression analysis. Lack of prior events from Fitch and 

some S&P’s downgrades, limited the data in regression analysis, thus limiting the obser-

vations in all the samples. On top of the lack of the prior events, for example only 9 

observations included a fall from the investment grade to the speculative grade and there-

fore the results of the these fallen angels can hardly be generalized. 

6.3 Suggestions for further research 

Since more and more Nordic listed firms have purchased credit ratings recently, after a 

few years there will be a larger amount of credit rating downgrades obtainable in the 

Nordic markets. With a greater amount of credit rating downgrades, the results can be 

more precise and will better represent the stock market reaction to credit rating announce-

ments. With the current results, single observations seem to have too much weight, be-

cause of some unexplained statistically significant event window days and the fact that 

the results largely differ between the samples and countries. 

Also, the other external events possibly affecting the price formation have not been 

examined in this research. By removing or otherwise controlling the contaminated events, 

the results could capture the abnormal returns better and possible avoid unexplained sta-

tistically significant event window days. 
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