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Abstract. 

With the development of computer science, people's interactions with computers or through 

computers have become more frequent. Some human-computer interactions or human-to-

human interactions that are often seen in daily life: online chat, online banking services, facial 

recognition functions, etc. Only through text messaging, however, can the effect of information 

transfer be reduced to around 30% of the original. Communication becomes truly efficient 

when we can see one other's reactions and feel each other's emotions. 

This issue is especially noticeable in the educational field. Offline teaching is a classic teaching 

style in which teachers may determine a student's present emotional state based on their 

expressions and alter teaching methods accordingly. With the advancement of computers and 

the impact of Covid-19, an increasing number of schools and educational institutions are 

exploring employing online or video-based instruction. In such circumstances, it is difficult for 

teachers to get feedback from students. Therefore, an emotion recognition method is proposed 

in this thesis that can be used for educational scenarios, which can help teachers quantify the 

emotional state of students in class and be used to guide teachers in exploring or adjusting 

teaching methods. 

Text, physiological signals, gestures, facial photographs, and other data types are commonly 

used for emotion recognition. Data collection for facial images emotion recognition is 

particularly convenient and fast among them, although there is a problem that people may 

subjectively conceal true emotions, resulting in inaccurate recognition results. Emotion 

recognition based on EEG waves can compensate for this drawback. Taking into account the 

aforementioned issues, this thesis first employs the SVM-PCA to classify emotions in EEG 

data, then employs the deep-CNN to classify the emotions of the subject's facial images. Finally, 

the D-S evidence theory is used for fusing and analyzing the two classification results and 

obtains the final emotion recognition accuracy of 92%. The specific research content of this 

thesis is as follows: 

1) The background of emotion recognition systems used in teaching scenarios is discussed, as 

well as the use of various single modality systems for emotion recognition. 



  

2) Detailed analysis of EEG emotion recognition based on SVM. The theory of EEG signal 

generation, frequency band characteristics, and emotional dimensions is introduced. The EEG 

signal is first filtered and processed with artifact removal. The processed EEG signal is then 

used for feature extraction using wavelet transforms. It is finally fed into the proposed SVM-

PCA for emotion recognition and the accuracy is 64%. 

3) Using the proposed deep-CNN to recognize emotions in facial images. Firstly, the Adaboost 

algorithm is used to detect and intercept the face area in the image, and the gray level balance 

is performed on the captured image. Then the preprocessed images are trained and tested using 

the deep-CNN, and the average accuracy is 88%. 

4) Fusion method based on decision-making layer. The data fusion at the decision level is 

carried out with the results of EEG emotion recognition and facial expression emotion 

recognition. The final dual-modality emotion recognition results and system accuracy of 92% 

are obtained using D-S evidence theory. 

5) The dual-modality emotion recognition system's data collection approach is designed. Based 

on the process, the actual data in the educational scene is collected and analyzed. The final 

accuracy of the dual-modality system is 82%. Teachers can use the emotion recognition results 

as a guide and reference to improve their teaching efficacy. 
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1  Introduction 

1.1  Research Background and Significance 

People’s life is always accompanied by emotions, and the most common emotions are joy, 

anger, sadness, and so on. People have emotions and show their feelings in their daily 

encounters. Emotions are inextricably linked to life since they affect not only the individual 

but also the others around him in subtle ways. There are many disciplines related to emotion[1], 

such as medicine, psychology, neuroscience, sociology[1], etc. Emotion research is a relatively 

abstract and complex subject. Emotion has an impact on every element of a person's life, 

including cognition, decision-making, and action. When communicating with people, both 

sides can respond differently by observing each other’s emotional changes. The same is true 

for AI products. Speech recognition, face recognition, and data analysis are all areas where AI 

is now being employed. However, these devices are unable to detect human emotions during 

human-computer interaction, resulting in an insufficiently gratifying interactive experience. 

The computer must learn the user's emotions in order to establish a more natural human-

computer interface, and this is also a future development trend for AI products. 

Similarly, the implementation of emotion recognition in the educational system is critical[2]. 

Students with positive emotions perform better, learn faster and more easily than students with 

negative emotions. Teachers who understand how different teaching methods affect students' 

emotions can make timely adjustments, locate the most successful way, and increase students' 

excitement for learning. 

People's emotional interactions are complicated and recognizing emotions using only one 

modality offers advantages and disadvantages. From the perspective of multimodality, effective 

information from different modalities can be extracted to improve the accuracy of the emotion 

recognition model[3]. With the development of AI technologies such as speech recognition, 

natural language processing, and computer vision, it has become possible to apply these 

technologies to practical scenarios of emotion recognition. 

When a person’s emotions change, their body changes accordingly, and we can see the changes 

from different aspects. Researchers can study emotion recognition in a variety of ways, 

including the following: 

By facial expressions[4]: Facial expression is an intuitive mirror of human emotions, and 

expression recognition has always been one of the important research topics in computer vision. 

The facial expression recognition is based on face detection. Deep learning technology is 

frequently utilized in emotion recognition. It has a high degree of accuracy and strong 
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robustness and can be applied in teaching scenarios. When it comes to teaching, the face 

detection system can reflect how involved the students are, evaluate the learning effectiveness 

of students and help teachers adjust teaching methods.  

By texts[5]: Since people more often use text messages for communication these days, emotion 

can be extracted from the texts and be analyzed for the author's subjective sentiments[6]. First 

of all, it is necessary to establish an emotional feature thesaurus to store emotion feature words 

and attribute information. Then segment the text using the word segmentation tool. The 

processes word segments are matched with the emotion features. Finally, the emotional 

tendency of this text is determined according to the extracted word segmentation and attribute 

information.  

By gestures[7]: In real life, people are frequently confronted with a variety of situations. Body 

movements are used to express emotions when there is no method to communicate verbally 

and when it is difficult to observe facial expressions properly. First of all, we need to establish 

a dataset of human motion related to emotions in daily life scenarios, and the focus of this 

dataset is on body movements. Through gesture capture data and image data, features such as 

body, force, space, and shape are extracted. Finally, emotion recognition results are obtained 

through analyzing gestures[8]. 

By speeches: Human voices hold a wealth of information, including semantic, emotional, and 

other types of information. Speech emotion recognition refers to automatically identifying 

emotions contained in the language. The reason why humans can capture the changes in an 

emotional state of other people by listening to them is that the human brain can perceive and 

understand the emotional information in speech. Automatic speech recognition includes 

emotion recognition, language content, etc. In real life, computers could simulate the human 

brain's analysis of speech signals through internal calculations. Speech recognition is also 

frequently utilized in everyday life, for example, in intelligent speakers, voice navigation, and 

safe driving reminders[9]. 

By physiological signals[10]: Human emotion changes are accompanied by changes in 

physiological signals. Physiological signals have the advantage of being able to better reflect 

true emotional states than facial expressions or spoken messages. EEG, eye movement, EMG, 

electrodermal, ECG, and respiration are the most common physiological signals employed for 

emotion recognition. Because the frequency of these physiological signals is usually low, and 

the acquisition is easily affected by the external environment, special equipment is required for 

physiological signal collection. To improve the quality and accuracy of emotion recognition, 

the signal must be further preprocessed after acquisition.  
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Emotion analysis on a single modality is highly advanced, but for data containing multiple 

modalities, the additional information makes emotion recognition more challenging. At the 

same time, in the fields of single modality emotion recognition, one type of dataset can be 

easily affected by various noises, such as easily disguised facial expressions, and it is difficult 

to completely portray subjects’ true emotional state. To improve the accuracy of emotion 

recognition, some researchers consider combining two or more different data types and doing 

the analysis.  

In this research, a new strategy for improving emotion recognition accuracy is proposed. Both 

facial expressions and EEG signals collected from subjects are used for emotion recognition. 

EEG signals can better depict participants' true feelings, which compensates for the camouflage 

shortcomings of emotion identification based solely on facial expressions. This emotion 

recognition system, which uses EEG data and facial images to recognize emotions, could be 

employed in the educational scene.  

The emotional data of students has guiding value for teaching and research, educational 

institutions, and teachers themselves. Large-scale negative feedback may mean that the 

teaching arrangement is unreasonable. The emotional status of students participating in the 

experiment can be collected and analyzed by teachers. Teachers can enhance their teaching 

methods and learning efficiency based on the results of emotion recognition. 

1.2  Literature Review 

1.2.1  Emotion Evocation 

At present, most of the experiments related to emotion recognition are carried out in a 

controllable environment. An important precondition in emotion recognition experiments is 

how to evoke different emotions of subjects[11]. Picard[12] divided the emotion evocation method 

into two types, one is subject evocation, and the other one is event evocation. Subject evocation 

refers to that subjects need to recall an event from their life that can remind them of a certain 

emotion. Even evocation refers to a method of evoking subjects’ specific emotions through 

stimulus content such as text, pictures, video clips, audio, etc. Although the subject evocation 

approach can effectively evoke the desired emotion, it does so only with the participants' 

conscious involvement. It's possible that it'll result in an unmanageable experimental situation. 

More researchers are choosing to use the event evocation approach and conduct the emotion 

evocation experiment in order to keep the experiment under control and reduce other 

distractions. 
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The event evocation method refers to presenting materials with emotional tendencies to the 

subjects, thereby evoking corresponding emotions of the subjects. Based on the different kinds 

of materials used in the experiment, they can be mainly divided into visual stimulation 

materials, auditory stimulation materials, and olfactory stimulation materials. Multi-channel 

emotion evocation is a technique for bettering emotion evocation by combining visual, aural, 

olfactory, and other evocation components. In the event evocation method, the use of video 

clips as stimulation materials not only synthesizes the advantages of auditory sense and visual 

sense but also effectively evokes emotions. That’s the reason why video clips are widely used 

in the real emotion evocation experiment. 

1.2.2  Literature Review Based on EEG Signals 

Emotional physiological signals are created spontaneously by the human neurological and 

endocrine systems and are not easily influenced by external factors[13]. There are two common 

methods of emotion recognition based on physiological signals. The first one is emotion 

recognition based on the autonomic nervous system, and the data types measured mainly 

include external physiological manifestations such as human respiratory rate, skin electrical 

signals, and heart rate. The emotion classification result is obtained through the analysis of 

these data. Picard et al. of the Massachusetts Institute of Technology in the United States 

identified eight different emotions of calm, anger, disgust, sadness, pleasure, romance, joy, and 

fear through measurement and analysis of the human autonomic nervous system. Despite the 

fact that the physiological signals of these autonomic nerve systems cannot be disguised and 

can obtain true data, they are unsuitable for practical applications due to their low precision 

and lack of adequate evaluation standards[15].  

The second method is emotion recognition based on the central nervous system. The central 

nervous system refers to the brain electrical activity. The body's central nervous system 

responds differently in different emotional states. Emotion classification results can be obtained 

through the processing of EEG signals and feature extraction. Common central nervous system-

based recognition methods include fMRI and EEG. Due to the large size and high price of 

fMRI equipment, it is not suitable for practical application. Therefore, emotion recognition 

based on EEG is currently a more commonly used method. 

EEG[15] is a spatially discrete, non-stationary random signal produced by the central nervous 

system which can directly record changes in subjects’ scalp potential. For emotion recognition, 

traditional research methods often extract linear and nonlinear features from EEG signals, 

ignoring the interplay between brain areas. In recent years, more researchers have introduced 
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complex network theory into the study of EEG emotion recognition and explored the 

mechanism of emotion generation by building a brain function network then doing the emotion 

recognition. 

The main steps in emotion recognition using EEG signals[16] include EEG signal acquisition, 

data preprocessing, feature extraction, and emotion recognition. The acquisition of EEG signals 

is generally achieved by placing physical electrodes on the scalp. The number of electrodes 

changes along with different acquisition devices. The most commonly used are 16 electrodes, 

32 electrodes, and 64 electrodes. These electrodes are placed in the right position on the scalp 

of the subjects’ brains according to the 10-20 system[17] electrode placement method and are 

used to collect EEG signals generated by different brain regions. 

In the process of collecting EEG signals, some interference noise will be collected due to the 

influence of the external environment, eye movements, muscle movements, and other factors. 

Data preprocessing is to remove the interference noise in the original EEG signals and obtain 

purer EEG signals. The common preprocessing method includes filtering, PCA, independent 

component analysis, etc. Bartels et al. combined blind signal separation, independent 

component analysis, and SVM to propose an effective artifacts removal processing method. By 

analyzing the characteristics of each algorithm, the ocular artifacts are removed using the 

Amuse algorithm in BBS. The infomax algorithm in the independent component analysis is 

used to remove the EMG signals. Figure 1-1 and Figure 1-2 show a good result in artifacts 

removal. 

 

Figure 1-1 Raw EEG recordings with strong artifacts[19] 
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The feature extraction[19] of EEG signal is to use EEG as the source signal to determine various 

parameters and use parameters as a vector to characterize the EEG features. Its purpose is to 

reduce the dimensionality of the EEG, highlight emotional characteristics, and be used to study 

the emotional state of subjects. Choosing features will directly affect the accuracy and 

relevance of the emotion recognition model. Usually, the EEG signal features used are time-

domain features, frequency features, time-frequency features, and nonlinear features. Time-

domain features are the most intuitive and easily obtained in several types of features. This 

method often uses the information in the time domain after removing artifacts as features or 

uses signal statistics in the time domain as features. Frequency features are mainly based on 

the waveform of each frequency band of the EEG signal. It is incomplete to consider only the 

frequency domain characteristics of the EEG signal and ignore the time-domain features. As a 

result, more and more researchers begin to combine the time and frequency domains to find 

EEG features which reflect both the time and frequency features.  

Recognition is identifying EEG patterns corresponding to different emotional states by 

extracting EEG features and then classifying them. Common recognition methods[20] are 

unsupervised learning, semi-supervised learning, and supervised learning. Some classifiers 

such as self-organizing map, SVM, K-nearest neighbor are used for emotion recognition. One 

of the goals of emotion recognition using EEG is to select features that represent emotional 

states. Through the optimization model, the classification accuracy of emotional states is 

improved as much as possible, which provides a reliable guarantee for the application of EEG 

Figure 1-2 Processes EEG after artifacts removal[19] 
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in the field of emotion recognition. Another goal is to identify the brain regions and frequency 

bands most associated with emotional states in the research process, providing a physiological 

basis for the application of EEG in the field of emotion recognition. 

1.2.3  Literature Review Based on Facial Expressions 

Facial expressions are a very important form of communication. In 1971, Ekman et al.[21] for 

the first time divided expressions into six basic types, sad, happy, fear, disgust, surprise, and 

angry. With the development and deepening of facial expression research, FACS based on AU 

is proposed, which explains the connection between AU and expressions by analyzing the 

characteristics of AU. A facial image contains a lot of information and the expressions at 

different moments in the time sequence are not the same. It is necessary to extract effective 

information such as texture features and facial features in the image when recognizing emotions. 

The extraction of this effective information is of great significance for the improvement of 

emotion recognition speed and accuracy. The robustness and integrity of the extracted features 

will have a decisive impact on the final recognition results. 

The traditional facial emotion recognition method[22] includes four basic steps: raw facial image 

input, data preprocessing, feature extraction, and emotion recognition. Among those steps, 

feature extraction is the most important step in the traditional method, which requires meeting 

the final emotion recognition needs. These features are extracted artificially, then entered into 

the classifier. For facial images, they are usually collected in the laboratory, which will then be 

converted to grayscale images and normalized. Most noise will be removed by feature 

extraction and images finally are fed into the classifier to obtain the emotion recognition result. 

The facial emotion recognition process based on deep learning is similar to the traditional 

method, however, in deep learning, there is no need to artificially select features. It is done 

automatically by the deep learning network. The deep learning method requires a large amount 

of data. If the amount of data is too small in the training set, there may be overfitting, resulting 

in poor generalization performance. Therefore, translation, rotation, cutting, adding noise 

always are used for data enhancement. The commonly used deep neural network model is CNN, 

which includes convolutional layers, pooling layers, and connected layers. Some networks 

combine CNN with LSTM, and the time sequence features are obtained from image features. 

Although more and more expression datasets have been public in recent years, the 

shortcomings of small data size and unbalanced data types are still common problems for 

emotion recognition. As deep learning becomes more widely applied in facial expression 

recognition, training neural networks require richer, more balanced datasets. In response to this 
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problem, researchers begin to augment the original data set using data-enhancing methods. 

Initially, geometric transformations of original images is a common method. Simard et al.[23] 

proposed increasing the sample size by panning, rotating, and skewing. Lopes et al.[24] choose 

to add random noise near the eyes of the original image by using a two-dimensional Gaussian 

distribution, and then maintain the balance of the two eye positions by rotating the operation, 

resulting in a new sample image. Krizhevsky et al.[25] randomly crops the original image to 

form a fixed-size subsample, and then flipped each subsample horizontally, which expands the 

training set. Adjusting the brightness and contrast of images is also a common data 

enhancement method. Adjusting the brightness of original images, can not only expand the 

sample size but also weaken the impact of brightness problems on emotion recognition. 

At present, the research of facial expression recognition has made great progress. However, 

there are still some problems with facial expression recognition[26], mainly in the following 

aspects: 

1) The types of expressions are not enough. The expressions commonly used in daily life are 

not limited to these six basic expressions. Therefore, it may be possible to have a low 

recognition accuracy for complex expressions. 

2) The traditional feature extraction and classification methods generally verify the accuracy 

through standard facial expression datasets. It may lead to insufficient consideration for 

complex and changeable environments, weakening the applicability of the emotion recognition 

system. 

3) Traditional feature extraction methods are difficult to extract deeply hidden features in 

human facial expressions. Deep learning algorithms such as CNN can extract features that are 

difficult for a human to consider, but training complex neural network requires a lot of 

computation and time. 

4) Facial expressions are easy to observe and be used for classification, but they are also easy 

to disguise. For example, if the subject chooses to pretend the facial expression to cover up his 

true emotions, then the final emotion classification result is not a good reference. 

1.3  Research Purposes 

Teachers want to implement more effective teaching approaches to boost students' enthusiasm 

for learning, whether through traditional teaching or online distance learning. Students' 

emotional states have a significant impact on their ability to learn, so their emotional states are 

a crucial criterion for determining whether or not a teaching approach is effective. Using 

various approaches to collect emotional feedback from students might help the teacher change 
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their teaching methods during actual teaching activities. 

EEG data and human facial expressions are both representations of a person's emotional state. 

Considering combine the EEG emotion recognition and facial image emotion recognition, the 

advantages of both ways could be obtained. In this way, using the dual-modality emotion 

recognition system could increase accuracy, comparing with the single modality system. In this 

thesis, we focus on the dual-modality emotion recognition model based on EEG signals and 

facial expressions that can be applied in educational scene. 

1.4  Innovation Points 

The main work and innovation points of this thesis include the following aspects: 

1) A dual-modality emotion recognition model based on EEG data and facial expressions is 

suggested to address the problem of single modality emotion recognition's inaccuracy. Using 

the dual-modality system, the shortcomings of a single modality system can be compensated. 

The dual-modality system proposed in the thesis can combine the advantages of two emotion 

recognition systems to improve classification accuracy. 

2) The proposed dual-modality emotion recognition system based on EEG signals and facial 

expressions is applied to practical educational scenes. This methodology can be used to help 

teachers change their teaching methods by serving as a reference for curriculum creation. The 

"quantification" of the educational process is achieved by the emotion recognition system. 

Although teachers can see the actual state of students in class, it is difficult to form effective 

and instructive data after class, and the data of students’ learning status is also missing. For 

educational evaluation and instructional advice, this dual-modality system has specific 

reference and guiding relevance. 

1.5  Thesis Structure 

This thesis is divided into six chapters, which are arranged as follows: 

The first chapter, Introduction: focuses on the research background and significance of the 

thesis's core issue, as well as the emotion recognition algorithms that are based on various 

forms of data. It mostly covers the background and substance of EEG-based emotion detection 

and facial expression-based emotion recognition. Following that, the thesis's major goals and 

related innovative points are discussed. 

The second chapter, Emotion recognition based on EEG signals: the first part describes the 

main steps for emotion recognition based on EEG signals, as well as the theory of EEG signal 

generation, characteristics, and emotional dimensions. The second part emphasizes the five 
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EEG frequency bands. The data set used in this thesis, which is an EEG public dataset with 

video data, is detailed in the third section of this chapter. The process of preprocessing EEG 

signals is described in the fourth part. The first stage in preprocessing is filtering, the second 

step is manual denoising, and the third step is ocular artifact removal using the BBS method. 

The fifth part explains how wavelet transformations are used to extract EEG features, focusing 

on the wavelet transform principle and the wavelet decomposition findings. The sixth part 

explains how SVM is used to recognize EEG emotions, focusing on the mathematical 

principles of SVM. The improved algorithm SVM-PCA is proposed and the accuracy results 

are obtained after training the neural network on the DEAP dataset. The summary is at the end 

of this chapter. 

The third chapter, Emotion recognition based on facial expressions: the first part of this chapter 

describes the basic steps for emotion recognition based on facial expressions. The second parts 

covers the DEAP dataset's face video preprocessing methods, which primarily involve image 

capture, face detection, and image cropping. The Adaboost algorithm is used for face detection 

in this part. The third part introduces the preprocessing methods for cropped facial images. 

Preprocessing methods include grayscale conversion, normalization, and grayscale 

equalization. The proposed deep-CNN model for emotion recognition is introduced in the 

fourth part. This part covers the fundamentals of CNN as well as the network structure 

employed in this system. The last part is the chapter summary. 

The fourth chapter, Dual-modality decision-level fusion: the first part describes the basic steps 

for dual-modality decision level data fusion. The theory of multi-source information fusion is 

introduced in the second part, which mainly includes three methods of information fusion: data-

level fusion, feature-level fusion, and decision-level fusion. The third part describes the D-S 

method used in this system which is based on decision level fusion. The final emotion 

recognition results of EEG signals and facial expressions are also shown in this part. The 

chapter summary is introduced in the final section. 

The fifth chapter, Application of dual-modality emotion recognition system in the educational 

scene: The first part summarizes the current situation of teaching and the significance of 

emotion recognition in educational applications. The steps for designing experiments and 

collecting data are covered in the second part. The goal is to record EEG signals and facial 

expressions from students during the experiment for further analysis. The third part involves 

collecting and analyzing experimental data from the subject using the method proposed in the 

previous part. To assess the student's learning status, the proposed dual modality emotion 

recognition system is applied. It is feasible to provide teachers with recommendations on how 
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to adjust their teaching approaches based on the evaluation findings. This chapter's summary 

is in the last part. 

The sixth chapter: Summary and outlook: it summarizes the significance of this research and 

introduces the main process and ideas of this thesis. The outlooks of this dual-modality emotion 

identification system are provided in the last part of this chapter for future research possibilities. 
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2  Proposed SVM-PCA for Emotion Recognition Based on EEG 

Signals 

2.1  Basic Steps for Emotion Recognition Based on EEG Signals  

In the emotion recognition based on EEG signals, the EEG acquisition device is used in the 

experiment, which is placed on the subject’s head to collect physiological data. After that, the 

EEG signals are purified using a filter, manual denoising, and ocular artifact removal. The 

wavelet technique is also used to extract major features from EEG recordings. The proposed 

SVM-PCA neural network is utilized to classify emotions and obtain the final emotion 

identification result after selecting features.  

2.2  The Generation, Characteristics, and Emotion Theories of EEG  

EEG signals are formed by the sum of many neuronal synapses in the cerebral cortex[27]. It is 

the result of a combination of a large number of neurons. How the next neuron acts depend on 

the neurotransmitters released by the nerve endings from the last neuron. Excitatory 

neurotransmitters raise resting potentials and increase neuronal excitability, causing excitatory 

postsynaptic potentials. Inhibitory neurotransmitters reduce resting potentials and cause 

neuronal excitability to decrease, leading to inhibitory postsynaptic potentials.  

In most physiological cases, synaptic activity is the most important component of EEG 

Figure 2-1 The generation mechanism of EEG signals[29] 
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potentials. The main activities of neuronal synapses, the transmission mode of releasing 

neurotransmitters, and the physiological principle of EEG signal generation can be clearly 

understood from Figure 2-1.  

EEG signals usually imply the neuronal activity of the human brain and contain information 

such as human physiology, emotional state[30] and thoughts. EEG signals have the following 

three main characteristics due to their unique acquisition method. 

1. EEG signals are weak and susceptible to interference 

EEG signals are collected by electrodes placed on the subject’s head. The received signals are 

relatively weak and susceptible to interference such as muscle movements, blinking, light 

effects, etc. That noise is not the main research object, so it is necessary to preprocess the EEG 

signals. The noise should be removed and extract effective EEG features for later analysis. 

2. Easy to obtain frequency domain features 

Usually, EEG bands range from 0.1Hz to 100Hz[31]. In most research, EEG is divided into five 

frequency bands, namely Delta δ band, Theta θ band, Alpha α band, Beta β band, and Gamma 

γ band. These five frequency bands match with different cognitive characteristics, as shown in 

Table 2-1. The waveforms of five frequency bands are shown in Figure 2-2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2-2 Waveforms of different frequency bands for EEG signals[32] 
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Table 2-1 Introduction to the EEG bands on frequency and cognitive characteristics 

Band Frequency/Hz Amplitude/𝝁V Cognitive Characteristics 

Delta 0.1-4 10-20 

It is often seen in the frontal area of the brain and is 

common in children and adults during their sleeping. 

It is less common in normally awake adult brain 

waveforms. What’s more, excessive ventilation, eye 

opening or calling names could not have a significant 

effect on the Delta waveform. 

Theta 4-8 20-40 

The waveforms of the temporal and parietal lobes are 

more obvious, and generally appear when people are 

drowsy. It is a manifestation of a state of depression 

of the central nervous system. It is also associated 

with working and memory load. 

Alpha 8-13 10-100 

Alpha is the basic EEG wave in adult brain. Its 

waveform can be periodically gradually raised and 

decreased. Alpha is present in all areas of the brain, 

most obvious in the apical occipital region, Alpha 

waves are symmetrical on the left and right side of the 

brain. It can be occurred when people are quiet and 

with eyes closed. It is generally thought to be related 

to the brain’s preparatory activity. 

Beta 13-31 5-30 

It is obvious in the forehead, temporal and central 

area. Beta waveform is more active when people are 

in concentration or during emotion tension. 

Gamma >32 Unfixed range 

It occurs mostly in the frontal and central regions. The 

increased performance of Gamma waves means the 

increased excitability of nerve cells. It plays an 

important role in the reception, transmission, 

processing, feedback and other advanced functions 

of received information in the brainstem. 

3. Hard to disguise 

Different from facial expressions, EEG signals are more objective, hard to disguise, and can 

reflect the true emotional state of subjects. To identify emotions, researchers need to quantify 

emotional states. At present, there are two main types of emotion quantification models that 
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are widely used: discrete model and dimensional model. For the discrete model, the emotional 

space is composed of several emotional states that are discrete, such as happiness, sadness, 

surprise, fear, anger, and disgust. Those six basic emotional states can make up other 

emotions[33].  

The dimensional model is based on two dimensions: valence-arousal or three dimensions: 

valence-arousal-dominance[34]. Valence indicates the degree of positivity of emotions, 

generally from negative to positive. Arousal indicates the intensity of emotions, from weak to 

strong. Dominance refers to the ability to control emotions, ranging from out of control to in 

control. The valence-arousal[35] schematic diagram is shown in Figure 2-3.  

2.3  DEAP Dataset 

DEAP[36] is a database collected by researchers such as Koelstra from several universities. It is 

usually used to study multi-channel data on human emotional states, which is publicly available. 

The EEG signals and PPS of 32 subjects are recorded.  

For the video stimuli needed in this experiment, the researchers obtained 120 initial video 

stimuli from the last.FM music website. Of these, 60 music videos are randomly selected, and 

the remaining half are manually selected. The emotional state corresponding to the selected 

Figure 2-3 The valence-arousal schematic diagram and the corresponding discrete emotions 
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video corresponds to the two-dimensional emotional space model. In the 120 videos, 40 video 

stimuli with more pronounced emotional characteristics were finally chosen. Each music video 

lasts 1 minute. 

The EEG signals in the experiment are obtained by 32 active AgCl electrodes with a sampling 

rate of 512 Hz. The electrodes are placed according to the 10-20 international standard system 

shown in Figure 2-4. In addition to this, for the first 22 subjects, Sony cameras are used for 

facial video recording during the experiments. There are total of 32 participants, half of them 

were males and the others were females, both aging from 19 to 37 years old. The physiological 

data collected during the experiment are shown in Table 2-2. 

Table 2-2 Signal categories and channels collected in DEAP 

Signal Category Channel 

EEG 

Fpl、FpZ、Fp2、F7、F3、Fz、F4、F8、FT9、FC5、FC1、

FC2、FC6、FT10、T7、C3、Cz、C4、T8、CP5、CP1、CP2、

CP6、P7、P3、Pz、P4、P8、POZ、O1、OZ、O2 

EOG 
Horizontal electro-oculogram, hEOG 

Vertical electro-oculogram, vEOG 

EMG 
Zygomaticus major electro-myography, zEMG 

Trapezius electro-myography, tEMG 

GSR Measuring galvanic skin resistance by positioning two electrodes 

Figure 2-4 Schematic diagram of electrode placement during EEG signal acquisition[37] 
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on the distal phalanges of the middle and index fingers[36] 

BVP Plethysmograph measures blood volume in the participant’s thumb 

Respiration Amplitude Respiration belt 

Each subject is required to collect their physiological data from 40 experiments and record their 

self-assessment results after each experiment. Before the whole experiment begins, a cross 

image is displayed on the screen to make the subjects relaxed. A two-minute baseline is 

recorded during the subject’s emotional calm period and then the experiment begins: 

1) The current experiment serial number is displayed on the screen to prompt the subject for 

the progress of the whole experiment. 

2) Display a cross image on the screen for five seconds of baseline recording. 

3) Play the 63 seconds music video. The first three seconds are for recording EEG data of each 

experimental video conversion, and the last sixty seconds are for recording EEG data induced 

by the video. 

4) Subjects finish the self-assessment on valence, arousal, liking, and dominance of each music 

video based on the self-assessment indexes. 

5) After completing 20 experiments, subjects are asked to take a break and prepare for the 

second half of the experiment. 

The data used in this thesis is data_preprocesses_python.zip, which has already been 

preprocessed, including down sampling and ocular artifacts removal by BBS. The sampling 

rate of this dataset is 128Hz and the EEG signal frequency band ranges from 4Hz to 45Hz. 

Each subject’s data consists of 63 seconds’ EEG signals and labels. The data is a matrix of 

40*40*8064 and the labels are four kinds: arousal, valence, liking, and dominance. 

2.4  EEG Signal Preprocessing  

It can be seen that EEG signals are random non-stationary and weak signals from the previous 

analysis. That’s why there is always noise mixed with acquired signals, such as ECG signal, 

EMG signal, eye electrical signal, and so on. Therefore, eliminating EEG artifacts to obtain 

pure EEG signals is the first step for signal analysis. The preprocessing of EEG signals 

generally contains the following processes: 

1. Filtering 

EEG acquisition devices usually have their filtering function. The frequency of EEG signals 

can be controlled before collecting the subjects’ EEG data. Researchers can also use a band-

pass filter after acquiring EEG data. The frequency generally ranges from 0.5Hz to 30Hz for 

emotion analysis. Then the passable frequency range of the band-pass filter can be set from 
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0.5Hz to 30Hz. 

2. Manual denoising 

This process is mainly for EEG signals with obvious abnormalities, which are usually caused 

by limb movements and so on. There will be obvious abnormalities shown in the EEG 

waveform. It is quite easy to notice this noise and remove them manually. 

3. Ocular artifacts removal using BBS  

Ocular artifacts[39] refer to the electrical signal generated by eye movements and blinking 

during EEG signal acquisition. The BBS method could be used to remove ocular artifacts. 

BBS[40] means the separation of aliased signals when the theoretical model of signals or the 

characteristics of the source signal is not accurately known. EEG signals and the artifact part 

can be separated into independent source signals through the BBS method. Then the artifact 

signals will be sent directly to zero, we can get relatively pure EEG signals. 

The schematic of BBS for EOG artifact removal is shown in Figure 2-5: 

The word “blind” in the BBS method means, firstly source signal s(t) is unknown, and secondly 

how the signals are mixed is unknown. 

Independent component analysis (ICA)[41] was gradually developed in the 1990s to solve the 

BBS problem. It is used in many areas in life such as voice signal processing, communication, 

and even financial field.  

The basic idea of independent component analysis is to get the pure signals extracted from the 

recorded mixed signals, assuming that the statistical characteristics of the source signals are 

independent of each other. Its mathematical formula is: 

𝑥(𝑡) = 𝐴𝑠(𝑡) + 𝑛(𝑡) (2.1) 

Wherein, A is the transfer matrix of 𝑚 ∗ 𝑛 dimension, 𝑥(𝑡) is the EEG signals collected in an 

experiment, 𝑠(𝑡)  is the statistically independent M (𝑀 ≤ 𝑁)  dimension unknown source 

signal, and 𝑛(𝑡) is the observed noise. 

The mathematical model of the standard ICA method is a linear noise-free hybrid model. Where 

the number of EEG source signals N and the number of mixed signals M are equal. For any 

Figure 2-5 The schematic of BBS for artifact removal 
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moment in 𝑥(𝑡) = 𝐴𝑠(𝑡), it has: 

(

𝑥1(𝑡)

𝑥2(𝑡)
⋮

𝑥𝑀(𝑡)

) = (

𝑎11 𝑎12 … 𝑎1𝑁
𝑎21 𝑎22 … 𝑎2𝑁
⋮ ⋮ ⋱ ⋮
𝑎𝑀1 𝑎𝑀2 … 𝑎𝑀𝑁

)(

𝑠1(𝑡)

𝑠2(𝑡)
⋮

𝑠𝑁(𝑡)

) (2.2) 

The purpose of ICA method is to seek the corresponding linear transformation W, through 

which the independent source signal 𝑠(𝑓) can be separated from acquired signal 𝑥(𝑓): 

𝑢(𝑡) = 𝑊𝑥(𝑡) = 𝑊𝐴𝑠(𝑡) (2.3) 

where 𝑢(𝑡) is the estimated vector of s(t), and the transfer matrix A is the inverse matrix of 

linear transformation 𝑊: 

𝐴 = 𝑊−1 (2.4) 

The basic steps of the ICA based ocular artifact removal method are: 

1) Effectively separate the source signals whose statistical characteristics are independent of 

the acquired EEG signal 𝑥(𝑡)  by linear transformation 𝑊 . That is to achieve the effective 

separation of the ocular artifact source signal and the actual EEG signal. 

2) Remove the separated EEG ocular artifact source signals, which are being set to amplitude 

zero, and obtain the estimated source signal 𝑢′(𝑡). 𝑢′(𝑡) is the actual EEG source signal. 

3) Calculate 𝑥′(𝑡) = 𝑤−1𝑢′(𝑡) to obtain the pure EEG signals. 

ICA method can accurately identify and effectively remove ocular artifact interferences. The 

example schematic diagram after ICA processing is shown in Figure 2-6 and Figure 2-7.  

Figure 2-6 Schematic diagram of the independent components of EEG signals using ICA[42] 
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However, there are still some main problems with such an algorithm[44]:  

1) The identification of ocular artifacts requires a lot of experience accumulation and manual 

intervention, which is subjective. The ocular artifact identification is not highly automatic and 

it’s time-consuming.  

2) High accuracy may cause increased complexity. The algorithm requires a sufficient number 

of channels when collecting EEG signals, but a large number of channels will greatly increase 

the complexity of the algorithm. 

3) It is easy to cause the loss of power spectrum of EEG signals. 

2.5  Feature Extraction Using Wavelet Transform 

The wavelet transform[45] is a time-frequency analysis method with variable resolution. It is the 

inheritance and development of the Fourier transform. The wavelet transform decomposes a 

signal into a series of parent wavelet functions or a superposition of wavelet basis functions. 

When analyzing low-frequency signals, the time window of the wavelet transform is large, 

which is characterized by high-frequency resolution and low time resolution. When analyzing 

high-frequency signals, the time window of the wavelet transform is small, which is 

characterized by low-frequency resolution and high time resolution. Wavelet transform has a 

wide range of applications in signal processing, image processing, speech recognition, as well 

as in data compression, error diagnosis, and quantum physics. 

In general, the definition of the wavelet transform is as follows: 

𝜓𝑎,𝑏(𝑡) =
1

√|𝑎|
𝜓 (

𝑡 − 𝑏

𝑎
) (2.5) 

Figure 2-7 EEG waveform diagram after ICA processing[43] 
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In this formula, a is the scaling parameter and b is the translation parameter. 

In signal processing, the continuous wavelet transform needs to calculate all the parameters at 

all possible scales, so it will generate a large amount of redundant information and occupy 

computer resources. In order to solve this problem, a mutually orthogonal basis function is 

considered. The scaling parameter “a” and the translation parameter “b” in the continuous 

wavelet transform definition formula is discretized to obtain a new discrete wavelet function. 

The definition of the discrete wavelet transform is as follows[46]: 

𝐷𝑊𝑇(𝑗, 𝑘) = ∫ 𝑥(𝑡)
1

√2𝑗
𝜓 (

𝑡 − 2𝑗𝑘

2𝑗
)

∞

−∞

𝑑𝑡 (2.6) 

In the formula above, 2𝑗𝑘  is the time parameter, 2𝑗  is the scale parameter, and 𝜓(𝑡)  is the 

parent wavelet function. The four layers wavelet decomposing schematic diagram of EEG can 

be seen in Figure 2-8. 

The EEG emotion recognition database used in this experiment is the data after preprocessing 

(including down sampling, ocular artifact removal by BBS). The sampling frequency of EEG 

signals is 128Hz, and the signal frequency ranges from 3Hz to 45Hz. We can know that the 

detectable signal band range is 0-64Hz according to Nyquist’s sampling theorem. The result of 

four layers of wavelet decomposition of EEG signals using discrete wavelet transforms is 

shown in Figure 2-9. 

In Figure 2-9, the signal in the first row is the original EEG of a subject in a certain channel, 

the signal in the second row is the approximated component in level 4, the signal in the third 

row is the detained component in level 4. The signal in the fourth row is the detailed component 

in level 3, the signal in the fifth row is the detained component in level 2 and the last row is the 

Figure 2-8 Four layers wavelet decomposing schematic diagram of EEG signals 
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detailed component in level 1. Theta band frequency ranges from 4Hz to 8Hz, located on the 

detailed component CD4. Alpha band frequency ranges from 8Hz to 13Hz, located on the 

detailed component CD3. Beta band frequency ranges from 14Hz to 30Hz, located on the 

detailed component CD2 and Gamma band frequency ranges from 30Hz to 45Hz, located in 

the detailed component CD1. 

Figure 2-9 Four layers decomposing using wavelet transform 
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2.6  Proposed SVM-PCA for Emotion Recognition 

The SVM is a classification model of supervised learning. It is proposed by Vapnik based on 

statistical learning theory[47]. The basic model of a SVM defines a linear classifier with the 

largest distance in the feature spacs[48]. It can also be changed into a nonlinear classifier. If the 

training samples are linearly inseparable in low-dimensional space, the SVM kernel can be 

used to map them to a high-dimensional space, implementing the transformation of the samples 

from linear inseparable to non-linear separable, which is shown in Figure 2-10. 

 

 

 

 

 

 

 

 

 

 

Taking the two-dimensional space as an example, the algorithm principle of the SVM is 

introduced in Figure 2-11. 

Figure 2-10 Data mapping from low dimension to high dimension[49] 

Figure 2-11 SVM model of two-dimensional plane 
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In Figure 2-11, 𝑤 ∙ 𝑥 + 𝑏 = 0 is the separating hyperplane. For a linearly separable dataset, 

there is an infinite number of such hyperplanes (i.e. perceptron). But the separating hyperplane 

with the largest geometric intervals is unique. SVM algorithm is to find the hyperplane that can 

correctly divide the training dataset and have the largest geometric intervals. 

Suppose there is a training dataset on a feature space: 

𝑇 = {(𝒙1, 𝑦1), (𝒙2, 𝑦2), … , (𝒙𝑁, 𝑦𝑁)},  

𝒙𝑖 ∈ 𝑅
𝑛, 𝑦𝑖 ∈ {−1,+1}, 𝑖 = 1,2, … ,𝑁 (2.7) 

𝒙𝑖  is the i th eigenvector and 𝑦𝑖  is the class marker. When the training data is above the 

hyperplane, its corresponding result is defined as +1, and when the training data is below the 

hyperplane, its corresponding result is defined as -1. 

For a given dataset T and the hyperplane 𝑤 ∙ 𝑥 + 𝑏 = 0, the definition of the geometric interval 

of the hyperplane concerning the samples is 

𝛾𝑖 = 𝑦𝑖 (
𝒘

‖𝒘‖
∙ 𝒙𝑖 +

𝑏

‖𝒘‖
) (2.8) 

The minimum geometric interval on the hyperplane for all sample points is: 

𝛾 = 𝑚𝑖𝑛
𝑖=1,2,...,𝑁

𝛾𝑖 (2.9) 

𝛾 can be considered the distance from the support vector to the hyperplane. According to the 

above definitions, finding the hyperplane with the largest geometric intervals can be 

transformed into solving the optimization problem below: 

{

𝑚𝑎𝑥
𝑤,𝑏

𝛾

𝑠. 𝑡.    𝑦𝑖 (
𝒘

‖𝒘‖
∙ 𝒙𝑖 +

𝑏

‖𝒘‖
) ≥ 𝛾,   𝑖 = 1,2, … , 𝑁

(2.10) 

For the sake of conciseness of the formula, let 𝒘 = 𝒘/‖𝒘‖𝛾 and 𝒃 = 𝒃/‖𝒘‖𝛾, then we can 

have 𝑦𝑖(𝒘 ∙ 𝒙𝑖 + 𝑏) ≥ 1, 𝑖 = 1,2, … ,𝑁 . Maximizing 𝛾  is equivalent to minimizing (1/2) ∙

‖𝐰‖2. Therefore, the solution of the hyperplane for SVM model can be transformed as the 

following constraint optimization problem: 

{
𝑚𝑖𝑛
𝑤,𝑏

1

2
‖𝒘‖2

𝑠. 𝑡.    𝑦𝑖(𝒘 ∙ 𝒙𝑖 + 𝑏) ≥ 1,   𝑖 = 1,2, … ,𝑁
(2.11) 

With the introduction of the Lagrange multiplier, the above formula becomes: 

{
𝐿(𝒘, 𝑏, 𝜶) =

‖𝒘‖2

2
−∑𝛼𝑖[𝑦𝑖(𝒘 ∙ 𝒙𝑖 + 𝑏) − 1]

𝑁

𝑖=1

𝑠. 𝑡.   𝛼𝑖 ≥ 0,   𝑖 = 1,2, … , 𝑁

(2.12) 

𝛼𝑖 is Lagrange multiplier. Using the duality of Lagrange function, we can turn an optimization 

problem into a problem for solving minimum: 
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{
 
 

 
 𝑚𝑖𝑛

𝛼

1

2
∑∑𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(𝒙𝑖 ∙ 𝒙𝑗) −∑𝛼𝑖

𝑁

𝑖=1

𝑁

𝑗=1

𝑁

𝑖=1

𝑠. 𝑡.    ∑𝛼𝑖𝑦𝑖 = 0,   𝛼𝑖 ≥ 0,    𝑖 = 1,2,⋯ ,𝑁

𝑁

𝑖=1

(2.13) 

When there is a classification-optimal solution to the training set, the corresponding function 

is: 

𝑓(𝒙) = 𝑠𝑔𝑛(𝒘∗ ∙ 𝒙 + 𝑏∗) = 𝑠𝑔𝑛 (∑𝛼𝑖
∗𝑦𝑖𝑥𝑖

∗𝑥 + 𝑏∗
𝑁

𝑖=1

) (2.14) 

In the above formula, we have: 

𝒘∗ =∑𝛼𝑖
∗𝑦𝑖𝒙𝑖

𝑁

𝑖=1

(2.15) 

𝑏∗ = 𝑦𝑗 −∑𝛼𝑖
∗𝑦𝑖(𝒙𝑖 ∙ 𝒙𝑗)

𝑁

𝑖=1

(2.16) 

𝑠𝑔𝑛(𝑡) = {
1,    𝑡 > 0
0,    𝑡 = 0
−1,    𝑡 < 0

(2.17) 

𝛼𝑖
∗ is the support vector for the classification label, and b∗ is the threshold for the classification.  

In specific application scenarios, most of the training samples used in SVM are linear 

inseparable. To solve this problem, we need to use kernel functions. A commonly used kernel 

function is the Gaussian kernel function. It has the advantages of few parameters, high 

flexibility, and strong immunity to interference. The expression of Gaussian kernel function is 

as follows: 

𝐾(𝑥, 𝑧) = 𝑒𝑥𝑝 (−
‖𝑥 − 𝑧‖2

2𝜎2
) (2.18) 

In this case, the classification decision function is: 

𝑓(𝑥) = 𝑠𝑔𝑛 (∑𝛼𝑖
∗𝑦𝑖𝑒𝑥𝑝 (−

‖𝑥 − 𝑧‖2

2𝜎2
)

𝑁

𝑖=1

+ 𝑏∗) (2.19) 

PCA is a kind of data analysis technology, the main idea is to project high-dimensional data 

into a lower dimensional space and extract the main features. PCA has a wide range of 

applications and is often in conjunction with other methods such as classification, clustering, 

and data processing. It can efficiently identify the main features and reduce the dimensionality 

of the original data. The goal of PCA is to find 𝑥 (𝑥 < 𝑛) new variables, use these 𝑥 variables 

to reflect the main features, and achieve compression of the original data matrix size. These 𝑥 
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new variables are the "principal components" that reflect the characteristics of the original 𝑛 

variables, and the 𝑥  variables are uncorrelated with each other. Using PCA, a part of the 

principal components is discarded and only the first few principal components with large 

variance are chosen to represent the original data, which can reduce the calculation. 

If you want PCA to have better performance, a sufficient amount of data is needed for training. 

What’s more, when using PCA, we must also pay attention to data normalization. Different 

base units will cause different proportions of variables when calculating eigenvalues, and it 

may affect calculation results. 

Considering that PCA could use fewer dimensions while retain most of the data features and 

its excellent running speed, we combine PCA with SVM. The results of accuracy on the four 

labels using both SVM and SVM-PCA for emotion recognition are shown in Figure 2-12. 

2.7  Chapter Summary 

The generating mechanism, features, frequency band distribution, and emotion classification 

theory of EEG signals are all covered in this chapter. It also introduces the basic content of the 

DEAP dataset used in this thesis, including the collection method of EEG signals and the 

collection of facial expressions. The preprocessing procedures for EEG signals are then 

explained, including filtering, manual denoising, and the use of the ICA approach to remove 

ocular artifacts. The process of decomposition and feature extraction using wavelet transforms 

Figure 2-12 The accuracy of four labels using SVM and SVM-PCA for emotion recognition 
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is then introduced. Finally, using EEG data from the DEAP dataset, the SVM network is trained 

and tested, with the accuracy of the test results on arousal and valence reaching roughly 64%. 
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3  Proposed Deep-CNN for Emotion Recognition Based on Facial 

Images 

3.1  Basic Steps for Emotion Recognition Based on Facial Images 

In facial emotional recognition part, the video recording data from the first twenty-two subjects 

contained in DEAP dataset is analyzed. Firstly, the facial expression images are captured from 

the videos. Every 100 frames of a one-minute video, one image is captured (every two seconds). 

Secondly, the Adaboost algorithm is used to detect faces and segment images. The segmented 

facial images are converted into a matrix of 48*48. This image dataset is split into two parts: 

training and testing, and it is fed into a deep-CNN for training and determining emotion 

recognition accuracy. The flowchart is shown in Figure 3-1. 

3.2  Face Detection Using Adaboost Algorithm 

In DEAP dataset, the video recording during the experimental process is only performed on the 

first 22 subjects. Each of the subjects is asked to watch 40 music videos, so there will be 40 

one-minute videos for each of them. First of all, a total of 880 videos are converted into images. 

It is captured every 100 frames (every two seconds). That means, for each one-minute video, 

there are 30 corresponding facial images. 

Face detection refers to the positioning of the face in the image. If there is a face in the image, 

then obtain the position, the size, and the posture information of the face. Face detection is the 

basis for further analysis and understanding of facial expressions.  

There are many face detection algorithms, but the most used one is the AdaBoost algorithm 

proposed by Paul Viola in 2001[50]. The detection accuracy, speed, robustness, and other 

performance of the algorithm have reached the requirements, making face detection more 

practical. The core idea of this algorithm is to use the integral image method to calculate Haar-

like[51] features of different scales and directions, then use the Adaboost algorithm to construct 

a classifier. In real-time face detection, the cascading structure is commonly used. The strong 

classifier after the iteration of the weak classifier is constructed into a cascading classifier, 

Figure 3-1 The flowchart for emotion recognition based on facial expressions 
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which can quickly exclude the non-face area and implement face detection. 

In other words, the Adaboost face detection method can be divided into the following three 

steps: 

1) The Haar-like features are used to represent faces. The integral image method is for the rapid 

calculation of eigenvalues. 

2) The Adaboost will first use some weak classifiers to select features that can represent human 

faces. The different weak classifiers are then combined to construct a strong classifier.  

3) Several strong classifiers consisting of weak classifiers are connected to obtain a new polar 

classifier. Such a structure can effectively increase the face detection accuracy.  

Haar-like features were originally proposed by Papageorgiou et al.[52] when they are using Haar 

wavelet transform to extract features from human faces. Haar-like features usually consist of 2 

to 4 rectangles to detect boundary, line, or diagonal features, respectively, as shown in Figure 

3-2. 

We use three types of features here. Detecting edge features uses the first two features of two 

rectangles shown in the figure above. The eigenvalue is the difference between the sum of pixel 

values in the white rectangle and the sum of pixel values in the black rectangle. Detecting line 

features uses the third and fourth features, each containing three rectangles. The feature is 

defined as the difference between the sum of pixel values in two white rectangles and pixel 

values in the black rectangle. Detecting diagonal features utilizes the fifth feature, which 

includes four rectangular parts. The feature is defined as the difference between the sum of 

pixel values in two white rectangles and the sum of pixel values in two black rectangles. The 

number of Haar-like features is quite large because one Haar-like feature represents a scale and 

a location of eigenvalues. We could use the integral image method to do the fast calculations 

on such a large number of features. 

The Adaboost algorithm[54] can be used for feature selection, based on the assumption: there 

are a small number of features in many Haar-like features, and combining them to get an 

efficient classifier. For a weak classifier 𝑦𝑚 , suppose the total training sample number in 

Figure 3-2 Haar-like features[53] 
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sample set S is N, and the maximum number of training rounds is M. 

The specific steps of the Adaboost algorithm are described below: 

1) Initialize samples (𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑁 , 𝑦𝑁) in sample set S, and each with a weight of 

1/𝑁. 

2) Go through M loops and initialize the first iteration m = 1. 

Train the weak classifier 𝑦𝑚 and the weight error minimum function is: 

𝜀𝑚 =∑𝑤𝑛
(𝑚)𝐼(𝑦𝑚(𝑋𝑛) ≠ 𝑡𝑛)

𝑁

𝑛=1

(3.1) 

Calculate the error rate of the weak classifier: 

𝛼𝑚 = 𝑙𝑛 (
1 − 𝜀𝑚
𝜀𝑚

) (3.2) 

Select the appropriate threshold function to minimize the error 𝜀𝑚. 

Update the weights of the weak classifier: 

𝑤𝑚+1,𝑖 =
𝑤𝑚𝑖
𝑍𝑚

𝑒𝑥𝑝(−𝛼𝑚𝑡𝑖𝑦𝑚(𝑥𝑖)), 𝑖 = 1,2, … , 𝑁 (3.3) 

where, 

𝑍𝑚 =∑𝑤𝑚𝑖𝑒𝑥𝑝(−𝛼𝑚𝑡𝑖𝑦𝑚(𝑥𝑖))

𝑁

𝑖=1

(3.4) 

𝑍𝑚is the normalized factor that gives the sum of the weights of all weak classifications to 1. 

3) After an M-iteration loop, M weak classifiers and different weak classifier weights are 

obtained. The finally assigned weights are combined to get a strong classifier, and the 

functional expression of the strong classifier is: 

𝑌𝑀(𝑥) = 𝑠𝑔𝑛(∑ 𝛼𝑚𝑦𝑚(𝑥))

𝑀

𝑚=1

                                             (3.5) 

From the above content, it is clear that the sum of the weights of all weak classifiers is 1. If one 

of the weak classifiers is assigned the wrong weight, it will inevitably cause an imbalance in 

the weights of the other classifiers. The emergence of face detection based on the Adaboost 

algorithm fundamentally solves the slow detection problem. It can locate the face in the image 

extremely quickly and the algorithm follows the steps: 

1) Using the concept and calculation method of the integral image, the eigenvalues of Haar-

like can be calculated quickly. 

2) Feature selection is carried out according to the Haar-like features, then a weak classifier is 

formed. Finally, the weak classifiers are assigned with different weights to form the final strong 

classifier. 
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3) Cascade[55] is used to iterate according to each strong classification, which improves the 

detection speed. 

The process of face detection using the Adaboost Cascade classifier is shown in Figure 3-3. An 

example of Subject 1 of face detection result using Adaboost algorithm is shown in Figure 3-4 

and the image cropping result is shown in Figure 3-5. 

Figure 3-3 The diagram of Adaboost Cascade classifier 

Figure 3-5 Face cropping result after face detection 

Figure 3-4 (a) An example of Subject 1 captured image from the recorded video 

(b) The face detection result using Adaboost algorithm for captured image 

(a) (b) 
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3.3  Facial Image Preprocessing 

Colorful images have a large amount of irrelevant information and more interference 

information and are not suitable for facial expression recognition. For the facial expression 

recognition system, grayscale images can fully meet the requirements. Therefore, grayscale 

images[56] are used for emotion recognition in this thesis. 

The segmented facial images are converted from RGB composite channel image to 8-bit 

grayscale image. The converted image is divided into 0 to 255 for a total of 256 gray levels. 0 

represents the darkest and 255 represents the brightest. The conversion formula is: 

𝐺𝑟𝑎𝑦 = 0.229 × 𝑅 + 0.587 × 𝐺 + 0.114 × 𝐵 (3.6) 

In a real system, in order to speed up the conversion, the formula is improved to: 

𝐺𝑟𝑎𝑦 = (77 × 𝑅 + 151 × 𝐺 + 28 × 𝐵) ≫ 8𝑠 (3.7) 

The size of the face area after face detection and image segmentation is different, in order to 

meet the needs of emotion recognition, the face area images should be uniformly normalized 

to the same size. If the normalized face image size is too large, on the one hand, the emotion 

feature extraction time will increase, on the other hand, the extracted feature vector dimension 

will be too high. It may also lead to that the algorithm’ efficiency and accuracy rate can not 

achieve satisfactory results. If the normalized face image size is small, the over-compressed 

images will lose a lot of facial expression information, resulting in a decrease in accuracy. 

When the eye position is certain, the facial expression area can also be found. Using the center 

of the left and right edges of the face and the position of the eyes as baseline, the image can be 

cropped to filter out useless information outside the area of the face. Each image size is 48*48 

pixels. 

There are many algorithms for image size adjustment, such as nearest neighbor interpolation[57], 

bilinear interpolation, etc. Considering the images after bilinear interpolation has the high 

image quality and good continuity, bilinear interpolation is selected for dimensional 

normalization. 

Bilinear interpolation[58], also known as first-order interpolation, is an application for linear 

interpolation which is extended to two dimensions. Four adjacent points around the point (𝑥, 𝑦) 

form a unit square. The coordinates of these four vertices are 𝑓(0,0), 𝑓(0,1), 𝑓(1,0), 𝑓(1,1). 

To obtain the pixel value 𝑓(𝑥, 𝑦) of any point (𝑥, 𝑦) in the square, the following steps are: 

By linear interpolation of the two points at the upper end, it has: 

𝑓(𝑥, 0) = 𝑓(0,0) + 𝑥[𝑓(1,0) − 𝑓(0,0)] (3.8) 

By linear interpolation of the two vertices at the lower end, it has: 

𝑓(𝑥, 1) = 𝑓(0,1) + 𝑥[𝑓(1,1) − 𝑓(0,1)] (3.9) 
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By linear interpolation in the vertical direction, it has: 

𝑓(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) + 𝑦[𝑓(𝑥, 1) − 𝑓(𝑥, 0)] (3.10) 

Combine three formulas above, we can get: 

𝑓(𝑥, 𝑦) = [𝑓(1,0) − 𝑓(0,0)]𝑥 + [𝑓(0,1) − 𝑓(0,0)]𝑦 + 

[𝑓(1,1) + 𝑓(0,0) − 𝑓(0,1)]𝑥𝑦 + 𝑓(0,0) (3.10) 

After the facial expression images are normalized by scale, they are consistent in geometric 

space. However, the grayscale image has a large grayscale distribution range under different 

conditions. The large gray scale span affects the richness of facial expression. In order to 

remove this undesirable factor, the expression images need to be gray equalized. The histogram 

equalization method is used in this thesis. 

Histogram equalization is a method of enhancing image contrast, the main idea of which is to 

change the histogram distribution of an image into an approximate uniform distribution, 

thereby enhancing the contrast of the image. Although histogram equalization is only a basic 

method in digital image processing, it is very powerful and is a very classic algorithm.  

Assume the facial expression image has L levels grayscale (0,1, 2, …, L-1). N is the number 

of pixels in the image, and 𝑛𝑖 is the number of pixels in the ith grayscale level. The probability 

of pixels in the image with grayscale i is: 

𝑃(𝑖) =
𝑛𝑖
𝑁

(3.11) 

Once the grayscale histogram is obtained, the grayscale equalization[59] can be carried out. The 

conversion formula for histogram equalization is: 

𝑏 = 𝑇(𝑎) = (𝐿 − 1)∑𝑃(𝑖) = (𝐿 − 1)∑
𝑛𝑖
𝑁

𝑘

𝑖=0

𝑘

𝑖=0

(3.12) 

where a is the gray level of the pixel before conversion and b is the gray level after conversion. 

The following Figure 3-6 shows the facial image after grayscale equalization. 

Figure 3-6 (a) Cropped facial image before grayscale equalization      

(b) Cropped facial image after grayscale equalization 

(a) (b) 
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3.4 Proposed Deep-CNN for Emotion Recognition  

In 1943, psychologist McCulloch and mathematician Pitts proposed the mathematical model 

of neurons, which have the function of logical operations, and it is called the MP model[60]. In 

1958, Rosenblatt proposed perceptron models and algorithms[61]. In 1968, Rumelhart and 

Hinton et al.[62] proposed backpropagation algorithms to solve the complex computational 

quantity problem of multilayer perceptron, which in turn promoted further research on 

multiplayer perceptron. Then LeCun et al. proposed the LeNet-5 model, which is what we 

currently known as CNN. However, the amount of computation required for this kind of neural 

network was very large, and computer calculation ability at that time can not meet the 

requirement. Until 2006, Hinton proposed a multilayer neural network based on its 

predecessors. This network has the ability to learn features and can reduce the complexity of 

its calculations by initializing the weights. 

3.4.1  Multilayer Neural Network Model 

For supervised learning problems with samples that have been labeled (𝑥𝑖, 𝑦𝑖) , the neural 

network can define a complex and nonlinear hypothesis[63]: ℎ𝑤,𝑏(𝑥), where 𝑤 represents the 

weights of the neural network and 𝑏  represents the bias. The parameters 𝑤  and 𝑏  can be 

adjusted to be suitable for different dataset. The structure of a single neuron is shown in Figure 

3-7: 

The neuron here is a computational unit with input of 𝑥1, 𝑥2, 𝑥3 and an offset term. The output 

is: 

ℎ𝑤,𝑏(𝑥) = 𝑓(𝑊𝑇𝑥) = 𝑓 (∑𝑊𝑖𝑥𝑖 + 𝑏

3

𝑖=1

) (3.13) 

𝑓  is called as activation function. We can select, for example, the Sigmoid function as the 

activation function, the expression of which is as follows: 

Figure 3-7 The structure of a single neuron 
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𝑓(𝑧) =
1

1 + 𝑒𝑥𝑝(−𝑧)
(3.14) 

It is also possible to select, for example, the hyperbolic tangent function as activation function, 

which is formulated as: 

𝑓(𝑧) = 𝑡𝑎𝑛ℎ(𝑧) =
𝑒𝑧 − 𝑒−𝑧

𝑒𝑧 + 𝑒−𝑧
(3.15) 

A neural network is a structure that connects many simple neurons together. In this way, the 

neuron’s output in the previous layer can be the neuron's input in the next layer. A schematic 

diagram of a small neural network is in Figure 3-8: 

In the preceding figure, circles are used to represent the nodes of the network. The circle labeled 

1 represents the bias term, the leftmost node layer is called the input layer and the rightmost 

node layer is called the output layer. The middle node layer is called the hidden layer because 

its node values cannot be observed in the training set. There are three input units, three hidden 

units, and one output unit in this small neural network example. 

The number of neural network layers is represented by 𝑛𝑙. In this example, 𝑛𝑙 = 3. The lth 

layer in the neural network is represented by 𝐿𝑙 , so 𝐿1  represented the input layer and 𝐿𝑛𝑙 

represents the output layer. The parameters of neural network are expresses here as:  

(𝑊, 𝑏) = (𝑊(1), 𝑏(1),𝑊(2), 𝑏(2)) (3.16) 

𝑊𝑖𝑗
(𝑙)

 is the weight connecting the jth unit in the lth layer and the ith unit in the (𝑙 + 1)th layer. 

𝑏𝑖
(𝑙)

 is the bias of the ith unit in the (𝑙 + 1)th layer. In the example of small neural network: 

𝑊(1) ∈ 𝑅3×3, 

𝑊(2) ∈ 𝑅1×3 (3.17) 

Use 𝑎𝑖
(𝑙)

 to represent the output value after activation of 𝑗th unit in the 𝑙th layer. Therefore, the 

calculation formula of the neural network can be written as: 

Figure 3-8 The schematic diagram of a small neural network 
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𝑎1
(2)
= 𝑓(𝑊11

(1)
𝑥1 +𝑊12

(1)
𝑥2 +𝑊13

(1)
𝑥3 + 𝑏1

(1)
) (3.18) 

𝑎2
(2) = 𝑓(𝑊21

(1)𝑥1 +𝑊22
(1)𝑥2 +𝑊23

(1)𝑥3 + 𝑏2
(1)) (3.19) 

𝑎3
(2) = 𝑓(𝑊31

(1)𝑥1 +𝑊32
(1)𝑥2 +𝑊33

(1)𝑥3 + 𝑏3
(1)) (3.20) 

ℎ𝑊,𝑏(𝑥) = 𝑎1
(3) = 𝑓(𝑊11

(2)𝑎1
(2) +𝑊12

(2)𝑎2
(2) +𝑊13

(2)𝑎3
(2) + 𝑏1

(2)) (3.21) 

To simplify the above formula, we use: 

𝑧𝑖
(𝑙+1) =∑𝑊𝑖𝑗

(𝑙)𝑥𝑗 + 𝑏𝑖
(𝑙)

𝑛

𝑗=1

(3.22) 

If the output value 𝑎(𝑙) of the lth layer is known, the output value 𝑎(𝑙+1) of the (𝑙 + 1)th layer 

can be calculated: 

𝑧(𝑙+1) = 𝑊(𝑙)𝑎(𝑙) + 𝑏(𝑙) (3.23) 

𝑎(𝑙+1) = 𝑓(𝑧(𝑙+1)) (3.24) 

This step is called forward propagation. Parameters can be combined into matrix form to 

perform the calculations in a neural network using fast linear algebra methods. 

3.4.2  Backpropagation 

For a single training sample, we can define the cost function on this sample as[64]: 

𝐽(𝑊, 𝑏; 𝑥, 𝑦) =
1

2
‖ℎ𝑊,𝑏(𝑥) − 𝑦‖

2

(3.25) 

For a training set containing m samples, the cost function can be defined as: 

𝐽(𝑊, 𝑏) = [
1

𝑚
∑𝐽(𝑊, 𝑏; 𝑥(𝑖), 𝑦(𝑖))

𝑚

𝑖=1

] +
𝜆

2
∑∑∑(𝑊𝑗𝑖

(𝑙))
2

𝑠𝑙+1

𝑗=1

𝑠𝑙

𝑖=1

𝑛𝑙−1

𝑙=1

(3.26) 

= [
1

𝑚
∑(

1

2
‖ℎ𝑤,𝑏(𝑥

(𝑖)) − 𝑦(𝑖)‖
2
)

𝑚

𝑖=1

] +
𝜆

2
∑∑∑(𝑊𝑗𝑖

(𝑙))
2

𝑠𝑙+1

𝑗=1

𝑠𝑙

𝑖=1

𝑛𝑙−1

𝑙=1

(3.27) 

In the above formula, the first item is a mean squared error term, and the second item is a 

regularization term, also known as a weight decay term. The weight decay term reduces the 

wrights and help prevent overfitting. The weight decay parameter 𝜆  controls the weight 

relationship between the two terms. In this formula, 𝐽(𝑊, 𝑏; 𝑥, 𝑦) only represents the squared 

error cost function of a single sample, while 𝐽(𝑊, 𝑏) is the total cost function. Our goal is to 

minimize the cost function 𝐽(𝑊, 𝑏) . Initialize each parameter 𝑊𝑖𝑗
(𝑙)

  and 𝑏𝑖
(𝑙)

  to a random 

number close to zero, such as 0.01.  
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The optimization algorithm of gradient descent is then used to train the neural network. Since 

𝐽(𝑊, 𝑏) is a non-convex function, gradient descent algorithm tends to fall into a local optimal 

solution rather than the global optimal solution. Therefore, in practical applications, it is 

necessary to randomly initialize parameters instead of directly setting them to zero. The 

gradient descent update formula for parameter 𝑊𝑖𝑗
(𝑙)

 and 𝑏𝑖
(𝑙)

 is as follows: 

𝑊𝑖𝑗
(𝑙) = 𝑊𝑖𝑗

(𝑙) − 𝛼
𝜕

𝜕𝑊𝑖𝑗
(𝑙)
𝐽(𝑊, 𝑏) (3.28) 

𝑏𝑖
(𝑙) = 𝑏𝑖

(𝑙) − 𝛼
𝜕

𝜕𝑏𝑖
(𝑙)
𝐽(𝑊, 𝑏) (3.29) 

𝛼  represents the learning rate. To calculate the partial derivative in the above formula, the 

backpropagation algorithm is introduced. the specific steps of back propagation algorithm are 

as follows: 

For a given training sample (𝑥, 𝑦) , a forward propagation process is first performed for 

calculating the output value after activation from Layer 𝐿2 to Layer 𝐿𝑛𝑙. 

For each output unit 𝑖 in the output layer 𝐿𝑛𝑙, there is: 

𝛿𝑖
(𝑛𝑙) =

𝜕

𝜕𝑧𝑖
(𝑛𝑙)

1

2
‖𝑦 − ℎ𝑊,𝑏(𝑥)‖

2
= −(𝑦𝑖 − 𝑎𝑖

(𝑛𝑙)) ∙ 𝑓
′(𝑧

𝑖

(𝑛𝑙))
(3.30) 

For each node 𝑖 in layer 𝑙, there is: 

𝛿𝑖
(𝑙) = (∑𝑊𝑗𝑖

(𝑙)𝛿𝑗
(𝑙+1)

𝑠𝑙+1

𝑗=1

)𝑓
′(𝑧

𝑖

(𝑛𝑙))
, 𝑙 = 2,3,⋯ , 𝑛𝑙 − 1 (3.31) 

Calculate the partial derivative: 

𝜕

𝜕𝑊𝑖𝑗
(𝑙)
𝐽(𝑊, 𝑏; 𝑥, 𝑦) = 𝑎𝑗

(𝑙)𝛿𝑖
(𝑙+1) (3.32) 

𝜕

𝜕𝑏𝑖
(𝑙)
𝐽(𝑊, 𝑏; 𝑥, 𝑦) = 𝛿𝑖

(𝑙+1) (3.33) 

The partial derivative of the global cost function is calculated as follows: 

𝜕

𝜕𝑊𝑖𝑗
(𝑙)
𝐽(𝑊, 𝑏) = [

1

𝑚
∑

𝜕

𝜕𝑊𝑖𝑗
(𝑙)
𝐽(𝑊, 𝑏; 𝑥(𝑖), 𝑦(𝑖))

𝑚

𝑖=1

] + 𝜆𝑊𝑖𝑗
(𝑙) (3.34) 

𝜕

𝜕𝑏𝑖
(𝑙)
𝐽(𝑊, 𝑏) =

1

𝑚
∑

𝜕

𝜕𝑏𝑖
(𝑙)
𝐽(𝑊, 𝑏; 𝑥(𝑖), 𝑦(𝑖))

𝑚

𝑖=1

(3.35) 
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3.4.3  Convolutional Layer 

The neural network mentioned earlier is a fully connected network, which means all hidden 

units are connected to all input units. For image processing, this approach allows feature 

learning on smaller images. However, for bigger images, if you want to use a fully connected 

network for feature learning, the amount of computation and parameters required is very large. 

A simple solution to this problem is to limit the connection between the hidden unit and the 

input unit. For image processing, each hidden unit will only be connected to a small portion of 

the contiguous pixel area of the input data. 

Natural images have the characteristic of stationarity, that is, one part of the image has the same 

statistical characteristics as other parts. This shows that the features we learn in one part of the 

image can also be applied to other parts of this image. More precisely, it is to learn features 

from small blocks of cells randomly sampled form larger images. The learned features can be 

convolved in a larger image, getting different feature activation values at each part in the image. 

This is the role of the convolutional kernel in the convolutional layer[65]. 

The elements that make up the convolutional kernel all contain a weight value and a bias value. 

Each neuron in the convolutional layer is connected to multiple neurons in the corresponding 

region in the previous layer. The size of this region is controlled by the size of the convolutional 

kernel, and the size of this region is also known as the receptive field. During convolutional 

calculations, the convolutional kernel regularly sweeps through the input data, multiplying the 

matrix elements on the input data in the receptive field and superimposing the deviation values. 

The following Figure 3-9 is a schematic diagram of the convolution operation example.  

The calculation formula for the nth convolutional layer is: 

ℎ𝑛 = 𝑓 (∑∑𝑤𝑖,𝑗⊕ℎ𝑛−1(𝑖, 𝑗) + 𝑏𝑛

𝑀𝑦

𝑗=1

𝑀𝑥

𝑖=1

) (3.36) 

In this formula, 𝑀𝑥 and 𝑀𝑦 are the length and width of the convolutional kernel 𝑀. 𝑤𝑖,𝑗 is the 

weight in the convolutional kernel, ℎ𝑛 represents the features of this layer, and ℎ𝑛−1 represents 

Figure 3-9 The schematic diagram of the convolution operation 
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the input feature of the previous layer. 𝑏𝑛 represents the bias term in the nth layer convolution 

kernel. ⊕ represents the two-dimensional convolution. 

3.4.4  Using Deep-CNN for Facial Images Emotion Recognition 

Although CNN already has good image classification capabilities, such models are still lack of 

learning for image spatial invariance. Therefore, a deep-CNN is proposed in this chapter for 

image classification. This model is a further improvement based on CNN. It improves the 

pretraining method and proposes new network training steps. Deep-CNN adds the pooling layer 

in the neural network. This pooling layer enables the learning of local information from the 

image and allows the model to better adapt to shifts in image parts. 

In order to achieve higher accuracy result of emotion recognition, deep-CNN is used in this 

system. The proposed deep-CNN has four convolutional layers and two fully connected layers. 

The size of the input image is 48*48. The training set, test set ratio is 7:3, which means it is 

trained on 18375 samples and tested on 7875 samples. The emotion recognition result includes 

seven types: happy, sad, surprise, fear, anger, disgust, neutral.  

The basic structure of deep-CNN is shown in Figure 3-10 and 3-11. The final accuracy on test 

set is 88.1%, and the specific result of each emotion recognition can be obtained in Table 3-1. 

It shows that deep-CNN structure has a good performance on facial images emotion recognition. 

Table 3-1 The emotion recognition result of facial images using deep-CNN on seven emotion 

types. 

Table 3-1 The emotion recognition result of facial images using deep-CNN on seven emotion types 

Emotion Types 
Total Number of 

Facial Images 

Numbers of 

Testing Images 
Accuracy 

Happy 3060 918 83% 

Sad 600 180 86.7% 

Surprise 1470 441 89.8% 

Fear 1200 360 86.7% 

Anger 1290 387 91.5% 

Disgust 750 225 85.3% 

Neutral 17880 5364 88.8% 

Total 26250 7875 88.1% 
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3.5  Chapter Summary 

The processing procedures for video data in the DEAP dataset are described in this chapter. 

The facial images are first extracted from the videos. The Adaboost algorithm is used for face 

detection, and the detected face range of the subject is cropped according to the face detection 

result. The image of the captured key face is then preprocessed, and the main steps include 

Figure 3-10 The basic structure of the proposed deep-CNN[66] 

Figure 3-11 The specific internal structure of deep-CNN 
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grayscale processing of the color image and grayscale equalization. The subject's facial 

preprocessed images are fed into the deep-CNN model for training. The trained deep-CNN 

model achieved 88.1% accuracy in recognizing emotions. 
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4  A Dual-Modality System for Data Fusion Based on EEG and Facial 

Images 

4.1  Basic Steps for A Dual-Modality System Data Fusion 

This system uses two kinds of physiological data based on the DEAP dataset, including facial 

video data and EEG data, to do the data fusion on decision-level, which can improve the 

accuracy of emotion recognition. The Figure 4-1 shows the flow chart of the system for dual-

modality emotion recognition.  

The dataset mainly includes two parts, one part is EEG signals collected through brain-

computer interface, and the other part is the facial videos collected through camera. Firstly, 

preprocess the collected facial video and EEG signals and extract feature values. The emotion 

quantification calculation is then performed in two modules. Finally, fuse the results from two 

single modality emotion recognition systems and get the final emotional recognition results. 

4.2  Multi-Source Information Fusion Theory 

Information fusion[67], also known as data fusion, uses certain fusion rules to synthesize and 

process information from multiple different channels and sources to obtain final results. Multi-

source information fusion algorithm can effectively improve the deficiencies of a single 

channel, improve the anti-interference ability of the system, increase system stability and 

wrapping in time and space. The fusion methods mainly are data level fusion, feature level 

fusion and decision level fusion according to the stage of fusion. The flowchart of each method 

is shown in Figure 4-2, Figure 4-3 and Figure 4-4. 

Figure 4-1 The flow chart of dual-modality system 
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The goal of this thesis is to achieve emotion recognition through two kinds of signals: EEG 

signals and facial images. These two signal sources, EEG source and facial image source, are 

used as input data for analysis. They belong to different categories and are not suitable for data 

level fusion. The EEG signals and facial images in this thesis are classified by neural network, 

so it is not appropriate to do the fusion on feature level. Therefore, decision level fusion is 

finally used to fuse EEG signals and facial images. The corresponding classifiers are 

established based on EEG and facial images, and the emotion recognition results from two 

classifiers are used for decision level fusion. 

Figure 4-2 The schematic diagram of data-level fusion 

Figure 4-3 The schematic diagram of feature-level fusion 

Figure 4-4 The schematic diagram of data-level fusion 
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4.3  D-S Evidence Theory for Decision Level Fusion 

Usually, the decision level information fusion methods includes Bayesian[68], neural networks, 

fuzzy probability theory and D-S evidence theory[69]. The D-S evidence theory is selected in 

this thesis to fuse facial image and EEG signal emotion classifiers. The recognition framework 

is:  

𝐹 = 𝐻𝑎𝑝𝑝𝑦(𝐹1), 𝑆𝑎𝑑(𝐹2), 𝑆𝑢𝑟𝑝𝑟𝑖𝑠𝑒(𝐹3), 

𝐹𝑒𝑎𝑟(𝐹4), 𝐴𝑛𝑔𝑒𝑟(𝐹5), 𝐴𝑛𝑔𝑒𝑟(𝐹6), 𝑁𝑒𝑢𝑡𝑟𝑎𝑙(𝐹7) (4.1) 

𝑚𝑖(𝐹𝑖) represents the basic probability of each emotional state, and 𝐹𝑖 ∈ 𝐹. After calculating 

the basic probability of facial image emotion and EEG emotion, the final recognition result is 

obtained using D-S fusion algorithm. 

4.3.1  BPA Function 

In an 𝑛 classification problem, the recognition accuracy rate is 𝜀𝑟
(𝑖)

, the recognition error rate 

is 𝜀𝑤
(𝑖)

, and the recognition rejection rate is 𝜀𝜂
(𝑖)

. It is not hard to get: 

𝜀𝑟
(𝑖) + 𝜀𝑤

(𝑖) + 𝜀𝜂
(𝑖) = 1 (4.2) 

Assuming that a test sample is classified to be class 𝐴𝑘 , the greater number of all training 

samples classified to class 𝐴𝑘, the more like it is to belong to that class in the real situation. On 

the contrary, the training sample is more less likely to belong to that class. In order to avoid the 

impact of classification uncertainty, the error rate of some classifications is generally 

redistributed and rearranged according to the sample distribution. Its BPA function is as follows: 

𝑀𝑖(𝛩) = 𝜀𝑟𝑖
(𝑖) (4.3) 

𝑀𝑖(𝐴𝑘) = 𝜀𝑟
(𝑖) (4.4) 

𝑀𝑖(𝐴𝑙) =
𝑣𝑜𝑡𝑒𝑖(𝑗, 𝑡) ∙ 𝜀𝑤

(𝑖)

∑ 𝑣𝑜𝑡𝑒𝑖(𝑗, 𝑡)𝑡⊂𝑈,𝑡≠𝑗
𝑗 ≠ 𝑘 (4.5) 

where 𝑈 is the set of all classifications,  𝑣𝑜𝑡𝑒𝑖(𝑗, 𝑡) is the number of samples that are classified 

in class 𝑗 in all samples when the sample is classified as class 𝑗 by the first classifier. 

4.3.2  D-S Evidence Theory  

Suppose 𝑈  is the identification frame, 𝑚(𝐹𝑖)  is the basic probability distribution function 

obtained by different evidence, and 𝜙  is the uncertain set. 𝜀1  and 𝜀2  are the two thresholds, 

which are usually summed up by a large number of experiments. There are four ways for type 
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determination: 

1) The basic probability assignment value of the target class is the largest: 

𝑚(𝐹1) = 𝑚𝑎𝑥{𝑚(𝐹𝑖), 𝐹𝑖 ⊂ 𝑈} (4.6) 

𝑚(𝐹2) = 𝑚𝑎𝑥{𝑚(𝐹𝑖), 𝐹𝑖 ⊂ 𝑈 & 𝐹𝑖 ≠ 𝐹1} (4.7) 

2) The basic probability of the target class is greater than the uncertainty interval: 

𝑚(𝐹1) > 𝑚(𝜙) (4.8) 

3) The uncertainty interval must be less than a certain threshold: 

𝑚(𝜙) < 𝜀2 (4.9) 

4) The probability assignment value of the target minus the probability assignment value of 

other classes must be greater than a certain threshold: 

𝑚(𝐹1) − 𝑚(𝐹2) > 𝜀1 (4.10) 

Based on the above rules, it can be inferred that 𝐹1 is the classification result. 

4.4  A Dual-Modality System for Data Fusion  

Facial expression based emotion recognition has now developed quite maturely. Facial images 

of subjects are collected using cameras and a face detection algorithm is used for cropping 

facial area. After image preprocessing, more tractable images are obtained and then sent to the 

trained neural network for emotion recognition. The emotion recognition of a single modality 

often results in a low recognition accuracy rate due to the characteristics of the modality itself. 

The multi-modality approach can effectively combine the advantages of different modalities 

and make up for the shortcomings of a single modality. Therefore, we propose two separate 

neural networks for EEG emotion recognition and facial image emotion recognition and then 

use a decision level fusion method to fuse the results. It implements dual-modality emotion 

recognition and improves accuracy. 

There are two ways of classifying emotions. The discrete emotion model divides human 

emotions into anger, happiness, sadness, surprise, disgust, and fear. The two-dimensional 

continuous model uses two dimensions of arousal and valence. The classification method based 

on EEG signals is using two-dimensional continuous emotion model. The emotion 

classification based on facial images uses the discrete emotion model. Those two models have 

to be unified to the same model before decision level fusion. DEAP dataset collected EEG data 

and other physiological data of the subjects when they are watching different video clips, and 

the first 22 subjects’ facial expressions are also recorded. The EEG data has four dimensions 

of arousal, valence, liking, and dominance, and those four dimensions are specifically 

quantified between 0 and 9. According to the two-dimensional emotion model, 4.5 is taken as 

the median value which corresponds to the discrete model, as shown in Figure 4-5.  
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Considering converting the results of EEG emotion recognition on two dimensional continuous 

model to the seven basic emotion types. The corresponding emotion results of EEG emotion 

recognition using SVM-PCA is show in Table 4-1. 

Table 4-1 The emotion recognition accuracy of EEG using SVM-PCA on seven basic emotion types 

Emotion Types Total Number of Data Number of Testing Data Accuracy 

Happy 3060 918 62.42% 

Sad 600 180 65.00% 

Surprise 1470 441 60.09% 

Fear 1200 360 66.67% 

Anger 1290 387 61.50% 

Disgust 750 225 64.44% 

Neutral 17880 5364 64.95% 

Total 26250 7875 64.28% 

After the EEG discriminant result and the facial emotion recognition result are unified into the 

discrete emotion model, the D-S decision fusion is used to combine the two discriminant results 

and get the final emotion recognition result. Decision-level fusion is directly aimed at specific 

decision-making goals. Compared with feature-level fusion, the processing cost of decision 

fusion is relatively low and the anti-interference ability is strong. Common decision fusion 

methods include Bayesian inference, expert system, D-S evidence theory, fuzzy set theory, etc. 

Since D-S fusion has the advantages of good convergence and high reliability of additive fusion 

method, we finally choose D-S evidence decision fusion method, and the final emotion 

Figure 4-5 The correspondence of seven basic emotions on a two dimensional continuous model 
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recognition accuracy is 92.3%. The specific accuracy results on seven emotion types are shown 

in Table 4-2 and Figure 4-6.  

Table 4-2 The results of SVM-PCA based on EEG, deep-CNN based on facial images, and dual modality 

system on emotion recognition 

Emotion Types 
Accuracy of EEG 

Using SVM-PCA 

Accuracy of Facial Images 

Using Deep-CNN 

Accuracy of Dual- 

Modality System 

Happy 62.42% 83% 93.36% 

Sad 65.00% 86.7% 82.78% 

Surprise 60.09% 89.8% 93.20% 

Fear 66.67% 86.7% 91.67% 

Anger 61.50% 91.5% 92.25% 

Disgust 64.44% 85.3% 85.78% 

Neutral 64.95% 88.8% 92.69% 

Total 64.28% 88.1% 92.30% 

It can be seen from the table that the emotion recognition network proposed in this thesis, which 

fuses the EEG signal emotion recognition and facial expression recognition, has a better 

accuracy result than the single modality emotion recognition method. It fully demonstrates the 

superiority of the dual-modality system. 

The researches of dual-modality emotion recognition using EEG and facial images on DEAP 

dataset are not common. Some of the relevant study results are listed in Table 4-3 and Table 4-

Figure 4-6 The comparison of emotion recognition accuracy between single modality 

systems and the dual-modality system 
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4 for comparison. Tabel 4-3 focuses on the researches of EEG emotion recognition, and the 

dataset used is quite similar with DEAP. Table 4-4 focuses on the dual-modality emotion 

recogniton systems based on EEG or facial images combing with other physiological signals 

or speech signals. 

Table 4-3 The results of comparison with single modality EEG emotion recognition system 

Data Type Author Dataset Accuracy 

EEG KHOSROWABADI R[70] 
26 subjects under video 

stimulus 
84.5% 

EEG LEEY[71] 
40 subjects under video 

stimulus 
79% 

EEG QING C[72] DEAP, SEED 
DEAP 57.15% 

SEED 71.41% 

EEG CHEN T[73] 
19 subjects under video 

stimulus 
83.34% 

EEG + 

Facial Images 
Chapter 4 DEAP 92.3% 

Table 4-4 The results of comparison with dual-modality emotion recognition system 

Data Type Author Dataset Accuracy 

EEG + PPS Koelstra[74] DEAP 61.5% 

EEG + PPS Tang[75] DEAP 83.5% 

EEG + PPS Yin[76] DEAP 83.5% 

Speech + Facial Images Nguyen[77] 
eNTER 

FACE’05 
90.85% 

Speech +Facial Images Zhang[78] 
eNTER 

FACE’05 
85.97% 

EEG + Facial Images Chapter 4 DEAP 92.3% 

4.4  Chapter Summary 

This chapter begins with an introduction to the basic steps of a dual-modality system. Then, 

the principle and types of multi-source information fusion theory are introduced, including 

data-level fusion, feature-level fusion, and decision-level fusion. Subsequently, the relevant 

theoretical basis of D-S fusion at decision-level is elaborated. The dual-modality system can 

compensate for the shortcomings of single modality systems, such as a lack of data information. 
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The system's robustness and trustworthiness can be increased after dual-modality fusion. The 

results of the network structure in Chapters 2 and 3 are fused at the decision-level using the 

DEAP dataset, according to the D-S evidence theory. The emotion recognition accuracy is 

improved compared to the single modality system. 
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5  Application of the Proposed Dual-Modality Emotion Recognition 

System in Educational Scene 

5.1  The Significance of Emotion Recognition in Educational Scenes 

With the rapid development and widespread popularization of information technology, e-

learning has become a normal form of all kinds of education. Especially in recent years, due to 

the impact of the covid-19, more and more schools and educational institutions have adopted 

the form of online teaching.  

Compared with offline teaching, online teaching has higher requirements for teachers' teaching 

content and methods. It is difficult for teachers of online teaching to adjust the pace and 

methods directly by receiving emotional feedback from students, so they need to explore and 

design ways that can improve the effectiveness of teaching[79]. The dual-modality emotion 

recognition system proposed in this thesis can be used to guide the teaching design and better 

dataize the students' emotional state. 

5.2  Experiment Design and Data Collection 

Experiments in the educational scene can be designed to test the effects of the dual-modality 

emotion recognition system proposed in this thesis. The process of this experiment is as follows: 

1) Recruit 20 healthy participants (half male and half female) aged between 20 and 30 years 

old. 

2) Prepare 40 different content teaching videos, and each video lasts for one minute. 

3) Prepare the EEG acquisition equipment, cameras, and other equipment for data acquisition 

during the experiment. 

4) Prepare a quiet laboratory for an emotion recognition experiment. Before the start of the 

experiment, the subject needs to be informed of the experimental process and precautions, and 

the experiment begins when the subject is ready. 

5) Place the electrodes on the subject’s head according to the international 10-20 standard. The 

camera is facing the subject, ensuring that the subject’s facial expression can be recorded 

completely. The computer screen used for playing teaching videos is positioned in front of the 

subject. In order to ensure good light conditions, all experiments are carried out under the 

condition of turning on the laboratory lights. 

6) The subject is first asked to sit quietly for 5 minutes. Collect the EEG signals and the facial 

expression videos within 5 minutes as a reference. Stimulating videos are then played on the 
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computer screen and data is collected during watching. 

At the end of each video stimulation, subjects are required to fill out an emotion self-evaluation 

scale. The scale includes personal information such as name, age, and the values of valence 

and arousal for each experiment, ranging from 0 to 9. The emotional self-evaluation scale is 

shown in Figure 5-2. 

For the EEG data and facial video data of 20 subjects collected, those data is divided into 

training set and test set. The training dataset is for training the dual-modality system and the 

test data is for testing the emotion recognition accuracy.  

 

 

 

 

 

Figure 5-1 Schematic diagram of the data collection experiment 

Figure 5-2 An example of emotional self-evaluation scale 
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5.3  Experiment Verification on the Proposed Dual-Modality System 

5.3.1  Data Acquisition 

Based on the experimental design method proposed above, one subject is selected as the 

experimental data acquisition object. Before the experiment, 40 one-minute online teaching 

videos are prepared, which is the duration of a typical whole class. The main equipment used 

in the experiment is a convenient EEG acquisition device, laptop, Android mobile phone. The 

picture of the EEG acquisition device and the diagram of wearing the device is shown in Figure 

5-3. The laptop is used for playing teaching video clips and recording the subject’s facial 

expressions. The Android phone is for connecting with the EEG acquisition device through 

Bluetooth. The interface between the mobile phone and EEG acquisition device is shown in 

Figure 5-4. 

Figure 5-3 (a) The picture of EEG acquisition device (b) The diagram of 

wearing EEG acquisition device 

Figure 5-4 The interface between the mobile phone and EEG acquisition device 

(From top to bottom, the buttons are for subject’s information registration, start 

scaning, stop scanning, start loading data and stop loading data) 

(a) (b) 
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The subject is asked to wear the EEG acquisition device for testing before the experiment starts. 

After the subject is familiar with the experiment steps, then begin the actual experiment. 40 

videos of the subject’s facial expressions are recorded with .mov format and each of the videos 

lasts for one minute. What’s more, the EEG signals are uploaded to the server during the 

experiment and are used for further analysis. After each small experiment, the subject is 

required to fill the form in Figure 5-2.  

5.3.2  Evaluation of Teaching Effectiveness 

The collected EEG waveforms are shown in the app of the mobile phone in real-time. Figure 

5-5 shows the different EEG frequency bands waveform of the subjects during the experiment. 

For the three columns in Figure 5-5, the first one “NO noise” means the EEG acquisition device 

is worn correctly. The second one “Attention” and the third one “Meditation” are numbers 

calculated from EEG signals using the FFT method, which shows the subject’s current state of 

concentration in learning. 

Considering seven types of emotion classification are not easy to highlight the learning status 

of students in actual educational scene, we change the emotion types into four typical emotions: 

happy, relaxed, sad and fear. The correspondence between those four emotion types and two 

Figure 5-5 Real-time EEG acquisition interface on Android phone 
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dimensional continuous emotion is shown in Figure 5-6. In Figure 5-7, Figure 5-8 and Figure 

5-9, representative examples of four emotion types during the experiment are listed.  

 

Figure 5-6 The four discrete emotion classifications used in educational scene 

Figure 5-7 The four basic emotion states of the subject during experiment (from left to right, respectively, 

happy, relaxed, sad, fear) 

Figure 5-8 The EEG signal of the subject in emotion “happy” and “relaxed” during experiment 



 60 

In Figure 5-8 and Figure 5-9, the blue line represents the Theta band, the red line represents the 

Alpha band, the gray line represents the Beta band, and the yellow line represents the Gamma 

band. The horizontal axis means EEG sampling points within a one-minute video. The vertical 

axis means the amplitude of each frequency band.  

The collected video of the subject’s facial expression is totally 40 clips. First, one image is 

captured every 50 video frames and a total of 1400 photos are obtained. The 1400 photos are 

then preprocessed, including face detection, image cropping, grayscale equalization, and 

feature extraction. Those processed images are then fed into the deep-CNN neural network for 

training and testing. EEG signals are analyzed with the SVM-PCA method. The results of two 

single modality systems are fused at the decision-level using D-S evident theory system. The 

final emotion recognition accuracy of the collected data using dual-modality system is 82.3%. 

Table 5-1 The emotion recognition result of the subject using the proposed dual-modality system 

Emotion Types Total Number of Data 
Numbers of  

Testing Data 

Accuracy of Dual 

Modality System 

Happy 385 115 86.09% 

Sad 175 52 82.69% 

Fear 315 94 82.98% 

Relaxed 525 157 78.98% 

Total 1400 418 82.30% 

Teachers can use the result of dual-modality emotion recognition system to understand the 

emotional state of students during class. If the students are generally in a low emotional state 

during a certain period, the teaching methods for this period can be appropriately adjusted. If 

the student's emotions are relatively high during a certain period or the narration of a certain 

knowledge point, it means that the teaching method has universal applicability to students. 

Figure 5-9 The EEG signal of the subjects in emotion “sad” and “fear” during experiment 



 61 

The emotion recognition accuracy using data collected real online teaching experiment is not 

as good as the DEAP dataset, and this may be caused by several reasons: 

1) The amount of dataset is small compared with the DEAP dataset. In DEAP, there are 22 

subjects and each of the subjects watches 40 stimulus video clips. In the online teaching 

experiment, there is only one subject. An insufficient number of subjects resulted in a small 

amount of collected data.  

2) The types of video stimuli are different. In DEAP, videos with more pronounced emotional 

tendencies are specifically selected. However, in a real teaching scene, the whole teaching 

process may not be so uplifting or irritative and is more likely to be gradual and lively. 

3) The status of subjects is different. In DEAP, subjects are required to focus on the videos. On 

the contrary, in the educational scene, some mind wandering phenomena may exist. The 

emotion recognition result under this kind of status may be incorrect. 

5.4  Chapter Summary 

This chapter describes the possibilities and applications of dual-modality emotion recognition 

systems for the educational scene. A specific experimental process is designed, in which the 

actual EEG and face video data of the subjects are collected during the experiment and used 

for training the model. Finally, the results of the emotion classification of the subjects and the 

accuracy of the model are obtained. This model can be used to explore and improve the 

methods teachers use in class. 
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6  Summary and Outlook 

6.1  Summary 

With the continuous development of online learning, online live courses and pre-recorded 

courses con replace offline teachers to complete more and more work. Achieving better 

interaction between teachers and students is an important aspect. In order to get better teaching 

effects, teachers should be able to actively adjust teaching methods from students’ emotional 

feedback in class. Therefore, the main purpose of this thesis is to design a system that can 

perform emotion recognition and can be applied in the educational scene. 

There are two main methods of identifying emotions, one is based on signals such as face and 

speech, this method is simple and fast[80]. But there will be a problem that the recognition rate 

is not high caused by the subject deliberately concealing emotions. The other is the method 

based on physiological signals such as EEG and EMG[81], which has a more complex collecting 

process. It can avoid misjudgment caused by concealing emotions under subjective factors.  

This thesis mainly studies the deep learning system on EEG signals and facial expressions. The 

network structure is improved in the single modality emotion recognition systems of EEG and 

facial expression. The recognition rate has been improved, while the number of parameters is 

reduced, making the training process easier and faster. The two neural networks are combined 

into one dual-modality system in decision-level fusion for emotion recognition. The main work 

completed in this thesis are as follows: 

The main research content of this thesis is determined through reading relevant literature at 

home and abroad. The research background and significance are also introduced. Subsequently, 

the current research status of emotion recognition based on EEG signals and facial images is 

described. Some basic emotion recognition steps and methods are also included. 

An emotion recognition method of EEG signals based on SVM-PCA is proposed. It introduces 

the generation principle, frequency band characteristics, emotion classification theory, and 

DEAP dataset based on EEG signals. It also includes an introduction to the DEAP dataset used 

in the thesis. This part focuses on the filtering and preprocess methods of EEG signals, such as 

ocular artifact removal, decomposition, and feature extraction using wavelet transforms. 

Finally, the SVM-PCA network is trained using EEG signals collected from subjects, and the 

accuracy of this network is obtained for subsequent analysis. 

A facial expression emotion recognition algorithm based on deep-CNN is proposed. In this part, 

firstly get the screenshots of the videos. Those screenshots are processes for face detection and 
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image capture using the Adaboost algorithm. Grayscale equalization and feature extraction are 

then performed on the captured images. Then the images are fed into the deep-CNN for training, 

and we can get the emotion classification results and the accuracy of this neural network. 

It gives the basic fusion framework of EEG emotion recognition using SVM-PCA and facial 

expression emotion recognition using deep-CNN. The decision-making model of multivariate 

information fusion theory and D-S evidence theory is introduced. The two kinds of data are 

used to identify emotions, and they are fused at the decision level. The recognition rate reaches 

more than 90%. It is proved that the recognition accuracy of the dual-modality system is higher 

than that of the single modality model, which also means the dual-modality system can 

overcome the shortcomings of the single modality system. 

Based on the dual-modality emotion recognition system mentioned in this article, the data 

collection method is designed for teaching scenarios. The specific process and data collection 

method of the experiment are introduced. The EEG and facial image data of the subject is 

collected using the designed method. The data is then analyzed using the proposed dual-

modality system for emotion recognition. The results obtained can be used to evaluate the 

actual teaching effect. 

6.2  Outlooks 

This thesis mainly aims at the content of deep learning in emotion recognition and proposed a 

dual-modality emotion recognition system that can be used in educational scenes. The system 

is based on EEG signals and facial expression images collected from subjects, and the two 

kinds of data are fed into a neural network for training and classification. Finally, the results 

from the two classifiers are fused at the decision level. Compared with single modality systems, 

the recognition rate of the dual-modality system has been improved, but there are still some 

shortcomings in the system: 

From the experimental results, it can be found that the emotion recognition accuracy of EEG 

signals based on SVM-PCA is not high enough. In future research, we could improve the 

accuracy from denoising, feature selection, network structure optimization, etc. 

For decision-level fusion, there are many ways to do it. Only one of these methods has been 

selected in this thesis. In subsequent studies, more methods can be considered to do the data 

fusion and find the most effective one. 

Due to the limitations of time, experimental equipment, experimental resources, etc., it is quite 

difficult to recruit enough subjects for experiments. For further application in educational scene, 

it could be considered increasing the number of experiments to expand the dataset.
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