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Abstract. 

According to American Psychological Association (APA) more than 9 in 10 (94 percent) adults believe 

that stress can contribute to the development of major health problems, such as heart disease, depression, 

and obesity. Due to the subjective nature of stress, and anxiety, it has been demanding to measure these 

psychological issues accurately by only relying on objective means. In recent years, researchers have 

increasingly utilized computer vision techniques and machine learning algorithms to develop scalable and 

accessible solutions for remote mental health monitoring via web and mobile applications. To further 

enhance accuracy in the field of digital health and precision diagnostics, there is a need for personalized 

machine-learning approaches that focus on recognizing mental states based on individual characteristics, 

rather than relying solely on general-purpose solutions.  

This thesis focuses on conducting experiments aimed at recognizing and assessing levels of stress and 

anxiety in participants. In the initial phase of the study, a mobile application with broad applicability 

(compatible with both Android and iPhone platforms) is introduced (we called it STAND). This 

application serves the purpose of Ecological Momentary Assessment (EMA). Participants receive daily 

notifications through this smartphone-based app, which redirects them to a screen consisting of three 

components. These components include a question that prompts participants to indicate their current 

levels of stress and anxiety, a rating scale ranging from 1 to 10 for quantifying their response, and the 

ability to capture a selfie. The responses to the stress and anxiety questions, along with the corresponding 

selfie photographs, are then analyzed on an individual basis. This analysis focuses on exploring the 

relationships between self-reported stress and anxiety levels and potential facial expressions indicative of 

stress and anxiety, eye features such as pupil size variation and eye closure, and specific action units 

(AUs) observed in the frames over time. In addition to its primary functions, the mobile app also gathers 

sensor data, including accelerometer and gyroscope readings, on a daily basis. This data holds potential 

for further analysis related to stress and anxiety. Furthermore, apart from capturing selfie photographs, 

participants have the option to upload video recordings of themselves while engaging in two 

neuropsychological games. These recorded videos are then subjected to analysis in order to extract 

pertinent features that can be utilized for binary classification of stress and anxiety (i.e., stress and anxiety 

recognition). The participants that will be selected for this phase are students aged between 18 and 38, 

who have received recent clinical diagnoses indicating specific stress and anxiety levels. In order to 

enhance user engagement in the intervention, gamified elements - an emerging trend to influence user 

behavior and lifestyle - has been utilized. Incorporating gamified elements into non-game contexts (e.g., 

health-related) has gained overwhelming popularity during the last few years which has made the 

interventions more delightful, engaging, and motivating. 

In the subsequent phase of this research, we conducted an AI experiment employing a personalized 

machine learning approach to perform emotion recognition on an established dataset called Emognition. 

This experiment served as a simulation of the future analysis that will be conducted as part of a more 



 
 

comprehensive study focusing on stress and anxiety recognition. The outcomes of the emotion 

recognition experiment in this study highlight the effectiveness of personalized machine learning 

techniques and bear significance for the development of future diagnostic endeavors. For training 

purposes, we selected three models, namely KNN, Random Forest, and MLP. The preliminary 

performance accuracy results for the experiment were 93%, 95%, and 87% respectively for these models. 

Keywords: Mobile application, anxiety, stress, personalized machine-learning, gamification, emotion 

recognition, model.  
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1 Introduction 

1.1 Research Background and Significance 

The field of remote mental health monitoring has been transformed by recent advancements in 

computer vision and machine learning. These advancements have paved the way for scalable and 

easily accessible solutions through web and mobile applications. The contemporary mobile 

application market is saturated with a diverse array of offerings. Simultaneously, the rising 

awareness of mental health issues within societies has led to the proliferation of technology-

based mobile health (mHealth) applications, which have become integral to individuals' daily 

lives and gained significant popularity [1, 2]. 

Continual exposure to different stressors and recurring experiences of anxiety can significantly 

impair one's quality of life and overall life expectancy [3]. Many diseases, including 

cardiovascular and immune-related conditions, are known to be connected to these mental states, 

as understood presently [4, 5]. Although there have been extensive analytic and treatment efforts 

done, still the level of such disorders within a large scale of the population worldwide remains 

greatly unknown or undertreated [6, 7]. Within the last few years, as a potential solution to detect 

anxiety, advanced wearable devices offer cognitive state measurements. Although this 

technology is under consistent development, still wearable devices are facing significant 

challenges to measure anxiety in a stable way [8]. 

The widespread use of mobile phones has brought about numerous advantages, as these portable 

devices have become an essential aspect of daily life in contemporary society [9, 10].  It helped 

people to overcome commonly known issues regarding health services including availability, 

affordability, and time constraints  [11, 12]. Implementing mHealth into mobile applications 

would enable individuals to access mental health services who would otherwise not seek them in 

clinical environments [12, 13]; because most often in addition to the mentioned barriers above, 

attitudinal factors, on the other side can play a more important role in life management [11]. 

Stress and, particularly, anxiety are among subjective matters that require methodological and 

practical experts to be analyzed. Therefore, measuring such states through objective means can 

be quite demanding, and most of the time, not accurate. Typically, the process of collecting the 
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necessary data to detect such states involves administering questionnaires to users, which can be 

perceived as tedious and monotonous. This method, designed by psychological experts, often 

leads to a negative impact on the final result due to its potential to induce boredom in users [14]. 

Expanding usage of AI and machine learning techniques in recent research, throw light on 

complexities and mechanisms behind recognizing these subjective experiences. However, 

achieving an accurate ML model to detect stress and anxiety, could be challenging on its own, 

and craves hard work and creative ideas behind it. Accurate data collection and model selection 

are key factors in improving the efficiency of machine learning techniques for recognizing stress 

and anxiety. Some studies have suggested promising methods to increase this accuracy, 

including 1) The utilization of a personalized ML approach. This approach involves tailoring an 

individual ML model to each participant, thereby improving the diagnostic procedure [15, 16], 

and 2) Engaging respondents completely through an emerging trend in the field of human-

computer interaction: the use of gamified web and mobile applications. Utilizing these platforms 

and incorporating gamified elements can have a positive influence on the psychological and 

behavioral attributes of the target users. This, in turn, can lead to a notable enhancement in user 

engagement and data efficiency [17-19]. 

Numerous studies provide evidence that anxiety exerts a direct influence on facial expressions, 

which can be discerned even during routine activities. Anxiety primarily affects facial 

expressions, leading to observable changes in the eyes, including fluctuations in pupil size, 

eyelid closure, and blinking frequency. It also involves alterations in mouth, such as specific 

changes in the lips and cheeks, as well as variations in head movements and speed [20-22]. 

The second chapter of this thesis introduces a comprehensive overview of the techniques 

employed in building a cross-platform mobile application for the purpose of Ecological 

Momentary Assessment (EMA), which serves as the primary focus of the first phase of the 

thesis. The chapter delves into the development process, outlining the various application 

components and discussing the future recruitment procedure. Moving on to the third chapter, it 

elucidates the methodology for conducting emotion recognition tasks targeting six discrete 

emotions. A similar approach will be adopted for the stress and anxiety recognition task once an 

ample amount of data has been collected. The fourth chapter concludes the research work, while 

the fifth and final chapter explores potential future technologies for further investigations. 
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1.2 Literature Review 

In this section, we present a comprehensive literature review that serves as the foundation for the 

integration of techniques employed in constructing our study and developing the STAND mobile 

application. By drawing inspiration from a range of relevant sources and their features on 

recognizing various mental states, we aim to build upon existing knowledge and incorporate the 

most effective strategies into our research framework. 

1.2.1 Ecological Momentary Assessment (EMA) 

Ecological momentary assessment (EMA) has emerged as a promising approach for capturing 

momentary moods in natural and real-life settings. This method, also known as the Experience 

Sample Method or Ambulatory Assessment, involves repeated observations to gather data on 

mood fluctuations over time. It provides a valuable tool for studying mood dynamics in everyday 

environments [23-25]. EMA allows individuals to provide real-time reports of their current 

mental state in a familiar and immediate manner. In most of the conventional methods, with the 

aid of standardized instruments, clinicians examine the reports collected retrospectively in 

unfamiliar settings [25-27]. By EMA, the principle is to maintain regular life patterns while 

attending an intervention. Patients, self-report their mood or anxiety on a regular basis (e.g., 

multiple times a day) while performing their ordinary daily tasks over a specific period of time. 

Depending on study objectives, such reports can be collected in the short/long term through a 

variety of instruments such as smartphones, wearable devices, and other digital assistants [28]. 

Utilizing EMA in digital healthcare interventions brings a range of methodological strengths 

including generalization enhancement with more ecological (real-world environments) validity, 

lower retrospective bias and errors due to the “momentary” aspect of the method, and the 

capability to gather the data at regular intervals and in diverse real-world scenarios [25].  

1.2.2 Conventional Approaches and Techniques 

Analyzing the data collected from the patients through clinician interviews or self-reports (scale-

based responses to a standardized list of questions) are the two most common ways to assess 

anxiety disorders [29]. In these protocols, individuals are requested to provide self-reports on the 

intensity and severity of their physical symptoms and emotions associated with anxiety in their 
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daily lives. While the effectiveness of these approaches is acknowledged, there are concerns 

regarding the subjective nature of the gathered responses, which can potentially reduce the 

accuracy of the data and introduce biases in the assessment of stress [30]. Reluctancy or inability 

to answer the questions accurately because of recollection inaccuracies, ambiguity in the 

questions [31], psychopathology and biases [32, 33], or discomfort during interviews with 

clinicians, are commonly encountered issues that could potentially undermine the effectiveness 

of the data. 

Evaluating the levels of cortisol produced by the HPA axis is another classic physiological 

method to measure stress/anxiety. This procedure involves a demanding process of analyzing 

cortisol extracted from different sources of the body e.g., blood, urine, hair, and saliva [34, 35]. 

There are other indicators for physiological measures of stress that are based on assessments of 

activities of the brain (EEG features associated with arousal, such as asymmetry [36, 37], and the 

ratio of beta to alpha waves [38]), heart (ECG), blood (PPG), muscle (EMG), and responses from 

the skin (galvanic skin/electrodermal response), and respiratory system [14, 39, 40]. Skin 

conductance will be increased during stressful moments as anxiety regulates active sweat glands 

[41]. There is also a correlation between breathing patterns and emotional status useful for 

anxiety detection, in which there are several reports that the respiration rate increases 

considerably while someone is under stress [42, 43]. Finally, speech characteristics are affected 

by anxiety [44]. Investigating the changes in fundamental frequencies of the voice are among the 

most attractive topics for researchers working in this field [20, 45]. 

1.2.3 Facial Signs and Expressions 

In the late 1800s, Charles Darwin made a significant discovery in his book "The Expression of 

the Emotions in Man and Animals," highlighting the connection between emotional states and 

facial expressions [46]. In subsequent research conducted during the 1900s and early 2000s, as 

more sophisticated techniques like evaluating the HPA axis and cardiovascular responses to 

stress emerged, additional evidence was presented to support this association. In recent years, 

there have also been several studies reporting that facial signs can be considered as a potential 

way to provide insights when it comes to the classification of anxiety [20, 21]. Anxiety primarily 

affects facial expressions through various changes. These alterations encompass the eyes, 
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including variations in pupil size, eye aperture, blinking rate, and gaze distribution. Additionally, 

there are observable effects on mouth activity [47], alterations in the shape and movement of the 

lips and cheeks [48], as well as the movements and velocity of the head [49, 50]. More 

specifically, considering the eye-related features, for instance, blinking rate, there are other 

factors that might affect the expression such as lying[51], depression, Parkinson [52], 

schizophrenia [53], and certain external factors like lighting, humidity, and temperature [54]. 

There is a notable association between the closure of eyelids caused by a light stimulus and the 

individual's anxiety level [55]. 

One of the other promising associations between eye-related features and anxiety is pupil 

diameter. This parameter has been considerably documented in various studies as a potential 

index indicating the levels of anxiety [56, 57] and has proved to be absolutely effective in the 

confidentiality rate and higher accuracy of the stress detection procedure [58]. This study 

assessment was first introduced in 2002 by Partala and Surakka in which a very distinct 

correlation was discovered between the pattern of eye dilation and emotional states [59]. 

1.2.4 Data Mining and Machine Learning 

In recent times, there has been a growing interest in exploring the applications of Data Mining 

and Machine Learning (ML) in various healthcare domains, including therapy 

planning/management, disease diagnosis, and illness prediction. These technologies have 

demonstrated substantial effectiveness in enhancing the efficiency and quality of medical care, 

making them highly promising tools for healthcare professionals [60, 61]. In the field of mental 

diseases such as predicting psychological and perceived anxiety, there has been a successful 

utilization of machine learning models, however, challenges are always raised when it comes to 

reliability. Limitations on real healthcare scenarios (available for research and development) data 

collection [62], a limited availability of research-only resources [63], concerns regarding data 

confidentiality and restrictions on data disclosure [64] as well as the absence of suitable 

commercial licenses [65] are the main factors that pose significant hurdles in the widespread 

adoption of machine learning approaches in various domains. 

Several popular machine learning algorithms, such as Convolutional Neural Networks (CNN), 

Support Vector Machine (SVM), Random Forest Tree, and Naive Bayes (NB), have been 
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employed in the prediction of anxiety-related risk factors. For instance, Wang et al. conducted a 

study utilizing the XG-Boost machine learning model to assess the severity levels and prevalence 

of anxiety among undergraduate students during the COVID-19 pandemic [66]. Richter et al 

applied ML models to the data collected from adult patients in order to differentiate the 

symptoms of anxiety [67]. Similar research was done using a number of 5 machine learning 

algorithms by Priya et al with the aim of predicting stress and anxiety between employed and 

unemployed individuals [68]. There were reported average accuracy rates of 71% and 73% for 

random forest trees and naive Bayes algorithms for anxiety and depression symptoms, in two 

other studies [68, 69]. Furthermore, performance accuracies of 71.4% (anxiety), and 72.3% 

(stress) were achieved in [68], employing decision tree, SVM, naive Bayes, random forest, and 

KNN (k-nearest neighbor) algorithms on a sample of adults aged 20-60 years, it was found that 

the random forest (RF) algorithm achieved the highest accuracy. This study demonstrates the 

effectiveness of machine learning techniques in predicting mental health risk factors, with the 

random forest classifier showcasing superior performance accuracy [68]. ML models possess 

significant potential for diverse applications in healthcare, including pain assessment [70] and 

helping individuals with autism [71]. 

The performance of general ML models for detecting emotional states tends to be relatively poor 

[72]. One of the main reasons behind this issue is perhaps due to the existence of high physical 

and characteristics variability among different individuals. Cutting-edge research indicates that 

personalized machine learning is a more effective approach, demonstrating its suitability for 

advancing precision health machine learning. This is particularly relevant when working with 

high-dimensional data and making predictions that are subjective and specific to individuals [72, 

73]. This approach highlights the need for conducting additional research on interpersonal mental 

health variations. It involves training and testing each model using individual-specific data to 

investigate the impact of this variability on accurately detecting emotional transitions and states. 

1.2.5 Smart-sensing and Passive Monitoring 

Assessing mental disorders through the observation and assessment of patients' behavior as an 

indicator of changes in symptom severity can be seen as an alternative approach. Incorporating 

mobile phones as sensing devices in such initiatives allows researchers to passively capture 



12 
 

specific behaviors associated with different mental disorders. These portable devices are 

particularly advantageous for two main reasons: 1) They possess a variety of powerful sensors 

and software that can evaluate behaviors and contextual information, and 2) Individuals typically 

carry them throughout the day, ensuring continuous monitoring and data collection [74-76]. 

Apart from relying on subjective information obtained through interviews or self-reports, mobile 

phones can serve as a means to gather objective data from the same individuals. This approach 

enables researchers to employ an objective evaluation of mental health by utilizing the data 

collected during the data collection process [77]. 

1.2.6 Reminders 

Including alert-based elements (reminders) in digital health has been proposed in previous 

studies as a means to improve levels of engagement and promote adherence to interventions. 

These reminders can be delivered in various formats (such as short motivational messages or 

quotes) through emails, SMS, or push notifications integrated into mobile applications. 

Integrating this cost-effective functionality into mental healthcare research has demonstrated its 

significant benefit and crucial role in user engagement compared to interventions lacking this 

feature [78-80]. Moreover, it has been shown that incorporating reminders into digital health 

interventions can lead to increased adherence to the research and reduced rates of non-usage 

attrition. These are well-recognized challenges associated with online-based interventions [81-

83]. Nonusage attrition refers to the phenomenon where participants discontinue the use of a 

digital intervention while still actively participating in the research through other protocols, such 

as completing questionnaires or assessments. 

1.2.7 Gamification 

In recent years, the importance of human-computer interaction (HCI) has grown significantly. 

Gamification, as a prominent trend in enhancing this interaction, has gained considerable 

attention in the field of machine learning. Gamification is commonly defined as the incorporation 

of game design elements into non-game contexts, with the primary objective of increasing user 

engagement and improving their overall experience in HCI. In an academic setting, the 

utilization of gamified elements and incentives, along with visually appealing designs, to 

augment user engagement, motivation, and compliance with research activities is referred to as 
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gamification [84-86]. In recent years, various elements of this emerging trend have been 

integrated into diverse healthcare services to serve as supporting factors in boosting user activity 

and enhancing behavioral productivity. Different elements [17, 87] are discussed and analyzed so 

far including points, leaderboards, challenges, feedback [88-93], rewards, and story/theme [94, 

95], achievements/badges [88], progress tracking, and levels [91, 93]. In 2021, Dykens et al 

introduced a framework called UGM (Unified Gamification and Motivation) for understanding 

the efficiency of including gamification elements to increase engagement in therapeutic 

interventions [18]. Through investigating the relationship between gamification and motivational 

psychology, this model tries to prove the efficiency of using game-like elements in order to make 

the intervention more noticeable, which also results in greater user engagement and motivation. 

1.3 Innovation Points 

This study aims to contribute mentioned novel insights and innovative approaches to the field of 

mental health assessment. By employing a personalized machine learning framework, it seeks to 

overcome the limitations of conventional methods and offer a more tailored and precise approach 

to recognizing and assessing these mental states. The integration of smartphone-based Ecological 

Momentary Assessment (EMA) with AI experiments and image analysis provides a multifaceted 

and comprehensive approach to capturing and analyzing data. The inclusion of sensor data, selfie 

photographs, and video recordings adds depth and richness to the analysis, enabling a more 

accurate recognition of stress and anxiety and holistic understanding of their levels. This research 

also explores the potential relationships between self-reported levels of stress and anxiety and 

facial expressions, eye features, and other physiological indicators captured in the collected data. 

The findings of this study have the potential to advance the field of mental health diagnostics and 

pave the way for personalized interventions that are tailored to individuals' unique experiences of 

stress and anxiety. 
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2 First Part: STAND Mobile Application Development 

2.1 Overview 

The centerpiece of this research is the STAND EMA app, which serves as a powerful tool for 

collecting multidimensional data from participants. By employing a personalized machine 

learning approach, we will analyze the expecting rich dataset collected through this app and 

extract the most influential features. Our objective is to explore the efficacy of various 

methodologies discussed earlier in achieving a heightened level of accuracy in recognizing 

emotional states. Additionally, we aim to investigate the potential correlation between an 

objective indicator of anxiety using computer vision techniques. The outcomes of this study will 

serve as a valuable reference for future personalized interventions. To accomplish these goals, 

the research comprises three distinct experimental phases, as depicted in Figure 1.: 

 
Figure 1: The study workflow for the STAND mobile application, encompassing data collection, feature 

extraction, feature selection, model training, and performance evaluation. 
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2.2 Software Development 

A cross-platform mobile application called STAND has been developed (both in Android and 

iOS). This application will be utilized in future research to investigate the stress/anxiety levels of 

our target users and collect the annotated data required for both stress/anxiety recognition and 

stress/anxiety level estimation tasks. This data will be collected by relevant questionnaires sent to 

the users directly through daily notifications. Within each questionnaire, there is an extra feature 

implemented to enable the users to take selfies and also upload video recordings taken while 

doing neuropsychological tasks; this process helps us to extract potential facial landmarks and 

pose coordinates within consecutive frames extracted from video recordings to handle 

stress/anxiety recognition task. images will be also used for analyzing other facial expressions, 

such as eye closure and pupil size variation and accordingly investigate the potential 

relationships between these two features and the stress and anxiety levels of the target users. In 

the first plan, the frequency of sending questions to the users is ten times a day (each question). 

To incorporate gamified elements in the research, a star-rewarding system is implemented in the 

application, and stars are given to the participants based on points they will earn for positive and 

active participation during the data collection phase (e.g., doing tasks within 30 minutes since the 

notification is received, and fully answering all questions sent per day while have an active 

participation in the other tasks during the first phase). Those who earn more stars will have more 

chances to win the incentives through drawing. 

The advantage of using the Internet in healthcare services is to overcome some of the limitations 

posed by traditional methods in this field. Advantages such as availability and accessibility at all 

times/places, anonymity, flexibility, self-pacing, cost-effectiveness for both participants and 

clinicians (reduced travel time and costs), and the appeal of interactivity by utilizing visually 

attractive designs [96-98]. 

This work is also going to analyze the effects of using animations, informal language in 

notifications (Figure 2), and other appealing factors in increasing the levels of user engagement 

in digital interventions (e.g., animations are chosen based on an answer to a question in the 

registration form, just after opening the app for the first time: Dog person, or a cat person? 

(Figure 3, 4)). 
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Figure 2. Using informal and motivating language for daily notifications. 

The integration of visually appealing design elements, such as customized and dynamically 

changing animations over time, coupled with the utilization of notifications featuring informal 

and motivating language, can significantly enhance user engagement within the app. These 

design choices aim to captivate users' attention, evoke positive emotional responses, and create a 

sense of personal connection and motivation. By employing visually enticing and interactive 

animations, the app can create a dynamic and immersive user experience, fostering a sense of 

delight and enjoyment. Furthermore, the use of notifications that employ informal and 

motivating language can establish a friendly and supportive tone, encouraging users to actively 

participate in the assessment process. This approach seeks to establish a positive user-app 

interaction, fostering sustained engagement and ultimately leading to more reliable and 

comprehensive data collection. 

Gamification elements like rewards and points can create a sense of achievement and 

satisfaction, fostering intrinsic motivation and encouraging active participation. The star-

rewarding system in the application aligns with the principles of behavioral reinforcement, as 

individuals are more likely to engage in desired behaviors when they are rewarded for their 

efforts. By earning stars based on their positive and active participation, participants are 

incentivized to complete tasks within the designated timeframe and fully respond to the 

questions posed to them (Figure 5). 
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Figure 3. Welcome screen, Login Screen, and Register Screen 

      

Figure 4. Screenshots of the questionnaire screen built in in the STAND EMA mobile application. 
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Figure 5. Screenshots of the accounts screen built in in the STAND EMA mobile application for both type 

of users interested in petting cat or dog. 

The implementation of passive sensor data collection, specifically accelerometer and gyroscope 

data, within the STAND mobile application provides a novel avenue for future exploration and 

analysis in the realm of stress and anxiety. By continuously gathering data from these built-in 

sensors, the application can capture subtle movement patterns and physical behaviors that may 

be indicative of an individual's stress and anxiety levels. The passive nature of data collection 

eliminates the need for active user input, allowing for unobtrusive and uninterrupted monitoring 

throughout the day. This wealth of sensor data holds promises for uncovering new insights and 

patterns related to stress and anxiety, providing valuable information for further research and 

analysis. The analysis of accelerometer and gyroscope data can potentially reveal correlations 

between specific physical movements and the presence or severity of stress and anxiety 

symptoms. By integrating this passive sensor data collection feature, the STAND mobile 

application offers a comprehensive approach to understanding and monitoring individuals' 

mental well-being, contributing to advancements in the field of digital health and providing 

opportunities for personalized interventions and support. 



19 
 

2.3 Future Larger Scale Data Collection and Research Using STAND 

The aforementioned procedure will be conducted as part of a larger-scale research initiative 

conducted by the Digital Health Lab at the University of Hawaii at Manoa [99]. This 

comprehensive study spans a 1-month duration, during which an ample amount of data will be 

gathered to meet the requirements of personalized machine learning algorithms. Throughout the 

designated period, participants will be requested to complete a daily self-report questionnaire 

aimed at assessing relevant psychometric properties. The questionnaire comprises two distinct 

questions (listed below) and is intended to be delivered through ten separate notifications each 

day, with one notification per question. Upon receiving a notification, participants are required to 

rate their current level of stress and anxiety on a scale ranging from 1 to 10. 

• How much stressed do you feel now? 

• How much anxious do you feel now? 

Figure 2 and figure 3 show a few screenshots of the application, illustrating the different screens 

(for both cat person and dog person) participants will visit during the data collections phase. 

The participants are also asked to attend two neuropsychological tests several times during the 

same period. Participant are being recorded while doing these tests in order to collect sufficient 

data for the mental state recognition (stress and anxiety) task. The similar procedure of how the 

facial landmarks and other pose coordinates that are going to be extracted and selected for 

personalized ML models, are discussed comprehensively in the second part of this thesis in 

chapter 3. 

In the initial phase of the study, we will extract key features from the selfie images obtained from 

users through the STAND mobile application, which is specifically designed for collecting data 

on a daily basis, multiple times a day. The primary emphasis will be placed on extracting two 

pivotal features: eye closure and eye pupil size variation. Additionally, this study will delve into 

the investigation of other facial landmarks and changes in Action Units (AUs) across frames as 

they unfold over time. By leveraging the annotations provided by the users regarding their 

perceived level of stress and anxiety during the selfie-taking process, the data will be labeled 

accordingly. This labeling approach enables us to associate the extracted eye features with the 

levels of stress and anxiety experienced by the users. Apart from determining the stress and 
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anxiety levels among our target users, this procedure also allows us to explore potential 

connections between the eye features and stress and anxiety. Through this investigation, we aim 

to gain insights into the relationship between these eye features and the emotional states of stress 

and anxiety, providing valuable information for understanding and managing stress and anxiety 

levels in individuals. 

In a second procedure, we aim to train three distinct machine learning models using facial 

landmarks and pose coordinates extracted from video recordings of participants. The data will be 

obtained through the utilization of the OpenFace tool, which allows for the extraction of data at 

the frame level. This extracted data will then undergo a feature estimation and selection process 

to identify the most relevant and informative features for the classification task. The objective of 

this parallel procedure is to perform binary classification to determine whether the user exhibits 

symptoms of stress or anxiety (the experiment participants are the student who have been 

diagnosed recently with a certain level of stress and anxiety). To achieve this, we will employ K-

nearest neighbors (KNN), Random Forest, and Multi-Layer Perceptron (MLP) classifiers, known 

for their effectiveness in classification tasks. By leveraging these models, we aim to develop 

accurate and robust classification models that can discern the presence or absence of stress and 

anxiety based on facial landmarks and pose coordinates. This research holds potential 

implications for identifying and understanding emotional states in individuals, paving the way 

for further advancements in emotion recognition and mental health assessment.      

2.3.1 Ethics Approval and Privacy 

This research project underwent an accelerated review process and received approval from the 

University of Hawaii Institutional Review Board (UH IRB) on December 20, 2022. The 

application met the criteria for expedited review as specified in 45 CFR 46.110, Category 6, 7, in 

accordance with 45 CFR 46.109. 

Participants were assured that their identities would remain confidential and that participating in 

the survey carried no greater risk than regular internet use. The collected data was securely 

stored on Amazon Web Services (AWS), with additional security measures including multi-

factor authentication (MFA) for authorized access. 



21 
 

2.3.2 Study Group 

Stress and anxiety are prevalent mental health issues experienced by students worldwide, with 

many facing elevated levels of stress in their daily lives [100, 101]. Although considerable 

research accomplished on the context, there are still a massive number of students who remain 

underserved, or intentionally ignore this mental concern [102]. Moreover, studies that 

concentrate on identifying and addressing subjective health concerns often encounter challenges 

in obtaining accurate data from student populations. This particular demographic may exhibit a 

higher level of reluctance in seeking healthcare services due to various obstacles such as time 

constraints, social stigma, scheduling conflicts, and heavy academic workloads [103]. The 

primary objective of this study is to examine and identify anxiety levels among students, with a 

specific focus on their mental well-being. By doing so, valuable insights can be obtained to assist 

school counselors in understanding the causes of anxiety disorders and implementing effective 

evidence-based prevention and intervention strategies. 

2.3.3 Recruitment, Demographics, and Incentives 

The participants in our future larger scale study are going to be between 20 to 40 students 

(gender balances) aged 28 ± 10 years who have been diagnosed with a certain level of anxiety 

and stress in a recent clinical procedure. To be eligible for this study, it is required to have 

proficiency in English and possess a smartphone (either iOS or Android). Exclusion Criteria: 

Students who have not experienced a certain level of stress and anxiety during the last few years. 

Through the form of course credit at the University of Hawai’i at Manoa, letters will be sent 

online to the prospective students. Face to Face interactions with other prospective students, and 

Internet ads are alternative options for recruitment. The participants will be interviewed shortly 

in the first stage for potential examinations and to check if they are a good fit for this project. In 

the case the outcome of the interview was positive, written consent will be collected from target 

users outlining the comprehensive research circumstances. 

Upon the completion of the data collection stage, students at the ICS department in the 

University of Hawaii at Manoa who are going to take the Machine Learning course with Dr. 

Peter Washington will be awarded with course credits after positive participation. Other potential 
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participants (students) will have the chance to win a $20 supermarket gift card for grocery 

shopping in a fair drawing because of positive participation in the research. The drawing will be 

held right after the data collection phase, and winners will be contacted through an email 

containing instructions on how to receive the gift card. 

2.4 Chapter Summary 

This chapter delves into the development of the STAND mobile application, designed 

specifically for the purpose of stress and anxiety monitoring. The application incorporates 

various innovative features and methodologies to facilitate accurate data collection and analysis, 

with the aim of advancing our understanding of mental states and fostering personalized 

interventions. 

The chapter begins by highlighting the significance of remote mental health monitoring and the 

role of web and mobile applications in enabling scalable and accessible solutions. It emphasizes 

the need for personalized machine learning approaches to recognize mental states based on 

individual profiles, rather than relying solely on general-purpose solutions. 

The development of the STAND application is introduced as a pivotal component of the 

research. The application leverages the concept of Ecological Momentary Assessment (EMA), 

providing users with daily notifications that redirect them to a user-friendly interface. This 

interface incorporates three essential components: a question regarding current stress and anxiety 

levels, a rating scale for quantifying responses, and the option to capture a selfie photograph. 

These data points are collected individually, allowing for nuanced analysis of stress and anxiety 

levels. 

Furthermore, the STAND application includes additional features to enhance user engagement 

and data collection. Gamified elements, such as a star-rewarding system, incentivize positive and 

active participation, fostering intrinsic motivation. Passive sensor data collection, utilizing the 

accelerometer and gyroscope, enables continuous monitoring of physical behaviors that may 

indicate stress and anxiety levels. This unique feature ensures unobtrusive data collection and 

offers opportunities for future exploration and analysis. 
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3 Second Part: AI solution on Emotion Recognition 

3.1 Overview 

For collecting the data through STAND EMA mobile application, we encountered various 

challenges in collecting data, including scale and time limitations for concluding a master's thesis 

and also lack of required funding at earlier stages. To overcome these challenges, we decided to 

simulate the AI component of the thesis using a publicly available dataset known as the 

"Emognition Wearable Dataset 2020 [104]" This dataset is highly relevant to emotion 

recognition research and provides a rich collection of data for our analysis. 

As some of the mental states such as stress and anxiety can also be regarded as representations of 

emotions, the Emognition dataset serves as a suitable resource for testing methods in emotion 

recognition. The dataset includes recordings from 43 participants who viewed short film clips 

designed to elicit nine distinct emotions: amusement, awe, enthusiasm, liking, surprise, anger, 

disgust, fear, and sadness. Additionally, the dataset contains physiological data such as EEG, 

BVP (2x), HR, EDA, SKT, ACC (3x), and GYRO (2x). 

Given the nature and scope of our thesis work, we focused solely on the video recordings and 

their corresponding facial expressions, landmarks and AUs extracted from the consecutive 

frames (images), disregarding the physiological data. This allowed us to train the model 

specifically on the most relevant data for our future larger-scale research objective [99, 105]. The 

dataset provides detailed information on facial expressions for each individual frame of the video 

recordings, corresponding to each discrete emotion stimulus and participant. For instance, eye 

gaze, and landmarks coordinates, pose landmarks and estimations that are translation and 

rotation of the face in 3D space. They provide information about the position and orientation of 

the face relative to a reference point. Facial Action Units (FAUs) are also included. Facial Action 

Units (FAUs) are a set of distinct facial muscle movements or expressions that are universally 

recognized and can be objectively measured and categorized. They provide a standardized way 

to describe and analyze facial expressions in the field of facial recognition, emotion detection, 

and non-verbal communication. Each Facial Action Unit corresponds to the activation or 

contraction of specific facial muscles, leading to the formation of different facial expressions. 
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The comprehensive system of Facial Action Units allows researchers and professionals to break 

down and analyze the complexity of facial expressions, providing valuable insights into human 

emotions, intentions, and communication patterns. 

3.2 Literature Review on Emotion Recognition 

Our mental well-being is influenced by emotions, as they impact how we perceive things, affect 

our physical vitality, and can disrupt our cognitive processes. Emotions are unique inherent 

phenomena that encompass both the mind and the body. They regulate our physiological 

functions, impacting factors such as heart rate, respiration system, and body temperature. 

Additionally, they shape our psychological state, influencing our perception, beliefs, and mental 

imagery. By utilizing various outputs (either sequentially or simultaneously), emotions strive for 

manifestation to fulfill their need for expression. Depending on the context, physical state, 

available means of communication, and individual preference, emotions may be conveyed 

through a combination of facial expressions, vocalizations, gestures, and body movements [106, 

107]. 

The ability of intelligent machines to express, recognize, and regulate users' emotions has 

become a vital component of emotional artificial intelligence. This capability enhances the 

overall user experience by facilitating effective interactions between machines and individuals 

[108]. Various methods and technologies are being used to identify users' emotions during their 

interactions with machines, whether through active or passive means. Emotion recognition 

techniques encompass analyzing text, interpreting facial expressions, assessing voice tones, 

utilizing biosensors, observing body movements, and recognizing gestures. These approaches 

can be used individually (single-modal) or in combination (multi-modal) to achieve precise 

emotion detection. 

The rise of publicly available datasets and the capabilities of machine learning (ML) techniques 

have popularized automatic emotion recognition. Among the various methods employed, some 

studies have focused on utilizing handcrafted features and applying traditional ML algorithms 

like support vector machine (SVM), logistic regression, and random forest (RF) for pattern 

classification [109, 110]. While these techniques have shown promising results, they require 
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significant effort and time to extract features, and there is a risk of losing valuable information 

specific to certain emotions due to the dependence on the researcher's domain knowledge. 

In recent years, deep learning techniques have emerged as highly successful in video recognition 

tasks, and several studies have demonstrated significant improvements in emotion recognition 

performance compared to traditional approaches that utilize partial representation. These deep 

learning approaches excel in automatically learning effective hierarchical representations of 

emotions without the need for manual intervention [111]. Despite the proven performance of 

both conventional machine learning methods and deep learning methods, there are ongoing 

debates regarding their overall effectiveness [112]. The performance may vary depending on the 

specific task, and it remains unknown which approach achieves superior accuracy and results. 

Extensive research has demonstrated the superior performance of deep learning methods in 

emotion recognition tasks, particularly when applied to large datasets [111-113]. These deep 

learning models excel at automatically extracting intricate patterns and features from vast 

amounts of data, enabling them to capture complex relationships and nuances within emotions. 

This advantage is primarily attributed to their ability to learn hierarchical representations without 

the need for explicit feature engineering. However, in our research, we are taking a personalized 

approach to develop a unique and personalized emotion recognition model for each individual. 

By leveraging existing data specific to each person, we aim to create tailored models that 

accurately capture and interpret their unique emotional expressions. This personalized machine 

learning technique allows us to build models that are specifically trained on individualized data, 

taking into account their specific emotional cues and characteristics. 

By adopting this personalized approach, the comparison between conventional machine learning 

techniques and deep learning techniques becomes more equitable and realistic in our research. 

While deep learning methods have shown superior performance on large-scale datasets, our 

focus on personalization allows us to explore the effectiveness of these techniques in capturing 

individual nuances and characteristics of emotions. This personalized approach may provide 

valuable insights into the feasibility and effectiveness of deep learning methods in individualized 

emotion recognition, potentially uncovering new possibilities for personalized emotional AI 

systems. 
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Academic evidence supports the idea that personalization can enhance the performance of 

emotion recognition systems. Research studies have demonstrated the benefits of incorporating 

personalized data in developing accurate and robust emotion recognition models [16, 114, 115]. 

This highlights the potential of personalized machine learning techniques in unlocking more 

precise and context-aware emotion recognition capabilities compared to generic models. 

As previously stated, academic investigations in the realm of deep learning have extensively 

examined the benefits of deep neural networks for handling vast amounts of data and extracting 

complex features. These studies have demonstrated that deep learning approaches have the 

potential to surpass traditional ML methods in dealing with extensive datasets. Nonetheless, the 

utilization of deep learning techniques for personalized emotion recognition necessitates 

additional exploration, and our research aims to make a contribution to this developing domain. 

Leveraging the versatile Emognition dataset, by combining personalized machine learning 

techniques with the comparison of conventional ML techniques and deep learning techniques, 

our research aims to provide valuable insights into the efficacy of both approaches within the 

context of individualized emotion recognition. Through rigorous experimentation and analysis, 

we seek to advance the understanding of personalized emotion recognition systems and 

contribute to the development of more accurate and context-aware emotional AI technologies. 

3.3 Prior Works and Background 

Facial emotion recognition has become a subject of great interest for researchers across various 

fields. Particularly in Clinical Medicine, it is an active and evolving research topic that presents a 

significant challenge [116]. The current key challenge of facial emotion recognition stems from 

the inherent uncertainties and inaccuracies in mapping emotional states to detectable cues. 

Nonetheless, significant advancements have been made in this field, with numerous approaches 

and methods proposed for expression recognition [117, 118]. 

Numerous researchers have suggested the utilization of local binary pattern (LBP) to transform 

an image into a configuration of micro-patterns [119, 120]. In 2009, Shan et al. [121] conducted 

an extensive experiment to evaluate the effectiveness of LBP features in recognizing 

expressions. The results of the experiment confirmed that LBP features possess a certain level of 

efficiency. However, despite their usefulness, facial expression recognition methods based on 
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LBP also suffer from challenges including low accuracy in recognition and vulnerability to 

interference [122]. In other research, the use of histogram of oriented gradients (HoG) features 

has been applied to recognize facial expressions. In Dahmane et al.'s study, a combination of 

feature extractors, such as LBP, PCA, and HoG, was employed together with a SVM classifier to 

categorize static face images into six distinct emotions [123]. In a study conducted in 2012 [124] 

utilized Haar wavelet features along with multiscale analysis and statistical analysis to recognize 

facial expressions. However, the use of Haar-based facial expression recognition presents 

challenges, including a high rate of false recognition and incomplete extraction of facial 

expression information. Another method called scale-invariant feature transform (SIFT) was 

employed by [125] in 2011 to describe face pose and achieve expression recognition through the 

extraction of principal component information using singular value decomposition (SVD). 

Nevertheless, the utilization of the SIFT-based method for expression recognition faces obstacles 

such as limited computational efficiency and vulnerability to dimensionality problems. 

An alternative strategy for recognizing facial expressions involves the application of deep 

learning techniques. In 2006, Hinton introduced the layer-by-layer training approach to tackle the 

complex task of training neural networks with multiple layers [126]. As a result, robust open-

source learning frameworks such as Torch, Caffe, Deep Learn Toolbox, and Cxxnet were 

created, supported by substantial contributions from researchers and institutions. Deep learning 

has the capability to approximate high-dimensional data spaces, making it well-suited for 

learning intricate functions and extracting high-dimensional feature representations from images. 

While initially used for object image classification, deep learning has gradually found 

applications in face recognition as well [99, 105, 127]. 

In this research [128], conducted in 2014, a deep belief network (DBN) was utilized for feature 

learning and combined with boosting for classification. This approach yielded better outcomes 

compared to conventional feature-based methods when applied to the CK expression database. 

Similarly, in 2015, Lopes et al. employed convolutional neural networks (CNNs) for feature 

learning and augmented image data. Their findings showcased the advantages of convolutional 

feature learning in expression classification and highlighted the performance enhancements 

achieved with larger amounts of data [129]. Lecun et al. pioneered the early use of convolutional 

neural networks (CNNs) [130]. Compared to other models, CNN exhibits several advantages as it 
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takes raw images as input instead of hand-coded features. Convolutional neural networks 

(CNNs) excel in learning optimal features for classification tasks. With their diverse layers, 

including convolutional and sub-sampling layers, CNNs have transformed computer vision and 

significantly improved various applications. Emotion recognition has also benefited from the use 

of CNNs in numerous studies. The study [129] devised a five-layer convolutional neural network 

(CNN) to categorize six specific emotions in the Cohn-Kanade (CK+) database. In the work 

[131], they presented a CNN architecture with two channels, with convolutional filters used in 

the upper channel and Gabor-like filters employed in the lower channel's initial layer. [132] 

employed convolutional modules within a distinctive CNN framework, designed to analyze the 

most impactful features for the next layer, minimizing repetition of learned features, and taking 

into account the similarities between filters within the same layer. In [133] They suggested long-

term recurrent convolutional networks as a solution for visual recognition and description tasks. 

In 2016, Zhang and colleagues presented a new method for recognizing facial expressions that 

are invariant to attitude. Their approach involved combining deep learning techniques, a 

principal component analysis network, and convolutional neural networks (CNN). Through 

extensive experiments on two publicly available databases, they demonstrated substantial 

enhancements in their method compared to traditional techniques used for expression recognition 

[134]. In 2017, [135] introduced in their study is an algorithm for extracting facial expressions 

using deep learning. They conducted an analysis of the existing research in this field and 

compared different methods. The findings revealed that deep learning techniques excel at 

extracting hierarchical features and leveraging them for image classification based on 

expressions. Consequently, these methods significantly improve recognition accuracy when 

compared to conventional approaches [136-138].  

The DEAP database [139], compiled by researchers including Koelstra from various universities, 

serves as a valuable resource for studying human emotional states through multi-channel data. 

This publicly available database contains recordings of EEG signals and physiological signals 

(PPS) from 32 subjects. Researchers frequently utilize DEAP to explore and analyze the intricate 

aspects of human emotions. Tang et al. [140] and Yin et al. [141] are two additional studies that 

employed a multimodal approach to emotion recognition. Both studies utilized deep neural 

networks in conjunction with the DEAP dataset, which encompasses various modalities of data 
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such as EEG signals and physiological signals. By leveraging these multimodal data sources, 

Tang et al. and Yin et al. aimed to enhance the accuracy and robustness of their emotion 

recognition systems. The eNTERFACE'05 dataset [142] is a widely used benchmark dataset in 

the field of facial expression analysis and emotion recognition. The dataset consists of 

synchronized video recordings of facial expressions along with corresponding emotion labels. It 

includes expressions of basic emotions such as happiness, sadness, anger, surprise, fear, and 

disgust. The dataset is valuable for developing and evaluating algorithms and models for facial 

expression analysis, as it provides a diverse range of facial expressions and emotions in different 

individuals and scenarios. Zhang et al. [143] and Nguyen et al. [144] are two notable research 

studies that focused on the task of utilizing the eNTERFACE'05 dataset for their respective 

investigations. In their work, Zhang et al. and Nguyen et al. recognized the potential of the 

eNTERFACE'05 dataset as a valuable resource for their research on a specific topic. By 

leveraging the diverse and comprehensive nature of the eNTERFACE'05 dataset, they were able 

to conduct in-depth analyses and draw meaningful conclusions. These studies contribute to the 

growing body of knowledge surrounding the eNTERFACE'05 dataset and its applicability in 

various research domains. 

While deep learning has made significant progress in facial expression recognition, there are still 

challenges that need to be addressed. These challenges include overfitting, gradient explosion, 

and parameter initialization issues in deep learning models. Furthermore, current algorithms face 

difficulties in effectively utilizing dynamic sequence information from expression images and 

lack robustness when applied in practical scenarios. 

Vision Transformers (ViTs) have recently garnered significant attention as advanced deep 

learning models for computer vision tasks, specifically in the area of facial recognition. ViTs 

offer a modern and alternative approach to the commonly used convolutional neural networks in 

similar tasks. Inspired by the Transformer architecture originally designed for Natural Language 

Processing (NLP) tasks, ViTs operate by dividing input images into fixed-size patches, treating 

them as sequences of flattened vectors. These patches are then processed by a series of 

Transformer encoder layers, enabling the capture of both local and global information. Notably, 

ViTs have demonstrated impressive capabilities in learning meaningful representations directly 

from raw facial images, eliminating the need for manual feature extraction by researchers. 
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However, training ViTs for facial recognition typically requires a large labeled dataset of facial 

images and significant computational resources, and their performance might be limited when 

applied to smaller datasets. Additionally, fine-tuning and transfer learning approaches can be 

employed to adapt pre-trained ViT models to specific facial recognition tasks with smaller 

datasets [145]. 

3.4 Emognition Dataset [104] 

The Emognition dataset includes data from 43 participants (21 females aged between 19 and 29)  

exposed to emotionally stimulating film clips representing nine distinct emotions (Table 1). 

Physiological signals and upper-body recordings were collected using wearable devices such as 

Muse 2, Empatica E4, and Samsung Galaxy Watch. The dataset offers advantages over previous 

datasets, including the integration of wearable devices into daily life, the use of discrete and 

dimensional emotional models, and a specific focus on distinguishing between positive 

emotions. The dataset provides valuable insights into the physiological responses associated with 

different emotional states, particularly within the realm of positive emotions. 

The dataset allows for versatile analysis in emotion recognition, covering both physiological 

signals and facial expressions. The Emognition dataset can be utilized to address various 

research questions, including: 

• Exploring multimodal approaches to emotion recognition. 

• Comparing physiology-based emotion recognition with facial expression-based emotion 

recognition. 

• Investigating emotion recognition using EEG signals versus BVP signals. 

• Comparing emotion recognition using the Empatica E4 device with emotion recognition 

using the Samsung Watch (both devices provide BVP signals recorded in parallel). 

• Classifying positive emotions versus negative emotions. 

• Examining affect recognition in terms of low arousal versus high arousal and valence. 

• Analyzing the relationship between discrete and dimensional models of emotions. 

The exclusion criteria for participants in the study included significant health problems, drug use 

affecting cardiovascular function, previous cardiovascular disease diagnosis, hypertension, and a 
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BMI over 30. Measures were taken to minimize factors influencing cardiovascular function, such 

as avoiding alcohol, psychoactive drugs, caffeine, smoking, nonprescription medications, 

vigorous exercise, and eating before the study. 

Table 1: stimulus clips used to elicit emotions [104] 

 

The short film clips listed above were all from the databased with prior evidence of reliability 

and validity in eliciting targeted emotions [146-150]. 

Two types of self-assessment were used to check the manipulation of emotions: discrete and 

dimensional approaches. The discrete approach involved participants rating their levels of 

targeted emotions using single-item rating scales. The dimensional approach utilized the Self-

Assessment Manikin (SAM) to assess valence, arousal, and motivation. Participants indicated 

their emotions on graphical scales. The main experiment included ten iterations with washout 

clips, emotional film clips, and self-assessments. The order of film clips was randomized using a 

Latin square design. After the experiment, participants provided additional information and 

received a voucher. The entire procedure lasted about 50 minutes (Figure 6). 

 

Figure 6. The experiment procedure [104] 
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The upper-body recordings underwent processing using the OpenFace toolkit [151] (version 

2.2.0, default parameters) and Quantum Sense software (Research Edition 2017, Quantum CX, 

Poland). The OpenFace library was employed to extract facial landmark points and action units' 

values, while Quantum Sense was used to recognize basic emotions and head pose. 

 

Figure 7. Various types of data in the Emognition dataset [104]. 
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Figure 7 illustrates the diverse range of data included in the Emognition dataset: (a) 

Physiological signals captured by wearable devices include 4 x EEG signals from Muse 2, blood 

volume pulse (BVP), electrodermal activity (EDA), and skin temperature (SKT) measured by 

Empatica E4, as well as raw BVP, processed BVP, heart rate (HR), and accelerometer (ACC) 

data from Samsung Watch. (b) Upper-body recordings feature facial reactions to the stimuli, 

showcasing expressions of neutral, disgust, and surprise. (c) Facial landmarks, generated using 

the OpenFace library, contribute to emotion recognition by providing valuable facial feature 

information. 

The collected data, which includes physiological signals, upper-body recordings, self-reports, 

and control questionnaires, is available at the Harvard Dataverse Repository [104]. The 

Emognition dataset consists of high-resolution MP4 files for upper-body recordings, occupying 

approximately 76GB of space. The remaining data is compressed into a study_data.zip package, 

with a size of 1GB (16GB after decompression). The data is organized by participant, with each 

participant having their own folder containing files from different experimental stages and 

devices used. Each participant's folder contains a total of 97 files, including signal files for film 

clips and baseline measurements, as well as a questionnaires.json file containing self-assessment 

responses and metadata. 

Facial annotations are provided in two separate ZIP packages: OpenFace.zip and Quantum.zip. 

The OpenFace package contains facial landmark points and action units' values, stored in CSV 

format. On the other hand, the Quantum Sense package includes values for six basic emotions 

and head position, stored in JSON format. The files in both packages are assigned per video 

frame. The compressed size of the OpenFace.zip package is approximately 7.4GB, which 

expands to 25GB after decompression. In comparison, the Quantum.zip package is around 

0.7GB when compressed and 4.7GB after decompression. For more technical details, including 

file naming conventions and the available variables in each file, researchers can refer to the 

README.txt file provided within the dataset. 

3.5 Experimental Procedures 

In this section, we will delve into three specific tasks centered around emotion recognition. 

These assignments have been thoroughly evaluated using a personalized machine learning 
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approach, specifically applied to the Emognition Dataset. The process involves several key steps, 

namely data preparation, data exploration, model selection, and performance estimation for each 

model. By adopting a personalized machine learning approach, we aim to tailor the models and 

techniques to individual needs and characteristics, ultimately enhancing the accuracy and 

relevance of the emotion recognition system. 

To initiate the analysis and classification process of the data, we have made a deliberate choice 

to utilize three widely acknowledged and extensively used models: K-Nearest Neighbors (KNN), 

Random Forest, and Multi-Layer Perceptron (MLP). These models have earned significant 

recognition within the field of classification tasks due to their proven effectiveness and 

reliability. By harnessing the inherent capabilities and strengths of these models, we can delve 

deeper into the dataset, uncovering valuable insights and achieving precise categorization of 

emotions. To better illustrate the workflow and procedure of the personalized machine learning 

approach, Figure 8 has been included. This visual representation showcases the sequential steps 

involved in the process, providing a clear overview of how data preparation, exploration, model 

selection, and performance estimation are interconnected in achieving successful emotion 

recognition. 

 

Figure 8. Workflow and Procedure of Personalized Machine Learning Approach for Emotion Recognition 

Overall, through the utilization of a personalized machine learning approach and employing 

well-established models like KNN, Random Forest, and MLP, we aim to effectively analyze and 

classify emotions using the Emognition Dataset. By tailoring the models to individual needs and 
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evaluating their performance, we strive to enhance the accuracy and applicability of emotion 

recognition systems in various real-world scenarios. 

3.5.1 Preparations of the Data 

Within the dataset, the data of each participant is organized into three separate groups to 

facilitate analysis and investigation. The first group, named "OpenFace," consists of CSV files 

that contain a comprehensive set of facial landmark points. These landmarks are obtained using 

the OpenFace tool, which processes video recordings frame by frame, capturing the subtle 

changes in facial expressions. As previously mentioned, the participants were exposed to a series 

of nine different emotion stimulus videos, and from these videos, data was extracted for six 

distinct categorical expressions: Anger, Disgust, Sadness, Neutral, Surprise, and Happiness. To 

simplify the analysis process and enable easy interpretation, we assign integer values to represent 

these emotions or classes. These values are based on a range of emotions, with the most negative 

emotion assigned the value of 0, and the most positive emotion assigned the value of 5 (as shown 

in Table 2). This mapping of emotions to integer values serves the purpose of streamlining future 

data analysis and facilitating further investigations in upcoming studies. 

Considering the variability in emotional representations among individuals and our objective to 

personalize the models for each person, we had to adopt different approaches to consolidate the 

data for each emotion. During our analysis, we observed that the elicited emotional expressions 

varied from one individual to another. 

Table 2. Emotion labels and their mapped numerical value 

Emotion Numerical Label 

Anger 0 

Disgust 1 

Sadness 2 

Neutral 3 

Surprise 4 

Happiness 5 

For instance, some participants had no labels for specific emotion stimulus videos (e.g., no anger 

labels for anger video, no surprise label for surprise video etc.), indicating that watching those 

videos did not sufficiently stimulate the corresponding facial expression. This disparity in the 

number of labels suggests that the threshold and manner of eliciting each emotion differ from 
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person to person. The following results (Table 3) illustrate the distribution of labels for each 

emotion across nine stimulus videos, along with a neutral video, for one of the participants. 

Table 3. The population of each emotion labels in the in the 10 emotional stimulus videos experiments  

 Amusement Anger AWE Disgust Enthusiasm Fear Liking Neutral Sadness Surprise 

Anger 0 0 0 0 0 3 0 0 0 0 

Disgust 0 0 0 0 0 0 0 0 0 0 

Sadness 398 213 135 227 87 111 128 1812 9 159 

Neutral 6766 6752 6822 3339 7036 6993 6541 5468 7126 966 

Surprise 0 37 0 0 0 116 1 0 0 0 

Happiness 40 198 0 495 29 0 6 0 0 1832 

As the outcomes indicate, for example for this participant, there is no labels for anger emotion in 

the anger video stimulus experiment. Similarly, there are no labels for surprise and disgust in 

their respective video stimulus experiment. In this case there was even no labels for disgust 

emotion, and only a few labels for anger emotion in the entire dataset, that makes it challenging 

to have a balanced dataset for training and classification. Because the emotions will not be 

evenly distributed in the dataset. However, this challenge is the main purpose for this study. This 

specific reason exactly shows how for specific tasks in recognition, we might need to personalize 

a separate model for each person. Because for example, in Digital Health, and Health Precision 

areas, a general model that has been trained on data for a population might not be effective for all 

of the individuals. 

Therefore, to handle this situation our approach was to gather the emotion labels specific to one 

discrete emotion from all of the labels across all video stimulus video experiments and collect 

them in one DataFrame that is specific to one single emotion. Following results (Table 4) show 

the data accumulated for happiness emotion labels across all the frames of the anger video 

stimulus. 

# For example happiness DataFrame of anger video 

happiness_df['anger'].head() 

Table 4. data accumulated for happiness emotion labels across all the frames of the anger video stimulus 

frame … timestamp … gaze_0_x gaze_0_y gaze_0_z gaze_1_x gaze_1_y … AU45
_c 

class class_
int 

3540 … 58.983 … 0.317077 0.428793 -0.845931 0.141895 0.430710 … 1.0 happiness 5 

3541 … 59.000 … 0.340068 0.423029 -0.839881 0.141490 0.433410 … 1.0 happiness 5 

3542 … 59.017 … 0.335010 0.425157 -0.840839 0.130892 0.441724 … 1.0 happiness 5 

3543 … 59.033 … 0.327101 0.427093 -0.842969 0.077166 0.430728 … 1.0 happiness 5 

3544 … 59.050 … 0.353747 0.411227 -0.840092 0.090929 0.419869  1.0 happiness 5 
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The table 3 is illustrating the demographic of the emotion labels in each video stimulus 

experiment for this specific person. This way at the end, we will gather all emotion labels 

specific to one discrete emotion across all video stimulus DataFrames to one single DataFrame 

which will enable us to create a final DataFrame consisting of all emotion labels together to train 

the model by (Figure 9). 

 

Figure 9. Plot of the concatenated DataFrame consisting the population of each 6 discrete emotions 

In order to mitigate the impact of imbalanced label distribution within the dataset, a careful 

selection process was implemented to ensure accurate and unbiased classification results. This 

approach aimed to address the variations observed in the number of labels assigned to each 

emotion. By focusing on emotions with a substantial number of labels, we aimed to minimize the 

potential for misleading conclusions and biased outcomes in the final classification results. For 

instance, when examining this specific participant's data, it was evident that the labels for 

Sadness, Neutral, and Happiness were well-represented. To ensure robust analysis, a subset of 

1600 instances was meticulously chosen for each of these three emotions, and subsequent 

classification tasks were exclusively conducted on this reduced and more balanced subset. 

This approach allows for a more rigorous investigation of the emotions with sufficient 

representation in the dataset, thereby mitigating the potential influence of label imbalance on the 

classification results. By selectively focusing on emotions that have a substantial number of 

instances, we can enhance the reliability and generalizability of the classification outcomes. 
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Table 5 depict the merged DataFrames obtained by combining the chosen 3 emotion labels from 

the entire dataset for an individual. 

Table 5. DataFrame consisting of all emotion labels together 

frame … timestamp … gaze_0_x gaze_0_y gaze_0_z gaze_1_x gaze_1_y … AU45_c class class_int 

3649 … 60.800 … 0.072371 0.310261 -0.947893 -0.062951 0.279758 … 0.0 happiness 5 

4801 … 80.000 … 0.097013 0.332150 -0.938224 -0.092203 0.413495 … 1.0 sadness 2 

107 … 1.767 … 0.029820 0.158033 -0.986984 -0.058043 0.154024 … 0.0 neutral 3 

5312 … 88.517 … -0.049779 0.244642 -0.968335 -0.132930 0.235061 … 0.0 sadness 2 

4354 … 72.550 … 0.111518 0.247558 -0.962434 0.063423 0.207213  0.0 neutral 3 

2470 … 41.150 … -0.020723 0.237491 -0.971169 -0.111848 0.252432  0.0 happiness 5 

1005 … 16.733 … 0.004767 0.212191 -0.977217 -0.097346 0.222793  0.0 sadness 2 

2454 … 40.883 … -0.021982 0.237019 -0.971256 -0.111571 0.245028  0.0 happiness 5 

6214 … 103.550 … -0.039225 0.219062 -0.974922 -0.130964 0.231310  0.0 sadness 2 

527 … 8.767 … -0.027562 0.258719 -0.965559 -0.152739 0.270964  0.0 neutral 3 

3.5.2 Feature Selection 

To facilitate feature selection for stress and anxiety detection in the initial experiment, we 

adopted a proactive approach. We identified certain features, namely eye gaze, eye landmarks, 

pose landmarks, and Action Unit (AU) values, which displayed notable effectiveness. 

Consequently, we focused on extracting these relevant features using their corresponding indices 

from the final DataFrame (Table 6). As previously explained in the dataset introduction, eye gaze 

and eye landmarks consisted of multiple values in each dimensional direction (x, y, z). To 

streamline the dataset and enhance its representativeness for the desired feature set, we employed 

a feature aggregation technique. This involved calculating the mean values of the relevant 

features within each dimensional space direction and consolidating them into a single feature. 

Code snippets provided bellow are for understanding the feature selection and aggregation 

processes conducted for the subsequent training and classification tasks. 

# Define the column ranges 

column_ranges = [ 

    (5, 298), 

    (index, 715) 

] 

 

# Extract the desired columns 

selected_columns = [] 

for start, end in column_ranges: 

    selected_columns.extend(shuffled_df.iloc[:, start:end+1].columns) 

 

# Create a new DataFrame with the selected columns 
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new_df = shuffled_df[selected_columns] 

 

new_df.sample(10) 

By exploring the dataset further and delving into its intricacies, we aim to extract additional 

relevant and evident features. 

subsets = [ 

    ['gaze_0_x', 'gaze_1_x'], 

    ['gaze_0_y', 'gaze_1_y'], 

    ['gaze_0_z', 'gaze_1_z'], 

    ['eye_lmk_x_' + str(i) for i in range(56)], 

    ['eye_lmk_y_' + str(i) for i in range(56)], 

    ['eye_lmk_X_' + str(i) for i in range(56)], 

    ['eye_lmk_Y_' + str(i) for i in range(56)], 

    ['eye_lmk_Z_' + str(i) for i in range(56)] 

] 

 

# Create a new DataFrame to store the aggregated features 

aggregated_df = pd.DataFrame() 

 

# Define custom column names for the mean columns 

mean_column_names = ['gaze_x', 'gaze_y', 'gaze_z', 'eye_lmk_x', 'eye_lmk_y', 

'eye_lmk_X', 'eye_lmk_Y', 'eye_lmk_Z'] 

 

# Perform mean aggregation for each subset 

for subset, column_name in zip(subsets, mean_column_names): 

    subset_mean = new_df[subset].mean(axis=1)  # Calculate the mean along the 

row axis 

    aggregated_df[column_name] = subset_mean 

 

# Drop the original features used for aggregation 

new_df = new_df.drop(columns=[col for subset in subsets for col in subset]) 

 

# Concatenate the aggregated features with the unchanged features 

final_df = pd.concat([aggregated_df, new_df], axis=1) 

 

final_df.sample(10) 

Table 6. feature aggregation for the selected features to reduce the size of the dataset 

gaze_
x 

gaze_
y 

gaze_
z 

eye_lmk
_x 

eye_lmk
_y 

eye_lmk_
X 

eye_lmk_
Y 

eye_lmk
_Z 

gaze_angle
_x 

gaze_angle
_y 

… AU45_
c 

class class
_int 

-0.083 0.218 -0.971 473.39 937.61 -36.25 -11.72 750.07 -0.086 0.221 … 0.0 sadness 2 

-0.098 0.252 -0.961 505.44 934.88 -19.55 -13.31 760.58 -0.102 0.256 … 0.0 sadness 2 

-0.058 0.216 -0.973 475.20 937.35 -35.39 -11.91 753.45 -0.060 0.218 … 0.0 neutral 3 

0.019 0.295 -0.953 482.17 942.61 -32.64 -9.52 784.36 0.020 0.301 … 1.0 sadness 2 

0.012 0.231 -0.968 466.46 912.81 -38.48 -24.93 750.00 0.013 0.235 … 1.0 sadness 2 

-0.009 0.252 -0.965 455.77 940.16 -45.54 -10.34 748.34 -0.010 0.256 … 0.0 sadness 2 

-0.044 0.252 -0.965 458.62 940.03 -43.29 -10.33 742.09 -0.046 0.255 … 0.0 happiness 5 

-0.040 0.273 -0.956 550.21 941.82 5.08 -10.40 821.19 -0.042 0.279 … 1.0 happiness 5 
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-0.056 0.240 -0.968 468.73 946.08 -38.69 -7.17 745.94 -0.059 0.244 … 0.0 happiness 5 

-0.044 0.252 -0.965 462.45 940.12 -41.99 -10.49 755.89 -0.046 0.255 … 0.0 happiness 5 

 

Figure 10. Boxplot of each feature 

Z-score standardization: To normalize the data, we implemented Z-score standardization, 

which is a method for standardizing scores on a common scale by dividing the deviation of a 

score by the standard deviation of the dataset. This process generates a standardized score, which 

represents the number of standard deviations a particular data point deviates from the mean (as 

depicted in formula 1). 

𝑍 =  
𝑋− 𝜇

𝜎
         (1) 

Figure 10 is representing boxplots which are a graphical representation of the distribution of a 

dataset divided by each feature. It displays key statistical measures such as the median, quartiles, 

and any outliers or extreme values. Figure 12, is another graphical representation of the 

distribution of a dataset (histogram). It consists of a series of adjacent rectangles, where the 

width of each rectangle represents a class interval and range of values for each emotion, and the 

height represents the frequency or count of observations falling within that emotion interval. 

Histograms provide a visual summary of the data's frequency distribution, allowing us to identify 

patterns, central tendencies, and skewness. As illustrated in the histograms, for each emotion 

there are significant overlaps for detecting emotions that is exactly the challenging part of the 

emotion recognition tasks. It is also usually different form person to person and that is the reason 

that makes the use of a personalized machine learning approach more inevitable to use to gain 

more accuracy for each person. However, for some feature such as average values of pose and 

eye landmarks, we can distinguish more separation (less overlaps) between the values of each 
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emotion representations (refer to the figure 16 illustrating feature importance obtained in RF 

classification). 

In order to gain a comprehensive and nuanced understanding of the intricate relationships 

between the various features and the target variable within our dataset, we employed an 

insightful and effective visualization technique known as a Pairplot. This visual exploration tool 

enabled us to delve into the pairwise interactions and dependencies among all the features, 

unveiling valuable insights into their collective behavior and how they influence the target 

variable. By creating scatterplots for every possible combination of features and plotting the 

target variable against each feature, the Pairplot facilitated the identification of intricate patterns, 

correlations, and trends that might have otherwise gone unnoticed. This comprehensive analysis 

provided us with a holistic view of the dataset's distribution and structure, empowering us to 

uncover hidden connections and make informed decisions for subsequent analysis and modeling. 

The Pairplot visualization unveiled complex data relationships, enabling deeper insights and 

more accurate modeling. 

 

Figure 11. Features pair plot (each feature against each feature and also the label against each feature) 

Based on the Pairplot shown in Figure 11, it is evident that there are noticeable linear and 

nonlinear associations between various pairs of variables, such as the average y-axis 

coordination values of pose and eye landmarks. In the following sections, we will delve deeper 
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into the findings and implications derived from the Pairplot analysis, highlighting significant 

feature interactions and their impact on the classification of emotions. 

 

Figure 12. histograms of each emotion classification in each feature 

Performing Principal Component Analysis (PCA): 

Principal component analysis (PCA) is a widely used method for examining extensive datasets 

that consist of numerous dimensions or features per observation. Figure 13 is a representation of 

PCA performed on the dataset used in this thesis for further analysis. It aids in enhancing the 

comprehensibility of data by retaining the most crucial information while reducing its 

dimensionality. By employing PCA, researchers can effectively visualize complex 
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multidimensional data, such as those encountered in the field of emotion recognition. In the 

context of our previous discussion on emotion recognition, PCA could be employed to explore 

patterns and relationships among various emotional features, potentially revealing valuable 

insights into the nature and representation of emotions in the dataset. 

 

Figure 13. Principal Component Analysis representing the variance between the data by two PCA 

components. 

3.5.3 Model Selection 

In this study, we employed three different machine learning models: K-Nearest Neighbors 

(KNN), Random Forest, and Multilayer Perceptron (MLP) for the task of emotion classification. 

Each of these models offers unique advantages that make them suitable for this particular 

classification task. 

By utilizing these three models, we aim to explore and compare their performance in classifying 

emotions. Each model has its own strengths and capabilities that can contribute to the accurate 

classification of emotions in our dataset. The subsequent sections of this study will delve into the 
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implementation, evaluation, and analysis of these models, shedding light on their effectiveness in 

capturing and classifying emotions. 

3.5.3.1 KNN Classifier 

The K-Nearest Neighbors (KNN) algorithm is a straightforward yet effective method for 

classifying new instances by comparing their similarities to labeled instances in the training set. 

By assigning a new instance to the class that is most common among its closest neighbors, KNN 

can capture intricate nonlinear relationships present in the data. This property makes KNN a 

valuable option for emotion classification tasks, as emotions frequently display complex and 

nonlinear patterns. Figure 14 illustrates the performance accuracy values for different values of k 

in the range of k_selection (1 to 30). 

In our endeavor to optimize the performance of the K-Nearest Neighbors (KNN) algorithm for 

emotion classification, we employed a thorough grid search methodology. This involved 

systematically testing a range of k values and utilizing repeated k-fold cross-validation to assess 

their impact on classification accuracy. Through this rigorous evaluation, we discovered that 

setting k to 1 yielded outstanding results, achieving an impressive classification accuracy of 93% 

(0.928) for our emotion classification task. This finding underscores the effectiveness of the 

KNN algorithm in accurately categorizing emotions within our dataset. 

 

Figure 14. Performance accuracy of the model in the range of k between 0 to 30. 

3.5.3.2 Random Forest Classifier 
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The Random Forest algorithm is a type of ensemble learning that leverages multiple decision 

trees to make accurate predictions. It generates a diverse set of decision trees by using random 

subsets of the data and features. The final prediction is made by aggregating the predictions of 

individual trees. Random Forest offers several advantages, such as handling high-dimensional 

data effectively, handling both categorical and numerical features, and providing a measure of 

feature importance. These characteristics make Random Forest a suitable choice for emotion 

classification tasks, where the dataset may consist of a large number of features and involve a 

combination of different data types. The implementation involves utilizing Random Forest 

classifier for emotion classification. A grid search is performed using repeated k-fold cross-

validation to determine the optimal hyperparameters for the Random Forest algorithm. The 

hyperparameters being tuned are 'max_depth' and 'max_features'. Various values are tested for 

each hyperparameter: 'max_depth' is tested with values of 5, 10, 15, 20, and None, while 

'max_features' is tested with 'sqrt', 'log2', 0.25, 0.5, 0.75, and None. The grid search selects the 

best combination of hyperparameters, resulting in a 'max_depth' of 20 and 'max_features' set to 

'log2'. With this configuration, the model achieves an impressive accuracy of approximately 95% 

(0.946) for emotion classification. This demonstrates the effectiveness of the Random Forest 

algorithm in capturing the intricate relationships between features and emotions. Additionally, 

Figure 15 illustrates the performance accuracy across the range of tested 'max_depth' values, 

providing visual evidence of the impact of varying this hyperparameter on the classification 

accuracy. 

 

Figure 15. Performance accuracy of the Random Forest model 
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In addition to the model training, we conducted an analysis of feature importance using the 

Random Forest algorithm with the best parameters. This analysis allows us to gain insights into 

the relevance and contribution of each feature in our dataset towards the classification of 

emotions. By examining the feature importance plot, we can identify the key features that 

significantly influence the prediction of emotions. Figure 16 showcases the prominent 

importance of eye landmarks and pose as influential features in our analysis, underscoring their 

significant role in accurately interpreting the data. 

 

Figure 16. feature importance plot using random forest 
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This information is valuable for understanding the underlying factors and characteristics that 

drive the classification of emotions. Through this analysis, we aim to uncover the most 

influential features, providing valuable insights into the relationships between these features and 

the corresponding emotional states. The subsequent sections of this study will further discuss the 

findings and implications derived from the feature importance analysis, shedding light on the 

crucial features that contribute to accurate emotion classification. 

3.5.3.3 MLP Classifier 

Multilayer Perceptron (MLP) is a type of artificial neural network with multiple layers of 

interconnected nodes, or neurons. MLP is known for its ability to learn complex patterns and 

relationships in data. It is particularly effective in capturing nonlinear dependencies and 

performing well on classification tasks with high-dimensional data. MLP can be trained using 

backpropagation, which adjusts the weights of the connections between neurons to minimize the 

prediction error. For emotion classification, MLP offers the advantage of being able to capture 

intricate and nuanced patterns in the data, potentially leading to accurate and fine-grained 

emotion predictions. 

 

Figure 17. Performance accuracy of MLP in different range of hyperparameters. 

The MLP classifier is configured with specific parameters, including 'max_iter' set to 10000 and 

'early_stopping' enabled for efficient training. 



48 
 

A grid search is performed using repeated k-fold cross-validation to find the optimal 

combination of hyperparameters for the MLP classifier. The hyperparameters being tuned are 

'hidden_layer_sizes', 'activation', 'solver', and 'validation_fraction'. The 'hidden_layer_sizes' 

parameter is tested with values ranging from 3 to 8, 'activation' is tested with 'relu' and 'logistic', 

'solver' is tested with 'adam' and 'sgd', and 'validation_fraction' is tested with 0.1 and 0.5. 

The grid search selects the best combination of hyperparameters, resulting in an optimal 

configuration of 'activation' as 'relu', 'hidden_layer_sizes' as (7,), 'solver' as 'adam', and 

'validation_fraction' as 0.1. This combination yields the best performance of 87.3% for emotion 

classification using the MLP classifier. 

3.5.4 Performance Estimation 

In order to estimate the performance of our models, we employed a robust evaluation procedure. 

The code snippet provided demonstrates the process applied for each model, with specific 

variations in the hyperparameters considered for each one. 

mlp_clfr = MLPClassifier(max_iter=10000, early_stopping=True, 

random_state=20) 

 

hid_layers_s = [(i,) for i in range(3,8)] 

val_frac = [0.1, 0.5] 

opt_select = ['adam', 'sgd'] 

activ_f = ['relu', 'logistic'] 

 

parameter_space = { 

    'hidden_layer_sizes': hid_layers_s, 

    'activation': activ_f, 

    'solver': opt_select, 

    'validation_fraction': val_frac 

} 

 

cons = RepeatedKFold(n_splits=5, n_repeats=3, random_state=5) 

 

# search and select the best hyperparameter combs 

em_gs = GridSearchCV(mlp_clfr, parameter_space, cv=cons) 

em_gs.fit(X, y) 

print('Combination of best hyperparameters:') 

em_gs.best_params_ 

The first step involves setting up the necessary components, including the range of 

hyperparameters to explore and the cross-validation strategies. For the K-Nearest Neighbors 

(KNN) classifier, we iterated over different values of the number of neighbors (k) using a grid 
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search approach. The outer loop of 10-fold cross-validation splits the data into training and 

testing sets, while the inner loop of 5-fold repeated cross-validation is used to search for the best 

k value within each training set. 

Following that, the grid search technique is applied to the training data, allowing us to train the 

KNN classifier using different combinations of hyperparameters and assessing their 

performance. Through this process, we aim to identify the set of hyperparameters that yield the 

best model performance. Subsequently, the optimized model is utilized to make predictions on 

the test set, and the predicted labels are combined with the true labels to evaluate the overall 

effectiveness of the model in capturing the underlying patterns in the data. 

Additionally, retaining the best combination of hyperparameters for each iteration is a critical 

aspect as it enables us to pinpoint the optimal settings and gain deeper insights into the behavior 

of the model. Analyzing the performance of the KNN model using the provided confusion matrix 

offers valuable insights and allows us to interpret the results with a comprehensive understanding 

of its classification capabilities. 

 

Figure 18. Confusion matrix for KNN classifier 

• Happiness: The classifier correctly predicted 1592 instances as happiness. However, it 

misclassified 4 instance as neutral, 4 instances as sadness. 
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• Neutral: The classifier correctly predicted 1360 instances as neutral. However, it 

misclassified 211 instances as sadness, and 29 instances as happiness. 

• Sadness: The classifier correctly predicted 1501 instances as sadness. However, it 

misclassified 92 instances as neutral and 7 instances as happiness. 

The overall accuracy of the KNN classifier is calculated to be 0.946, indicating a high level of 

accuracy in classifying emotions. The accuracy represents the proportion of correctly classified 

instances out of the total number of instances. 

It's important to note that these results are specific to the given dataset and may vary when 

applied to different datasets or with different classification algorithms. 

 

Figure 19. Emotion Recognition ROC Curves and AUCs for KNN Classification  

The ROC curve (Figure 19) visualizes the trade-off between the true positive rate (sensitivity) 

and the false positive rate as the classification threshold is varied. By plotting the ROC curve for 

each emotion class, we can assess how well the models distinguishes between positive instances 

(correctly classified emotions) and negative instances (incorrectly classified emotions) for 

different levels of sensitivity and specificity. 
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The AUC value represents the area under the ROC curve and provides a single scalar measure of 

the model's performance. AUC ranges from 0 to 1, with higher values indicating better 

discrimination capability. In this case, the AUC values for each emotion class are as follows: 

• For the "happiness" class, the AUC is 0.99, indicating high accuracy in identifying 

happiness. 

• For the "Neutral" class, the AUC is 0.91, suggesting good performance in distinguishing 

neutral emotions. 

• For the "sadness" class, the AUC is 0.94, indicating satisfactory discrimination ability for 

surprise. 

Additionally, the micro-average ROC curve is calculated by aggregating the true positive rate 

and false positive rate across all classes. The micro-average AUC is 0.95, representing the 

overall performance of the KNN model in emotion recognition and classification. The macro-

average ROC is the average of individual ROC curves calculated for each class separately. It 

gives equal weight to each class, regardless of class imbalance, providing a balanced evaluation 

of the classifier's performance across all classes. The macro-average AUC is 0.95 as well for this 

model. Overall, these results indicate that the KNN model shows strong discriminatory power for 

differentiating between various emotions, achieving high AUC values for most classes and a 

strong overall performance. 

The procedure outlined above is also applied to the Random Forest and Multilayer Perceptron 

(MLP) models, with slight modifications in the hyperparameters tested. For the Random Forest 

model, we explore different values of the maximum depth and maximum features to determine 

the best configuration. On the other hand, for the MLP model, we consider a range of hidden 

layer sizes, activation functions, optimization algorithms, and validation fractions. 

By executing this evaluation procedure for each model, we can assess their respective 

performances and identify the best hyperparameters for achieving optimal results. The code 

measures the execution time to provide insights into the computational requirements of the 

process. The resulted confusion matrix from Random Forest model performance estimation, 

represents the performance of the Random Forest classifier for emotion classification. It displays 
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the number of instances predicted for each emotion category (rows) compared to their true labels 

(columns). 

  

Figure 20. Confusion matrix, and ROC Curves and AUCs for Random Forest Classification 

• Happiness: The classifier correctly predicted 1595 instances as happiness. It misclassified 

2 instance as neutral and 3 instances as sadness. 

• Neutral: The classifier correctly predicted 1430 instances as neutral. It misclassified 24 

instances as happiness, 146 instances as sadness. 

• Sadness: The classifier correctly predicted 1516 instances as sadness. It misclassified 75 

instances as neutral, 9 instances as happiness. 

The overall accuracy of the Random Forest classifier is calculated to be 0.946, indicating a high 

level of accuracy in classifying emotions. The accuracy represents the proportion of correctly 

classified instances out of the total number of instances. 

Furthermore, the combinations of best parameters for the Random Forest model are specified as 

(max_depth, max_features) along with the number of times each combination was selected as the 

optimal choice during the evaluation process. The provided counts indicate that the combination 

(None, 'sqrt') was selected 2 times, (None, 'log2') was selected 4 times, and (20, 'sqrt'), and (20, 

'log2') were selected 2 times each. These results demonstrate the effectiveness of the Random 

Forest model in accurately classifying emotions, and the different parameter combinations 

explored to optimize its performance. The provided Figure 21 are the confusion matrix and 
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performance estimation (ROC, AUC) of the MLP (Multi-Layer Perceptron) classifier for 

emotion classification. 

 

Figure 21. Confusion matrix, and ROC Curves and AUCs for MLP Classification 

• Happiness: The classifier correctly predicted 1554 instances as happiness. It misclassified 

10 instances as neutral, 36 instances as sadness. 

• Neutral: The classifier correctly predicted 1294 instances as neutral. It misclassified 18 

247 instances as sadness, and 59 instances as happiness. 

• Sadness: The classifier correctly predicted 1341 instances as sadness. It misclassified 66 

instances as happiness, 193 instances as neutral. 

The overall accuracy of the MLP classifier is calculated to be 0.873, indicating a relatively high 

level of accuracy in classifying emotions. The accuracy represents the proportion of correctly 

classified instances out of the total number of instances. 

Additionally, the combinations of best parameters for the MLP model are specified as (activation 

function, hidden_layer_sizes, solver-optimizer, validation_fraction) along with the number of 

times each combination was selected as the optimal choice during the evaluation process. The 

provided counts indicate that the combination ('relu', (7,), 'adam', 0.1) was selected 6 times and 

('logistic', (7,), 'adam', 0.5) was selected 4 times. 
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These results demonstrate the performance of the MLP classifier in accurately classifying 

emotions, and the different parameter combinations explored to optimize its performance. 

The personalized machine learning approach, employing KNN, RF, and MLP models, 

showcased promising performance in the task of emotion recognition compared to previous 

research that utilized general-purpose models. The personalized approach demonstrated superior 

results by leveraging the specific characteristics and nuances of the dataset to enhance 

classification accuracy. Through the utilization of personalized models, tailored to the task at 

hand, the classification performance was significantly improved, surpassing the performance of 

general-purpose models typically used in previous studies. This emphasizes the effectiveness of 

the personalized approach in capturing the unique patterns and features associated with 

emotions, leading to enhanced performance and more accurate emotion recognition. Table 7 

provides a comprehensive comparison of the performance results between these models and the 

personalized approach adopted for this thesis. 

Table 7. Overall performance accuracy of the personalized models using in this thesis and previous 

general models on the same task (Emotion Recognition) 

Author Data type Dataset Accuracy 

Kolestra [139] EEG + PPS DEAP 61.5% 

Tang [140] EEG + PPS DEAP 83.5% 

Yin [141] EEG + PPS DEAP 83.5% 

Nguyen [144] Speech + Facial 
Images 

eNTER FACE’05 90.85% 

Zhang [143] Speech + Facial 
Images 

eNTER FACE’05 85.97% 

Thesis - KNN Pose/Facial 
Landmarks 

Emognition 92.80% 

Thesis - RF Pose/Facial 
Landmarks 

Emognition 94.60% 

Thesis - MLP Pose/Facial 
Landmarks 

Emognition 87.30% 

The overall results from the provided table indicate the performance of various approaches in 

different datasets for emotion recognition. Kolestra achieved an accuracy of 61.5% using EEG 

and PPS data from the DEAP dataset. Tang and Yin achieved higher accuracies of 83.5% using 

the same dataset and data types. Nguyen achieved a notable accuracy of 90.85% using speech 

and facial images from the eNTERFACE'05 dataset, while Zhang achieved an accuracy of 

85.97% using the same dataset and data types. The results from the thesis work using Pose/Facial 

Landmarks data in the Emognition dataset demonstrate high accuracies with KNN achieving 
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92.80%, RF achieving 94.60%, and MLP achieving 87.30%. These results showcase the 

effectiveness of mentioned approaches in capturing and recognizing emotions in datasets, 

highlighting the potential of personalized machine learning models in achieving high accuracy in 

emotion recognition tasks. 

We conducted the experiment using different dataset sizes, including a large dataset for the 

reported results. When working with smaller datasets, we observed a performance decrease of up 

to 5 percent for each model. Additionally, it is important to investigate the possibility of 

hyperparameter tuning leaking information into the validation set, which warrants further 

examination in future studies. Furthermore, it is crucial to test the optimized model on future 

datasets to further validate its effectiveness.  
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4 Conclusion 

Previous studies have established the effectiveness of mobile applications focused on mental 

health, highlighting their ability to engage users even without incorporating gamification 

features. We anticipate that the STAND app will further amplify user engagement. To achieve 

this, it would be valuable to explore the integration of personalized and visually appealing design 

elements. In our research methodology, we introduced an additional step by analyzing video 

frames capturing facial expressions. This approach enabled us to examine and compare the 

performance of three popular machine learning models for personalized emotion classification. 

Such analytical techniques can also prove beneficial in stress and anxiety recognition. The 

integration of personalized machine learning methods within the realm of digital health presents 

promising opportunities for the advancement and refinement of models related to mental health 

diagnosis, management, and treatment. 

5 Discussion and Future Works 

The primary objective of our research is to empirically demonstrate the efficacy of advanced 

technologies, specifically ecological momentary assessment and personalized machine learning, 

in classifying stress and anxiety levels among young adults. By incorporating these technologies 

into digital mental health interventions, we aim to offer an alternative to conventional care 

practices. While our study employs innovative methods to quantify anxiety and explore potential 

correlations between facial cues and stress, there are additional technologies that warrant 

investigation and integration in future endeavors to enhance recognition mechanisms. 

One such technology is crowdsourcing, which involves human intervention for evaluating and 

validating subjective information, leading to potential improvements. Advancements in this 

domain include algorithms for efficient data management, handling complexity, and debugging 

and verifying AI models. 

Another avenue for enhancing the effectiveness of mental health interventions lies in leveraging 

modern smartphones and their built-in sensors. Given the widespread usage and integration of 

smartphones into people's daily lives, they represent a cutting-edge tool in the field of digital 

health. Various aspects, such as physical activities tracked by acceleration sensors, location data 
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derived from Wi-Fi and GPS information, and social interactions and activities, can serve as 

indicators of an individual's mental health state. These aspects can be passively monitored and 

recorded using portable devices like smartphones. 

Our plan involves developing the versatile STAND app, which can be tailored for research 

purposes and collecting computer vision data on facial expressions to build personalized machine 

learning models. These models can support digital health interventions focused on mental states 

and developmental disorders. This work can be integrated with existing research on automatic 

emotion recognition across diverse contexts, including mental illness diagnosis, understanding 

human social and physiological interactions, and developing interactive systems such as sociable 

robotics. 

For example, accurate classification and response to human emotions, such as stress and anxiety, 

play a crucial role in identifying certain types of developmental disorders like Autism Spectrum 

Disorder (ASD). Children with ASD often exhibit emotions differently and face challenges in 

displaying appropriate facial expressions. By creating an optimal model for human-computer 

interactions, we anticipate enhancing social communication. Initial efforts have explored the use 

of digital and wearable devices to facilitate therapy sessions within the home environment. The 

proposed personalized affective AI can be integrated into these interventions, offering improved 

digital and mobile therapies tailored to the specific needs of children with ASD and other 

developmental delays.  
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