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1 INTRODUCTION 

This chapter explains the motivation for this research, defines the main 
concepts and introduces the reader to the structure of the thesis.  

1.1 Motivation for the research 

Organizations process large amounts of data in their daily processes. The 
proper management, effective processing and use of this data is essential for 
all types of organizations (Walsham 1993). Poor data management will result 
in ineffective processes and poor decision-making. Altogether, data 
management has direct influence – either positive or negative – on the 
business result of the organization. Effective use of data is also consistently 
rated very highly as a corporate resource (Shanks 1997).  

However a recent study shows that more than 25 percent of critical data is 
incomplete and inaccurate (Gaudin 2004). This poorly managed data presents 
real problems also from the managerial point of view. The management of 
large organizations and strategic decision-making typically requires 
information from several functional areas within an organization (Shanks 
1997). These information-related issues have been ranked very highly in 
several studies. For example, in a Norwegian study IS managers were asked to 
rank today’s key IS management challenges in order of importance and 
developing and implementing information architecture came fourth 
(Christensen et al. 2000). The same paper studied other similar research results 
and concluded that making effective use of the data resource was in second 
place. Another study came up with similar results when ranking critical IS 
management issues: developing and implementing an information architecture 
was ranked fourth and making effective use of the data resource was in 
seventh place (Brancheau et al. 1996). Yet another study ranked organizing 
and utilizing data third out of top IS management issues (CSC 2002a). The 
same survey also studied the important technology trends and in the Europe 
the top two issues were 1) Real-time information access through innovations 
in data storage and management and 2) Open data exchange extending the 
reach of information across the extended enterprise. 

A database plays a central role in modern data processing and it is an 
essential resource of the information system. It is fair to say that databases 
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play a critical role in almost all areas where computers are used (Elmasri et al. 
2000). However, the gap between what the legacy information systems can 
deliver and the strategic vision of the organization widens when the legacy 
information systems are unable to adapt to meet new requirements (Gibson et 
al. 1999).  

Relational database management systems have been at the core of data 
management in all organizations. These have basically offered reliable and 
powerful solutions for all the data management needs of organizations. 
Nowadays organizations are confronted with new data management 
requirements that relational database management systems no longer take care 
of easily. Vendors have also identified these new requirements and database 
management systems and other technologies relating to databases have 
developed significantly in recent years. In databases the development has been 
both functional and contextual. At first, traditional relational database 
management systems were extended with object features, which allowed users 
to define their own data types with methods, i.e. abstract data types. Recently, 
database management systems have been extended with XML (eXtensible 
Markup Language) data management capabilities.  

All these developments in database management systems are called 
‘innovations’, database management system innovations. In this report a 
shorter version database innovations is used when we refer to these 
developments. Lyytinen and Rose (2003) use the term IT innovations and all 
of these developments in database management systems can be called ‘IT base 
innovations’ and located in the Base technology innovation subcategory. 
Changes in base technology, like functionality, speed, reliability and 
architectural principle, belong to this subcategory. Rogers (1995) defines 
innovation as “an idea, practice, or object that is perceived as new by an 
individual or other unit of adoption”. As this technological development 
shows no signs of slowing, organizations will face these challenges all the 
time and the processes for adoption and diffusion of technology remain strong 
(Chin et al. 2001). All the time we are continuously confronted by new 
technology and pressured to find ideas that will help generate the most 
effective and efficient uses of information systems (Gallupe 2000). At the 
same time, research has shown that the effects of information technology 
confirm the significance of performance and capability (Hartono et al. 2003). 
Most IT innovations are also inherently linked to a continuously improving 
computing capability-cost ratio (Lyytinen et al. 2003). Research also shows 
that greater investment in IT is associated with greater productivity growth 
(Dedrick et al. 2003). However, as Rogers (2003) explains: Getting a new idea 
adopted, even when it has obvious advantages, is difficult. Many innovations 
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require a lengthy period of many years from the time when they become 
available to the time they are widely adopted.  

The essential role of data management and the developments occurred and 
occurring in database management systems led to a multiple case study 
research project called RETRO (Relational Database Development Trends in 
Organizations). A case study methodology was selected since it is a well-
suited approach when the interactions between information technology-related 
innovations and organizational factors are studied (Broadbent et al. 1998). At 
the beginning of the research two main goals were defined. Firstly, the project 
will investigate how different organizations currently exploit databases and 
secondly how they plan to exploit databases in the future to improve their 
business. To be exact, the goal was to describe data management solutions in 
different organizations. From these goals the main research question was 
defined as How do database innovations diffuse in organizations? The main 
research question is further divided in two dimensions: empirical and 
theoretical.  

In the empirical part two subquestions are defined:  
• How have database innovations been diffused in the cases?  
• How will database innovations diffuse in the cases in the future?  

In theoretical part three subquestions are defined:  
• How do database innovations influence data management? 
• How can diffusion of innovations theory predict the adoption of 

database innovations?  
• What are the critical organizational success factors for the adoption 

of database innovations? 
This research is concerned with the field of information systems. This field 

covers more than just the technological system, or the social system, or even 
the two together. It also investigates the phenomena that emerge when the two 
interact. (Lee 2001) Research interest in the IS field has shifted from 
technological to managerial and organizational questions and now more 
interest is placed on how context and innovations interact (Benbasat et al. 
1987). Like Walsham (1993) says, IS discipline is concerned not only with the 
development of new information technologies but also with questions such as: 
how can they best be applied, how should they be managed, and what are their 
wider implications?  

This multiple case study research looked at the main information systems 
and databases of six Finnish organizations. The organizations and the 
companies were selected according to specific rules, e.g. companies 
developing mainly information systems were not selected. Multiple data 
collection methods were employed during the research. Semi-structured 
interviews were the main data collection method and altogether 54 interviews 
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were arranged. Other data collection methods were document analysis and 
observation.   

This research also has some roots in my previous work as a principal 
lecturer at Turku Polytechnic. While teaching database related topics I have 
constantly had a suspicion as to whether we are teaching the right things or 
not. A question raised was how do the topics we teach correspond to the 
methods and tools used in real-life in organizations and companies? A further 
question was, in which direction should the curriculum be developed? 

1.2 Main concepts of the research 

As the research focuses on the innovation and adoption of database 
innovations in organizations, an organization is naturally one main concept of 
the research. There are many definitions of ‘organization’. For example, 
Zaltman et al. (1973) define an organization as a social system created for 
attaining some specific goals through the collective effort of its members. Its 
most salient characteristic is its structure, which specifies its operation. 
Similarly, Rogers (2003) defines an organization as a stable system of 
individuals who work together to achieve common goals through a hierarchy 
of ranks and a division of labour. Walsham (1993) defines an organization 
through two metaphors: a cultural and a political metaphor. In his cultural 
metaphor an organization is viewed as patterns of symbolic discourse and 
action. The organization’s culture is an active, living phenomenon through 
which people create the world in which they live. Subcultures are also 
important since they maintain a distinctive character and ascribe different 
meanings to the same events. Finally, the culture cannot be controlled, but the 
management can influence the evolution of organizational culture. In his 
political metaphor an organization is a loose network of people with divergent 
interests, but who gather together for the sake of expediency. In all human 
actions power is intrinsic and it is exercised in a continuous process with 
subtle local properties. Morality is inevitably involved in the exercise of 
power. Here, management has a role of balancing autonomy and control. 
Basically all these definitions have almost the same elements: individuals 
working together for some reason. Altogether, the organization is the structure 
where the adoption and diffusion process happens and therefore the concept is 
very essential to this thesis.   

From technical point of view the main concept of the research is the 
database. It is divided in two parts: DBMS and data. DBMS represents the 
database management system, i.e. the actual software taking care of the data 
management. A DBMS can be described with properties such as a) the data 
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model it supports, b) the data types it supports and c) the query languages it 
supports. An implemented DBMS can further be described by its properties 
like the name, the version and the year of implementation. Data represents the 
stored data that is managed by the DBMS. Stored data can be described by its 
properties like number of rows, space quota used, logical structures used, type 
of data and maintenance procedures. This research concentrates on databases 
and database management systems that are based on the relational model or 
that are extended further. In practice this means that pure object-databases and 
extended versions of those are out of the scope of the study.  

Another important concept in this research is the information system. It is 
actually a larger concept and it contains the database (see Figure 1.1). 
However, this research usually presents information systems and databases as 
two separate concepts, while emphasizing the essential role of the database. 
When only the information system concept appears it covers also the concept 
of the database. When only the database concept appears it is always 
understood as part of an information system. An information system can be 
described for example by its properties like the type of the IS, implementation 
year, interfaces, connections to other ISs, number of users, number of 
transactions, level of documentation and maintenance procedures.  

 

Information
System

Database

DBMS

Data

Organization

System
catalog

 

Figure 1.1: Main concepts in this research. 

There are also more formal definitions of these concepts, for example in 
basic database course books. These definitions are presented in Table 1.1. The 
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basic idea of these definitions is the same, but different concepts cover 
different areas. For example only Begg et al. (2002) and Kroenke (2004) argue 
that the description of the data is an essential part of the database, in addition 
to the data itself. Table 1 shows how others have defined ‘database’, in the 
same way as this thesis defines ‘data’.  In this research the concept of database 
covers data, DBMS and naturally also the description of the data. Thus a 
database is a collection of related data that is defined in a system catalogue 
and these are both managed by a DBMS. Date (1995) and Elmasri et al. (2000) 
use the concept of ‘database system’ in the same way as database is used in 
this study. DBMS is defined equally in all references presented in Table 1.1 
and in this research.  
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Table 1.1: Other definitions of the main concepts. 

 Database DBMS Database System 
(Date 1995) A collection of 

persistent data that is 
used by the 
application system of 
some given enterprise  

A layer of software 
between the stored 
data and the users of 
the system 

A computerized 
record-keeping 
system 

(Korth et al. 
1996) 

A collection of data 
containing 
information about one 
particular enterprise 

A collection of 
interrelated data and 
a set of programs to 
access this data 

 

(Elmasri et 
al. 2000) 

A collection of related 
data 

A collection of 
programs that 
enables users to 
create and maintain a 
database 

DBMS and 
database together 

(Begg et al. 
2002) 

A shared collection of 
logically related data 
and a description of 
this data, designed to 
meet the information 
needs of an 
organization 

A software system 
the enables users to 
define, create, 
maintain, and control 
access to the 
database 

 

(Hoffer et al. 
2004) 

An organized 
collection of logically 
related data 

A software system 
that is used to create, 
maintain, and 
provide controlled 
access to user 
databases 

 

(Kroenke 
2004) 

A self-describing 
collection of related 
records 

A set of programs 
used to define, 
administer, and 
process the database 
and its applications 
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1.3 Structure of the thesis 

This thesis is made up of six chapters (see Figure 1.2). Chapter One is the 
introduction and it describes the motivation and the main concepts of this 
research.  

The second chapter describes database innovations and their relationship 
with information systems. It starts by looking at developments in information 
systems and moves then to integration issues. After that it presents the 
database innovations relevant for this research and finally it discusses 
challenges in database design. 

Chapter Three introduces the ‘diffusion of innovations’ theory and other 
diffusion-related topics. These theories were used in interpreting the case 
organizations’ usage of databases. This chapter is essential to understand 
database architectures and trends in the case organizations. This chapter also 
introduces a developed framework of the attributes affecting the adoption of 
database innovations. 

The fourth chapter describes the research: the RETRO-project. It introduces 
the design of the research, how the data was collected and how the data was 
analysed. 

Chapter Five describes the database architectures and trends in the case 
organizations. It starts describing the present state of the art in database 
exploitation from several viewpoints. Finally, the trends in each area are 
introduced and the case organizations are evaluated with the developed 
framework. 

The last chapter outlines this research’s empirical and theoretical 
conclusions. This chapter also discusses the reliability and validity of the 
research. Finally suggestions for future research are presented.  
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Figure 1.2: Structure of the thesis. 
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2 DATABASE INNOVATIONS FOR 
INFORMATION SYSTEMS 

This chapter describes the theoretical background of recent developments in 
information systems and databases. It begins with a discussion of 
developments in information systems and explains the role of integration. 
Then it describes the development of database innovations, from relational to 
object-relational to spatial to XML-enabled database management systems. 
Next it discusses examples of two important areas of database exploitation: 
CRM (Customer Relationship Management) and the data warehouse. Both 
issues have actually been ranked first and second in the four years since 2000 
in surveys of top technology-related constraints on organizations’ business 
performance (CSC et al. 2003). Finally the chapter discusses new and 
emerging database design requirements. 

2.1 Developments in information systems 

In the first computerized information systems data was stored in files. This file 
processing typically meant that every purpose had its own specific application 
files. For example, customer data is needed both in invoicing and in 
marketing; hence customer data is stored by both of these applications. This 
led of course to redundant data, which resulted in wasted storage space and 
redundant efforts to keep common data from different applications up to date 
(Elmasri et al. 2000). It also meant that the integrity of the data was 
questionable: which of the customer’s addresses was correct, the one in the 
invoicing file or the other in the marketing file? In addition, the separation of 
files for specific application programs made it more difficult to access data 
that should have been available. Finally, the redundant data might even lead to 
loss of metadata integrity, because the same data items could have different 
names in different files or same name might be used for different data items in 
different files (Hoffer et al. 2004). 

Typically, the files were dependent on the information system, while the 
data definition was part of the application program. Thus any changes to the 
structure of a file also required changes in all application programs using this 
file. This kind of dependence is called program-data dependence (Elmasri et 
al. 2000; Begg et al. 2002; Hoffer et al. 2004). A contradictory property is 
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program-data independence, which means immunity of applications to 
changes in the way the data is stored and accessed (Date 1995). This 
independence is actually a result of data abstraction. A DBMS provides users 
with a conceptual representation of data that does not include many of the 
details of how the data is stored or how the operations are implemented. 
(Elmasri et al. 2000) Program-data dependence also led to long development 
times. Another major problem of file storage was that it did not support 
concurrent users. Of course the data files could have been copied to every 
user, but this would introduce redundancy and integrity problems once again.  

In summary, the file-based systems had two major limitations (Begg et al. 
2002): a) the data definition was embedded in the application program and b) 
there was no control over access to and manipulation of the data.  

Little by little, alternatives for files were brought into markets once 
database management systems based on hierarchical and network data models 
were introduced. These systems solved many of the problems associated with 
the files, but still some problems stayed and others were introduced. For 
example, data access required complex special programs, data independence 
was minimal and no widely accepted theoretical foundation existed. Finally, 
relational database management systems were introduced and they have now 
become the cornerstone of almost every information system in the world. This 
relational database approach offers many benefits over the older approaches 
(Date 1995; Elmasri et al. 2000; Begg et al. 2002; Hoffer et al. 2004): 

1. Redundancy can be reduced. 
2. Inconsistency can be avoided. 
3. The data can be shared. 
4. Standards can be enforced. 
5. Security restrictions can be applied. 
6. Integrity can be maintained. 
7. Conflicting requirements can be balanced. 
8. Data independence can be achieved.  
9. Centralized control of the data is provided. 

From the very beginning, information systems have been very narrowly 
concentrated systems, often planned for some special function like order 
management or invoicing. In an organization many special information 
systems existed for every important function or process. Unfortunately every 
information system also had its own database for managing the data once it 
had been processed. These databases exhibit many of the same problems as 
old file systems. They were totally separate from each other and no integration 
was implemented. In practice this meant that the same data was stored in many 
different data stores and its integrity was poor. For example, a customer could 
be stored in an order entry database, an invoicing database and a marketing 
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database. When a customer’s phone number changed it was updated in one of 
the databases, but not in the other, separate databases. We can call this phase 
of databases as ‘workgroup databases’ (Hoffer et al. 2004). However, when 
compared to file-based solutions, workgroup databases did offer benefits, for 
example better data sharing and concurrent multi-user facilities. 

In the next stage, information systems started to use common databases. 
Organizations started to integrate data sources of functions that were related to 
each other. Data management was organized according to the functional units, 
typically departments. Therefore we can refer this phase of databases as 
department databases. For example, the databases of Order entry and 
Invoicing systems were integrated. This improved the data management 
situation substantially, but there were still many separate information systems 
with separate databases. Thus the need to integrate different data sources still 
existed.  

 
Department databases Enterprise databases

Data 
model

Databases

IS
IS

IS IS IS IS
IS

IS
IS

IS
Dept #1 Dept #2 Dept #3 Dept #1 Dept #2 Dept #3

 

Figure 2.1: Department databases vs. Enterprise database. 

 
An enterprise database is intended to support organization wide operations 

and decision-making. Typical examples of enterprise databases are Enterprise 
Resource Planning (ERP) systems and Data Warehouse systems. These 
databases are based on enterprise level data model. The differences between 
department and enterprise databases are visualized in Figure 2.1. Enterprise 
databases require standardized data names, definitions, formats and other 
related issues. It is also essential to successfully integrate numerous old 
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systems into the new enterprise database. In addition to this internal 
integration there is an increasing need to integrate with other organizations 
and offer customers means to access the information systems. Basically, there 
are requirements for dealing with Business-to-Customer and Business-to-
Business relationships. These issues are described in the next section. 

The next step for information systems was workflow-oriented information 
systems. These systems coordinate all entities involved in the execution of a 
process (Becker et al. 2002) and provide a workflow-based view of the data. 
There is a new business layer to access all data sources (see Figure 2.2), which 
could also be called the ‘workflow management system’ (Becker et al. 2002). 
This business layer takes advantage of the enterprise-level data model and 
offers technical means to access the different data sources, for example with 
XML-based solutions. Thus the business layer provides XML to the 
information systems when and where it is required. Actually, data integration 
is required to make workflow-relevant data accessible to the business layer 
(Becker et al. 2002). The enterprise level data model plays a very essential 
role here, because the data must be described and understood. 

 

Workflow-oriented information systems

Data model

Databases

IS
IS

IS
IS IS

Business
Layer

IS

 

Figure 2.2: Workflow-oriented information systems. 

 
 There is a major idealistic difference between the enterprise database 

solution and workflow-oriented information systems. In a workflow-oriented 
information system the information system asks for a service from the 
business layer and the business layer takes care of retrieving and returning the 
necessary data. This means that the data source is not predetermined. In an 
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enterprise database solution the information systems query the enterprise 
database and the data source is predetermined. The example in Figure 2.2 
describes an intra-organizational structure, but the business layer of the 
workflow management system might also serve inter-organizational processes. 
This fosters the development of vendor-independent frameworks that aim to 
standardize data schemas for common business documents and typically XML 
is introduced as the solution. 

2.2 Integration of information systems 

As the previous section shows, the integration of information systems is 
becoming increasingly important. A number of studies also demonstrate this – 
for example, 80 percent of respondents to one survey indicated that it was 
significant for their organization to achieve higher integration between 
heterogenous systems and applications. Furthermore, 32 percent of those 
evaluated thought it was extremely significant. (CSC et al. 2003) Difficulties 
with integrating existing systems are also identified as one top barrier to 
conducting e-Business (CSC 2002a). 

One commonly used term when speaking about integration is Enterprise 
application integration (EAI). Fundamentally, EAI is about integrating 
information systems and databases to solve problems in business processes. 
The term ‘Business-to-Business’ (B2B) is used, but then the focus becomes 
integrating different organizations and their information systems. (Linthicum 
2001) Integration also supports effective intra-organizational business 
processes within organizations (Hasselbring 2000). Especially e-Business and 
business process management are processes that speed up integration efforts: 
e-Business requires linking the core information systems to the web site and 
automation of process management requires the integration of core systems 
(Fremantle et al. 2002). The e-Business infrastructure must integrate numerous 
information systems to be able to provide necessary service to customers 
(Nguyen 2000). Typically, organizations maintain many databases that were 
not designed to interoperate or integrate. Arjansani (2002) has developed a 
model (see Figure 2.3) describing the levels and steps to take when integrating 
various data sources (silos) to gain greater competitive advantage. As 
Arsanjani (2002) writes, these levels should be considered as a roadmap to 
determine how to map the current state of information and service integration 
within an organization onto a desired future state.  
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Levels 0-2 are inside the enterprise
Levels 3-4 are between enterprises
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• On-demand versus product purchase
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Figure 2.3: Levels of integration (Arsanjani 2002). 

 
The interoperability of information involves the physical environment that 

is responsible for exchanging the information between the systems, but also 
the actual information itself (Busichia et al. 1999). Therefore, one basic 
requirement to be able to integrate information systems is that the data in these 
systems is understood. On the one hand, the data must be modelled in order to 
understand it, but on the other, the format of how data is provided to other 
information systems must be standardized. (Batini et al. (1986) and Barron et 
al. (1995) recommend integrating databases at the conceptual level. Then the 
integration process is divided into three stages: 1) Comparing the conceptual 
models, 2) Standardizing the conceptual models and 3) Combining the 
conceptual models. The result of this process is an enterprise-level data model 
(Batini et al. 1986), which describes a minimum information structure that the 
information systems must meet to be able to interact with each other (Busichia 
et al. 1999). Integration of databases can be called ‘data-oriented integration’ 
(Linthicum 2001). This only supports static and functional integration and 
does not adequately support process-oriented organization. Other types of 
integration include application interface-oriented, method-oriented and 
process integration-oriented integration (Linthicum 2001).   

Web Services is an example of application interface-oriented integration. 
The main goal of Web Services is to offer information systems a method to 
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communicate with each other over the web (Treese 2002). This is also a 
typical example of where the format of the data must be standardized, and 
quite often XML is introduced as a solution (Hasselbring 2000). Web Services 
represents an integration technique that is based entirely on XML and web-
standards (Stal 2002). The strengths of XML make it very valuable in all types 
of integration projects, but it should also be remembered that other integration 
alternatives exists (Linthicum 2001). However, as a system independent 
language, XML offers tremendous advantages in presenting the data in a 
format that is understandable both to a human and a computer (Chester 2001). 
This independence means that every computer that understands XML will 
recognize any XML document that is offered to it. Of course, the computer 
might need further information to fully understand the XML document. For 
example, if the DTD (Document Type Definition) or the XML Schema is 
accessible, the structure of the XML document can be described and validated 
easily (Chester 2001). A typical way of using XML is to use the SOAP 
(Simple Object Access Protocol) –protocol, in which programs request actions 
from other programs (Treese 2002).  

The benefits of XML will not be realized in full until organizations have 
several information systems capable of managing the language (Lear 1999). 
However, that time is fast approaching (Linthicum 2001). Thus, the 
management of XML documents in databases is becoming an important 
question. The first requirement is that information systems must externalise 
the information as XML documents. Another requirement is that XML 
documents or the information in the XML documents must be stored in a 
database. However, this XML data management is not a straightforward issue. 
For example, there are several ways to store XML documents in a database 
(Ha et al. 2001; Khan et al. 2001; Kim et al. 2001; Larson et al. 2001; 
Schöning 2001; Banerjee 2002; Chen et al. 2002). This combination of XML 
and databases will be further discussed in section 2.6. 

2.3 Evolution of databases 

When database management systems are classified into generations, a typical 
distinguishing factor is the data management capabilities of the DBMS, with 
its underlying data model as a critical factor. A data model is a collection of 
concepts that can be used to describe the structure of the database: data types, 
relationships, and constraints (Elmasri et al. 2000). It defines the available data 
management possibilities. The relational data model has basically only two 
constructs to describe the data: its relations and attributes. In addition it offers 
semantic features like domains and constraints, e.g. referential integrity 
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constraints. The relational data model does not support encapsulating the data 
and behaviour for example. However, along with relational database 
management systems it has become a standard of data management. Relational 
databases have dominated data management markets since the 1980s. They 
have developed and shaped themselves to a very reliable and efficient solution 
for most data management needs, becoming almost a standard part of 
information systems and form the second generation of databases. The step 
from the first generation of databases (from databases based on the 
hierarchical and network data models) has been one of the most significant in 
modern data management. 

However, data management needs are changing and new requirements have 
emerged. For example, relational databases or actually the relational data 
model are criticized for breaking the natural entity into multiple smaller parts. 
Along with object-oriented programming, new requirements and criticism 
toward relational DBMSs, object database management systems were 
developed. An object DBMS combines the traditional database capabilities 
(persistence, transactions, concurrent users, recovery, integrity and query 
capabilities) with capabilities of object-oriented programming (composite 
objects, encapsulation, inheritance, overloading and late binding). Thus in an 
object database, as in object-oriented programming, the basic idea is 
encapsulation, which means combining the object’s data and the management 
of that data into a single unit (Banerjee et al. 2000). An object DBMS is based 
on the object data model, which offers a higher level of abstraction than the 
relational model. The data is represented in an object DBMS more naturally 
and closer to the real world than in the relational data model. 

There are a number of formal definitions of an object DBMS, including:  
• Object-Oriented Database System Manifest (Atkinson et al. 

1989).  
• Third-Generation Database System Manifest (1990). 

In addition, standards like ODMG1 1.0 (Atwood et al. 1993), ODMG 2.0 
(Barry et al. 1997) and ODMG 3.0 (Barry et al. 2000) have been developed.  

Object databases never really gained a position in database markets, but the 
idea of combining objects and databases also encouraged developments in 
relational database management systems. As a result, object-relational 
database management systems were introduced at the end of 1990s, at 
approximately the same time as SQL:1999 was approved. The SQL:1999 
standard is actually divided in number of parts (Begg et al. 2004).  It offers 

                                              
1 ODMG 1.0, 2.0 and 3.0 are all examples of standards that the Object Database Management Group 
has defined. Object Database Management Group is a consortium of several database vendors that 
defines standards for object database management systems.  
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four new data types: large object (LOB) with the variants character LOB 
(CLOB) and binary LOB (BLOB), Boolean, Array and Row, but maybe the 
most fundamental facility is its support for user-defined types. Furthermore, it 
provides syntax for references i.e. REF types.  (Eisenberg et al. 1999) With 
REF types relationships can be implemented without using foreign keys 
(Cavero et al. 2004). 

However, the new object-relational DBMSs had their own interpretations of 
the SQL:1999 standard and they varied from product to product. The object-
relational and the object database management systems belong to the third 
generation of databases (see Figure 2.4), forming the object-oriented DBMS 
generation (Cavero et al. 2001).  
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Figure 2.4: Generations of databases. 

Recently, developments have concentrated on combining XML and 
databases. One sign of the importance of XML is that most database 
management systems manufacturers are already providing or are developing 
XML-related tools and functions in their products (Cheng et al. 2000; Bertino 
et al. 2001; Dodge 2001; Leon 2001). Also, studies confirm that the role of 
XML is becoming important. Research has shown for example that 79 % of 
North-American companies are already using or are planning to use XML 
(Hicks 2002). In 2002 Gartner estimated that 70 % of online transactions 
would utilize XML at the end of 2003 (Oracle 2002), although corresponding 
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real data is not yet available unfortunately. However, databases supporting 
XML are said to ease the integration efforts of information systems (Scannell 
et al. 2001). This development has enriched the third generation of databases 
and as a result both XML-enabled and native XML databases are now 
available (Dyck 2001; Tillet 2001; Bourret 2002a; Chen et al. 2002). 
Typically, when object-relational database management systems have been 
enriched with XML data management capabilities, they are referred as ‘XML-
enabled databases’. Similarly, enriched object databases are called ‘native 
XML databases’.  

Nevertheless, it must be emphasized that both XML enabled and native 
XML databases belong to the third generation of databases: they are only 
enriched with XML data management tools and properties. However, this 
enrichment has also influenced SQL and its new standard SQL:2003 has been 
ratified. For example, this new standard contains the SQL/XML part, which 
defines extensions to SQL for XML data management (Begg et al. 2004). As 
this research has its roots more on the relational database side than the object 
database side, we will concentrate on issues of XML-enabled databases.  

Similarly, spatial databases are only enrichments of object-relational 
database management systems. Figure 2.5 describes what has actually 
happened. Relational DBMSs set the standards for database management 
systems, by supporting data independency, integrity, transactions, concurrency 
and many more relevant features. An object-relational DBMS offers these 
services too, but is also capable of managing objects. Similarly, XML-enabled 
and spatial DBMSs have added new features to object-relational DBMS and 
are capable of managing even more versatile groups of data.   

Relational DBMS
-Data independency

-Integrity
-Transactions

- etc.

Object Relational DBMS
+ Object data management

XML-enabled DBMS
+ XML data
management

Spatial DBMS
+ Spatial data 
management

 

Figure 2.5: Enriching relational DBMS. 
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When third generation databases are enriched with XML data management 
capabilities additional features and tools are brought into the database 
management system, because:  

• XML documents are semantically different from any existing 
data type. 

• XML documents are typically composed of several different data 
items. 

• XML documents typically follow some predefined model (DTD, 
XML Schema) of the application area in question. 

• XML documents are self-explanatory, whilst containing also the 
meaning of the data, which is not typical compared to data in 
other formats. 

• Storing XML documents exploits solutions that already exist, 
without requiring additional tools. 

Table 2.1 outlines the relevant new features and contribution of each 
database generation to the database world. As the table shows, the first 
generation laid the basis for databases. The second generation then offered the 
strengths that we nowadays find in relational DBMSs. In the third generation 
the user-defined types and large objects are introduced. Finally, in the 
enriched third generation the focus is on XML data management and spatial 
data management.   

Table 2.1: Main features and contribution of database generations. 

Generation 
  

Relevant new features Main contribution 

1st The idea of a database  Alternatives to data management 
 

2nd Nonprocedural data access 
Data independence 

Better usability and performance 
of data management 
 

3rd Rich object structures and rules Object management with SQL 
Complex data types available; 
closer to real life 
 

 
Enriched 3rd 

 
XML data management 
 
 
 
Spatial data management  

 
Tools for IS integration; 
Combines management of 
structured and unstructured data 
 
Tools for storage and analysis of 
geographical objects 
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In fact, XML data management requires many new features from the 
database management system. New enrichments include XML storage, 
support for XPath, XQuery and XML Schema: 

• XML storage means that the DBMS supports storing XML 
documents in the database in their native form, preserving the 
original structure of the XML document. 

• XPath and XQuery are both query languages for searching 
information within an XML document. They both use regular 
path expression to navigate the logical structure of the XML 
documents (Meier 2003). 

• XPath provides common syntax and semantics for locating and 
linking to information contained within an XML document 
(Chaudhri et al. 2003). 

• XQuery is a W3C2 working draft for an XML query language 
and XPath is an earlier subset of the draft (W3C 2004b). 

• XML Schema is used to define the structure of the XML 
document: the order of the elements and corresponding data 
types (Chaudhri et al. 2003). 

2.4 From relational to object-relational databases 

A traditional classification of database field (see Figure 2.6) is the one by 
Brown et al. (1999). The classification is based on two dimensions: type of 
data and query requirements. Both dimensions are divided into only two parts 
to keep the Figure easy to understand. The type of the data is either simple or 
complex, although in reality the complexity of an application’s data can vary. 
The situation is the same with queries, although only No Query and Query 
alternatives are presented here. Typically, information systems have managed 
simple data and used querying capabilities effectively, thus justifying the use 
of relational database management systems. A traditional relational DBMS 
manages numbers, characters, dates and strings, but is incapable of managing 
complex data like geographic objects, pictures and multimedia (Stonebraker 
1998; Brown et al. 1999; Elmasri et al. 2000). To represent complex objects, a 
relational database decomposes objects into a large number of rows that are 
linked with each other using foreign and primary keys. When these objects are 
queried a number of joins are required, resulting in reduced performance. 
(Cavero et al. 2001) This provides the main rationale for object-relational 

                                              
2 World Wide Web Consortium (W3C) promotes and develops standard technologies for the Web. See 
www.w3.org.  

http://www.w3.org/
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database management systems: data is no longer only simple rather it is 
becoming increasingly complex. In addition, Brown et al. (1999) mention that 
information systems are becoming universal applications where management 
of complex data is added to traditional information systems. They also 
estimate that the relative size of DBMS markets in 2005 will be on a ratio of: 
Object-Relational DBMS 150: Relational DBMS 100: Persistent Language3 1.  

 
 

Query Relational DBMS Object-Relational DBMS 
 Universal applications 
No Query File System Persistent Language 

 
 Simple Data Complex Data 

 

Figure 2.6: A matrix for classifying database management systems (Brown et al. 
1999). 

There is no exact definition for object-relational database management 
systems, but there have been two quite in-depth discussions on the subject. 
Brown et al. (1999) define four major features of a DBMS:  

1. Support for enlargement of data types via SQL including 
functions and operators. 

2. Support for complex objects at the SQL level (object collections, 
object references, user defined data types). 

3. Support for inheritance at the SQL level. 
4. Support for rule systems (e.g. triggers). 

The other presentation stems from the relational model and concentrates on 
combining relations and objects (Date et al. 1998), rather than the main 
features of an object-relational DBMS. For example, an object-relational 
DBMS should a) include an enhanced version of SQL for managing both 
tables and objects, b) support traditional object-oriented features and c) 
support some non-standard data types within a relation (Hoffer et al. 2004).  

The adoption rate of object-relational databases has not been high, partly 
because they were introduced at the same time as organizations had to deal 
with Y2K (Year 2000) challenges (Levin 1998). However, through version 
updates the database management systems have changed into object-relational 

                                              
3 Persistent language refers to tight integration with a programming language and high performance 
for updates to persistent variables referring actually to object-oriented databases that are usually based 
on C++, Java or Smalltalk. 
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DBMSs, but the information systems are still only using the features typical to 
relational databases and the new object-related features of the DBMS are not 
exploited. Thus an object-relational DBMS is a safe investment, since it can be 
operated with an earlier relational DBMS and it is also possible to develop 
information systems exploiting object-relational features (Brookshaw et al. 
1998). These object-enlargements enable new application areas, one of which 
is geographical information systems (OpenGIS 2002).  

The object-relational database management systems have data types for 
large objects (character LOBs and binary LOBs) and they accept user-defined 
data types, but at the same time these SQL:1999 extensions meant that SQL 
has become more complicated (Lee 2002). One advantage of user-defined 
types is that the database structure can be modelled closer to the real world. 
For example, an order is typically represented in a database as Figure 2.7 
shows, but when user-defined types and collections are utilized the definition 
looks simpler as in Figure 2.84.  
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Figure 2.7: Example of an order in a relational DBMS. 
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Figure 2.8: Example of an order in an object-relational DBMS. 

                                              
4 Both diagrams are drawn with Oracle Designer’s Design Editor. 
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The difference is that in the object-relational solution the order contains 
order lines that contain the products as references. To query an order in a 
relational database you need to access and join up three tables to find the 
relevant information. Basically, the user must be aware of the attributes 
involved in the relationships. The number of required joins also reduces the 
performance of the query. However, in an object-relational database you query 
an orders-table and you get all of the information via that table. For example, 
the corresponding SQL statements5 for order 111 are shown in Figure 2.9 for 
both cases. Furthermore, an object-relational database management system 
usually offers an additional set of operators and functions to manage these new 
types of data. For instance, there are special functions (like DEREF6) to 
manage the references in the previous order-example. 

 
 

SELECT id, orderdate, deref(i.product_id) item, i.amount amount, i.price price
FROM orders o, table(select items from orders where id=o.id) i
WHERE id=111

105PRODUCT('3', 'Printer', 10)18-MAY-04111

241PRODUCT('2', 'Portable PC', 25)18-MAY-04111

PriceAmountItem (id, Name, Instock)OrderdateId

SELECT o.id, orderdate, name, l.amount amount, l.price price
FROM orders o, lines l, prods p
WHERE o.id=l.ord_id and l.prd_id=p.id and o.id=111

105Printer18-MAY-04111

241Portable PC18-MAY-04111

PriceAmountNameOrderdateId

RDBMS

ORDBMS

 

Figure 2.9: Examples of queries. 

Another advantage is that user-defined types also allow for the definition of 
methods, such as in classes of an object-oriented programming language. For 
example, the T_Person object type has a method called Age (see Figure 2.10 
and see also the example of defining and using a method in Figure 2.11). This 
functionality implements program-operation independence: Information 

                                              
5 The statements are tested in Oracle 9.2 DBMS. 
6 DEREF(parameter) return the object that the parameter refers to. 
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systems can now use the data by invoking these methods through their names 
and arguments, regardless how the methods are implemented. For example, 
the age of a person can be queried using the Age method (see Figure 2.11). 
User-defined types also offer a way to standardize the database structures. For 
instance, an address type could be defined and used everywhere address 
information is needed in the database. This way address is always expressed in 
the same way and attributes are consistently named everywhere an address is 
needed. This enforcing of common labels for disparate data sources is very 
important, for example from the viewpoint of integration and data warehouse 
design (Kimball 2002). In Figure 2.10 a collection by both Employees and 
Customers tables uses the T_Address type and also the T_Phone type. 
Similarly, the Customers table’s ‘contact’ attribute is defined as T_Person, 
thus standardizing the way a person is expressed in the database. 

 
 
EMPLOYEES

ID
PERSON
SALARY

T_PERSON

TITLE
FIRSTNAME
LASTNAME
BIRTHDAY
ADDRESS
PHONES
PICTURE

AGE

T_ADDRESS

STREET
CITY
ZIPCODE
COUNTRY

T_PHONE

PHONENUMBER
DESCRIPTION

CUSTOMERS

ID
COMPANYNAME
CONTACT
ADDRESS
PHONES

T_PHONES
1..*

T_PHONES
1..*

 
 

Figure 2.10: Using user-defined types. 
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INSERT into employees 
values (1,  

t_person('Manager', 'Scott', 'Smith','20-JAN-1967',
t_address('Road 123', 'SALO', '24130','FINLAND‘), 
t_phones(

t_phone('12202020','Office'),
t_phone('7282828','Mobile') ), 

empty_blob()
),
4500 )

CREATE OR REPLACE Type Body t_person Is
Member Function Age

Return Integer
Is
Begin

return months_between(sysdate,birthday)/12;
End;

End;

select e.person.firstname, e.person.lastname, e.person.birthday, sysdate, e.person.age()
from employees e

3821-JUL-0420-JAN-67SmithScott

 

Figure 2.11: An example of defining and using Age-method. 

As Brown et al. (1999) defined, an object-relational DBMS should also 
support inheritance at the SQL-level. When the first object-relational DBMS 
were introduced, inheritance usually was not supported, but the latest object-
relational DBMSs have also implemented inheritance in SQL-level. In Figure 
2.12, an example of a simple inheritance hierarchy is presented as it is defined 
in the Oracle DBMS. The T_Person type definition has a ‘not final’ keyword, 
which means that subtypes can be added to it. The default keyword of a type 
definition is ‘final’, meaning that no subtype may be defined. An alternative is 
to use keyword ‘not instantiable’, which implies that there is no constructor 
(default or user-defined) for the type. Thus, it is not possible to construct 
instances of this type.  
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T_Person

T_Student T_Personnel

Create type T_person as object
(title varchar2(15),
firstname varchar2(20),
lastname varchar2(40)) not final;

Create type T_Student under T_person
(StudentCode number,
StudyGroup varchar2(20),
StartedDate date);

Create type T_personnel under T_person
(Id number,
Salary number(7,2),
Picture BLOB,
Degree varchar2(100),
www varchar2(100));

Create table Personnel of T_personnel
(Constraint Personnel_pk primary key (id));

Create table Students of T_Student
(Constraint Students_pk 
primary key (StudentCode));

insert into personnel (title, firstname, lastname, id, salary, degree, www) 
values ('Mr',‘Scott', ‘Smith',1,30000,’MSc','http://www.turkuamk.fi');

http://www.turkuamk.fiMSc300001SmithScottMr.

wwwDegreeSalaryIdLastnameFirstnameTitle

 

Figure 2.12: An example of inheritance in SQL-level. 

The fourth essential feature of an object-relational DBMS according to 
Brown et al. (1999) is that is should support a rule system. The rule system:  

1) Should support both update and retrieve events.  
2) Must be integrated with other object-relational capabilities.  
3) Should support execution semantics7.  

Furthermore, the rule system must not loop. A rule system is valuable in 
most information systems because rules protect the integrity of the data and 
make maintenance simpler (Brown et al. 1999). The rule system is recognized 
in the SQL:1999 standard, but typically the concept of trigger is used. Triggers 
also support the notion of active databases. (Eisenberg et al. 1999) An active 
database follows the Event-Condition-Action model where events activate 
actions in the database if conditions are met (Elmasri et al. 2000). A trigger (a 
rule) is a stored program that is attached to a table or view (Kroenke 2004) and 
is stored in the database and controlled by the DBMS (Hoffer et al. 2004). 
Triggers are typically written with a DBMS specific programming language, 

                                              
7 {immediate, deferred} and {same transaction, different transaction}. 
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but in many DBMSs it is possible to use some general programming language 
as well. For example, Java could be utilized when writing triggers in the 
Oracle DBMS. 

2.5 From object-relational to spatial databases 

Geographic information systems are probably the purest and most successful 
example of exploiting the capabilities of object-relational database 
management systems. The possibility to exploit object-relational features in 
this way is important, since a study has estimated that about 80% of data 
stored in enterprises’ databases have geographical features (Gonzales 2000). 
An object-relational DBMS, together with spatial extensions8, provides for the 
management of geographical objects (Goodchild et al. 2001) and allows the 
user to implement a set of spatial data types and set up operations on those 
types (Chawla et al. 1999). In these spatial extensions SQL is extended with 
new functions and procedures that manage spatial data and the DBMS has 
special features necessary for efficient spatial data management (Rigaux et al. 
2002). These functions and procedures allow users to compare geometries and 
carry out spatial analysis, such as defining distances.  

2.5.1 Defining spatial databases 

There are many definitions of a spatial database and the basic features it 
should contain (Guting 1994; Goodchild et al. 2001; Rigaux et al. 2002; 
Chawla et al. 2003). In general, they emphasise the following features:  

1)  It can manage spatial data in addition to alphanumeric data. 
2)  The spatial data types are supported in the data model and in the 

query language of the spatial database management system.  
3)  The spatial database management systems offer supporting 

features like spatial indexing and efficient algorithms for spatial 
operations.  

The first generation of geographic information systems was built on top of 
proprietary file systems and both spatial and alphanumerical data was stored in 
the files (Guting 1994). The next phase was to save this alphanumerical data in 
relational databases, however the spatial data was still stored in files. These 
solutions did not respect the important data independence principle of 
databases and led to many problems of security and concurrency control. 

                                              
8 For example IBM has Spatial Extender for DB2 and Oracle has Spatial Option for their DBMS.  
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(Rigaux et al. 2002) Spatial data could also be stored in relational databases, 
but nowadays it is accepted that they are a poor solution for storing spatial 
data, because they are only able to handle the basic data types (number, 
characters) and the storing of whole geometric objects is impossible 
(Goodchild et al. 2001). In other words, it is not suitable for managing data 
that is multidimensional with complex structures and behaviours (Sanglu et al. 
2000). The representation of spatial data in a relational database requires also 
a remarkable amount of rows (Rigaux et al. 2002). Moreover, relational 
databases come off badly with some geometric queries (Goodchild et al. 2001) 
and they break data independence, since one needs to know the storage 
structure to perform queries (Rigaux et al. 2002).  

For example, it is not possible to store the road presented in Figure 2.13 as 
one entity in a relational database, because there is not a predefined structure 
that accepts storage of points. In other words, there is no special data type for 
storing that kind of an object. Of course, the road with five points could be 
stored in a relational database using tables and normal data types, but the 
original idea of storing the road as one object is lost and instead of that six 
entities are required (Figure 2.14). Another alternative would be the use of a 
character vector, but here additional predefinition is also required to be able to 
manage and understand the vector (i.e., the string) correctly. Finally, both of 
these solutions present problems when querying the roads, because one needs 
to know for example that there is a points-table, as well where the points of the 
roads are stored.   

 

2 7 129 13

1
2
3
4

The Road: (2,2) (7,4) (9,3) (12,4) (13,1)
 

Figure 2.13: Example of a road. 

  



43 
 

Roads Points

Turku-HelsinkiE18
NameRoad ID

E18511315
E18441214

3
2
1
Order

E183913
E184712
E182211
RoadIDYXPointID

 

Figure 2.14: Example of storing roads in a relational database. 

Object databases were first introduced as a solution to these limitations, but 
later object-relational DBMSs were extended with spatial extensions. Now 
these object-relational databases allow for the management of geographical 
objects with spatial data types and special operations on those types 
(Goodchild et al. 2001; Chawla et al. 1999). In relational databases the set of 
data types is fixed, but object-relational databases solve the problems 
associated with relational databases, since they permit the definition of 
abstract data types (Chawla et al. 2003). For example, an abstract data type for 
roads could be defined and the road in Figure 2.13 could be stored as one 
object.  

The spatial DBMSs have their own abstract data types for spatial objects, 
but although the area is standardized (Carson 2000; ISO 2000; Östensen 2001; 
OpenGIS 2002; Rigaux et al. 2002), different DBMSs use different constructs 
for spatial objects (see Table 2.2). These spatial data types are actually 
comparable to user-defined types, but they are predefined in the DBMS with 
necessary methods. In recent years XML has been discussed as an alternative 
for spatial data management and actually a dialect of it has been developed for 
spatial data. It is called GML (Geometry Markup Language) (see 2.5.4). 
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Table 2.2: Spatial data types available in four DBMS. 

IBM DB2 MySQL Oracle Postgres 
ST_Point Point Point 
ST_LineString LineString Lseg 
ST_Polygon Polygon Box 
ST_MultiPoint MultiPoint Path 
ST_MultiPolygon MultiPolygon Polygon 
ST_MultiLineString Geometry Circle 
ST_GeomCollection Geometrycollection 

Sdo_Geometry 

 

2.5.2 Spatial indexing 

Additional features for a spatial DBMS are special index structures for 
indexing spatial data (Guting 1994; Goodchild et al. 2001). The main purpose 
of spatial indexing is to support retrieving spatial objects that match some 
query criteria (Guting 1994). The efficient processing of spatial queries 
requires special access methods relying on a data structure called an index. 
Indexing reduces the number of rows to be processed, accelerating access to 
the data. (Rigaux et al. 2002) Database management systems use this index 
structure to find the relevant data from the database files (Begg et al. 2002). 
The normal index structures of DBMSs are one-dimensional and poor in 
indexing spatial data. Consequently, alternative ways of indexing spatial data 
have been developed and examples of these are Grid, Quadtree and R-tree. 
(Goodchild et al. 2001) Spatial indexing is usually based on the minimal 
bounding box-method9. There are two different categories of spatial index 
structures: space-driven and data-driven structures. The space-driven 
structures partition the embedded space into rectangular cells independently of 
the objects within them. Grid index and Quadtree are space-driven index 
structures. The data-driven structure is opposite to space-driven and partitions 
the space depending on the distribution of the objects. R-tree is a data-driven 
index structure and it is a natural extension to traditional B-tree. (Rigaux et al. 
2002) An example of an R-tree index structure is in Figure 2.15. All spatial 
DBMSs do not offer all of these index structures; different index structures are 
supported in different DBMSs (Kontio 2003). 

 
 

                                              
9 The minimal bounding box–method means that for every indexed object the smallest bounding 
rectangle is defined and it is used when creating the index structure. The smallest bounding rectangle 
is used differently depending on the type of the index that is being created. (Rigaux et al. 2002.) 
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Figure 2.15: Example of a R-tree index. 

2.5.3 Standards: ISO/TC 211 and OpenGIS 

During the 1980s and at the beginning of 1990s a couple of national and 
regional communities developed some of their own geographical data 
management standards, but no internationally agreed standards existed. In 
1995 both the ISO/TC 211 and the OpenGIS consortium (OGC) introduced 
the first internationally-recognized geographical data management standards. 
(ISO 2000) In 1999 these organizations agreed on co-operation (Östensen 
2001). One of the main objectives in these efforts toward standardizing 
exchange formats and spatial data models was to improve the interoperability 
of different GISs (Rigaux et al. 2002). There are of course other players in the 
field of spatial data management like the ISO/IEC JTC1 SC32 organization, 
which is working on spatial enlargements of SQL and on Geometry-model. 
(OpenGIS 2003a). 

The ISO Technical Committee 211 Geographic Information/Geomatics is 
responsible for the standardization of geographical data and geomatics 
(Carson 2000). The TC/211 committee is preparing a standard suite within 
geographical data in co-operation with the other technical committees of the 
ISO in this field. The TC/211 committee is divided into many groups, which 
consider geographical issues from different viewpoints. An interesting one is 
the sub-project number 19107 (Geographic Information: Spatial Schema), 
aiming at a data model of geographical entities. (Rigaux et al. 2002.)  

The OpenGIS consortium was founded in 1994 (Rigaux et al. 2002). It is a 
combination of companies aiming at improving the interoperability of 
geographical techniques (OpenGIS 2002). In general, the OpenGIS 
consortium is concerned with software specifications, while the ISO TC/211 
concentrates more on data standards (ISO 2000). The OGC develops and 
provides implementation-level technical specifications, which are based on the 
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results of the TC/211 working groups (Östensen 2001). It is also submitting 
specifications for ISO approval via ISO/TC 211. In addition, the OGC has a 
specific conformance and testing program for the specifications they develop. 
(ISO 2000.)  

The OGC has adopted the ISO 19107 Spatial schema as the abstract 
specification for geometry and topology (Östensen 2001). The OGC Simple 
Features Specification for SQL defines a standard SQL schema, which 
supports the storage, access and update of simple geographical objects 
(OpenGIS 1999). This geometry model plays a very central role in these 
specifications (Chawla et al. 2003). The model is presented in Figure 2.16 
with UML notation.   

SpatialReferenceSystem

GeometryCollection

MultiLineString

MultiPointMultiCurveMultiSurface

MultiPolygon

PolygonLineString

Geometry

Point Curve Surface

Line LinearRing

2+1+

1+

1+

1+

 

Figure 2.16: Geometry Class Hierarchy (OpenGIS 1999). 

The OpenGIS standard also attributes some basic operations to these classes 
(Chawla et al. 2003) and these operations can be posed in SQL (Chawla et al. 
1999). The operations can be categorized in three groups (OpenGIS 1999):  

• Basic operations, common to every class. 
• Methods for testing spatial relations between geometric objects. 
• General operations that support spatial analysis, like the distance 

of two spatial objects.  
The OpenGIS specification is based on SQL92 standard and three 

alternative implementation models are defined (OpenGIS 1999): 
1)  SQL92 using numeric SQL types for geometry storage. 
2)  SQL92 using binary SQL types for geometry storage. 
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3)  SQL92 with geometry types. 
The third alternative is easy to implement using SQL:1999 compatible 

DBMS and user defined Abstract Data Types. The SQL:1999 standard itself 
defines also spatial types and functions as part of the multimedia enlargement 
SQL/MM (Goodchild et al. 2001). 

2.5.4 GML - Spatial XML  

With the development of the Internet and XML it has become possible to 
define a new common format for spatial data. The OGC has actually 
developed such a format, calling it GML (Geography Markup Language). 
GML 3.0 was approved in January 2003 (OpenGIS 2003b). The GML is an 
XML encoding for the transport and storage of spatial/geographic information, 
which may include both spatial and non-spatial features (Córcoles et al. 2002). 
It provides the grammar for encoding geographical content (Lake 2001). The 
GML definition is based on the geometry model of the OGC (OpenGIS 
2003b).  

In the Internet XML has helped to distinguish content from representation 
and now GML is doing the same thing for geographical data (OpenGIS 
2003b). This means that the data is in XML format and it can be presented 
differently just by changing the stylesheet. Similarly, in GML geographical 
data and its graphical interpretations like maps can be separated. This means 
GML data can be used for many purposes and in many different devices. 
(OpenGIS 2003b) Since GML is based on XML, special attention must also be 
paid as to how databases support XML storage.  

2.6 From object-relational to XML-enabled databases 

One of the main reasons for the need to combine XML with databases is the 
fact that information systems are becoming increasingly integrated and XML 
is considered a respectable alternative to present integration solutions (Lear 
1999). XML is seen as a system independent technology for moving 
information from one information system to another (DeJesus 2000; 
Linthicum 2001). It also simplifies data transmission (Brown et al. 2001) and 
offers a standard way to express information, whilst also including necessary 
metadata (Scardina 2000). Furthermore, XML is replacing HTML in many 
domains as the next generation standard for data representation and exchange 
(Cheng et al. 2000; Fong et al. 2003) and becoming the standard for e-
Business (Banerjee et al. 2000; Bertino et al. 2001). Therefore, the amount of 
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XML data exchanged between organizations is expected to grow 
exponentially, meaning that XML will need to be stored effectively in 
organizational databases (Champion 2001; Fong et al. 2003). The effective use 
of XML in electronic business requires systems to store and retrieve XML 
data (Ha et al. 2001). To summarize, XML is a very relevant technology, 
because it is well–standardized, widespread and thus also providing economies 
of scale. However, the fact that information is moving in XML format raises 
the issue of whether information systems and the underlying database 
management systems can manage with XML. 

Basically, there are two cases when an information system must operate 
with XML. The first of these is when XML needs to be produced from the 
data in the database and the second is when information is received in XML 
format and must be stored in the database (Kontio 2003). There are various 
ways of achieving both of these outcomes. Different DBMS generations 
enable different options for managing XML-documents (Figure 2.17). The 
Figure shows that traditional relational DBMSs allow XML-documents to be 
both produced and stored in a database, but only structures relevant to the 
relational model are available. 

 

Level 0: 
XML not used at all

Level A: 
Producing XML from the 
data in the database

Level B: 
Storing XML data in 
relational tables

Level C: 
Storing XML data in 
CLOBs/Object types

Level D: 
Storing XML data in 
native format

3rd generation
of databases

2nd generation
of databases

1st generation 
of databases

Enriched 3rd

generation
of databases

 

Figure 2.17: How database generations enable XML management. 
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2.6.1 Different XML documents 

XML’s specification requires that documents written in the language conform 
to its basic structural requirements (W3C 2004a). The document must for 
example start with XML declaration and have only one root element (i.e. all 
other elements are contained within a single element). A document that 
conforms to the basic structural and notational rules of XML is considered to 
be a ‘well-formed’ XML document. This is an important issue when the 
documents are managed with computer programs like XML parsers. Another 
level of XML documents is ‘validity’, which means that its structure conforms 
to the definition expressed in a DTD or an XML Schema. An XML document 
is valid if it has an associated document type declaration (a DTD or an XML 
Schema) and if it complies with the constraints expressed in it (W3C 2004a).  

A DTD defines the valid syntax for an XML document in a particular 
application area (Begg et al. 2004). It lists, for example, the permitted element 
names, the combination of elements and the attributes available for each 
element type. However, with DTD there is no real way to constrain the value 
of the data in the elements (Needleman 2001). With DTDs an XML parser has 
no way to validate whether the data is solid. For example <birthdate> element 
could contain dates of various formats like  

• <birthdate>21-AUG-2004</birthdate>. 
• <birthdate>2004/08/21</birthdate>. 
• <birthdate>21.8.2004</birthdate>. 
• <birthdate>2004-08-21</birthdate>.  
• <birthdate>Don’t want to reveal it</birthdate>.  

All these are syntactically correct and the XML parser has no way to 
prevent any of them from being used. In practice this means that the 
information system that manages the data has to determine the integrity of the 
data.  

With an XML schema many of the limitations associated with DTDs can be 
overcome. This defines the data model and establishes data types for the 
information held in the document (Hoffer et al. 2004). This is a clear 
improvement on DTDs, because the data types are also denoted. DTDs offer 
only #PCDATA as a data type, but XML schemas provide many built-in data 
types (Begg et al. 2004). With an XML schema the above example of 
<birthdate> element can be solved by limiting the number of date formats that 
can be approved.   

From a data management point of view all XML documents should be well-
formed and valid, but before looking at the various ways to work with XML 
documents and databases it is important to recognize different types of XML-
documents. The nature of an XML-document is especially significant when 
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their storage alternatives are discussed. One significant distinguishing factor is 
the integrity of the data to which the XML document must conform. For 
example, when an XML document represents an order, it has very high 
integrity requirements. In these cases it is essential that the structure of the 
XML document is predetermined with a DTD or preferably with an XML 
Schema. With an XML schema we can achieve higher integrity using the 
built-in data types.  

XML-documents with high integrity requirements are typically called ‘data-
centric’ XML documents since their meaning depends only on the structured 
data represented inside them (Bertino et al. 2001). Their structure should be 
regular and the content homogenous, but the order of elements is not 
significant (Bertino et al. 2001; Renner 2001; Bourret 2002a). An example of 
a data-centric XML-document could be an order received in XML format (see 
Figure 2.18). Typically, they are used in expressing product catalogues, 
invoices, flight schedules and other similar well-structured cases. Data-centric 
XML-documents occur typically in Business-to-Business applications where 
information systems communicate with each other (Bertino et al. 2001) and 
human processing is limited or non-existent (Bourret 2002a).  

 

<?xml version='1.0' encoding='windows-1252'?>
<Order ID=“82728”>
<From>

<Company>Firm A</Company>
<Address>

<Street>Helsingintie 2</Street>
<Zipcode>00001</Zipcode>
<Area>Helsinki</Area>
<Country>FINLAND</Country>

</Address>
<Contact>

<Person>Scott Allen</Person>
<Phone>+358 50 484838</Phone>

</Contact>
</From>
<orderdate>18.5.2004</orderdate>
<Orderlines>

<Line>
<Product>82828</Product>
<Price>34</Price>
<Amount>2</Amount>

</Line>
<Line>

<Product>28376</Product>
<Price>249</Price>
<Amount>1</Amount>

</Line>
<Line>

<Product>11112</Product>
<Price>1920</Price>      
<Amount>1</Amount>

</Line>    
</Orderlines>

</Order>

A data-centric XML-document/
Data with high requirements of integrity
• Regular

– The structure of the XML-documents is 
always similar in certain application areas 
and, typically, standardized with DTDs or 
XML schemas

• Homogenous
– The content is expressed similarly 

throughout the XML-document
– For example, the Product-tag always 

contains a product number, not a product 
name and price is always expressed in Euros

• Order of elements
– Order of line-elements could be changed  

without disturbing the XML-document’s 
information

 

Figure 2.18: An example of a XML-document containing data with high integrity 
requirements. 
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When an XML document contains data with low integrity requirements we 
can refer them as ‘document-centric’ XML-documents. At first sight they look 
quite similar to data-centric XML-documents. However, there are three main 
differences: the regularity, the structure and the order of the elements. 
Document-centric XML-documents are common in Business-to-Customer 
communication, where the documents are designed for human consumption 
like web pages (Bourret 2002a). A document-centric XML-document is 
irregular, heterogeneous and the order of elements is significant like Figure 
2.19 shows (Bertino et al. 2001; Renner 2001; Rosenthal et al. 2001; Schöning 
2001; Bourret 2002a). Typically, document-centric XML-documents are 
found in magazine articles, books, press releases and XHTML-based web 
sites. A third type of XML-document combines the two. In this case the XML-
document has both a data-centric and a document-centric part. 

 

<?xml version='1.0' encoding='windows-1252'?>
<Doc>
<Parag>
Document-centric XML-documents are common in 
Business-to-Customer communication, where the
documents are designed for human consumption 
like web pages <Reference>(Bourret 2002a)</Reference>. 
<Definition>A document-centric XML-document is
irregular, heterogeneous and the order of
elements is significant </Definition> like
<Link>Figure 21</Link> shows
(<Reference>Bertino et al. 2001</Reference>;
<Reference>Renner 2001</Reference>; 
<Reference>Rosenthal et al. 2001</Reference>; 
<Reference>Schöning 2001</Reference>;
<Reference>Bourret 2002a</Reference>). Typically,
document-centric XML-documents are found in 
magazine articles, books, press releases and 
XHTML-based web sites. 
</Parag>
</Doc>

A document-centric XML-document/
Data with low requirements of 

integrity
• Irregular

– The structure of the XML-document is not 
pre-determined

– A content model might exist, but the content 
is not defined in detail

• Heterogeneous
– Different XML-documents do not have 

similar content
– The document contains a large amount of 

mixed content such as pure text and sub-
elements

• Order of elements
– This is important. For example, the order of 

the paragraphs is significant

 

Figure 2.19: An example of a XML document containing data with low integrity 
requirements. 

2.6.2 Producing XML documents 

There are at least five different ways to produce an XML-document: 
• Writing a special database program.  
• Using SQL-extensions.  
• Using special programming interfaces and techniques. 
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• Reading an XML document from a CLOB-attribute of a database 
table. 

• Reading an XML document from a native XML-attribute of a 
database table. 

The first alternative is to write a special program that generates the XML 
document according to the rules of XML specification. This solution does not 
need anything special from the database management system. The only 
requirements are to be able to connect to the database, have access to the data 
and naturally some programming skills. 

The second alternative uses SQL-extensions for XML data management of 
the DBMS. Some database management systems have adopted the SQL/XML 
standard, which defined many easier ways to produce XML from a database 
(Eisenberg et al. 2003; Gennick 2003; ISO 2003). Three of the SQL/XML 
functions are presented in Table 2.3 and Figure 2.20 gives an example of the 
XMLElement-function.  

Table 2.3: Examples of SQL/XML functions (Eisenberg et al. 2002). 

Function Description  
XMLElement A function that translates a relational value into a XML element 

 
XMLForest A function that creates a list of XML element from a list of 

relational values 
XMLAgg A function for grouping and composing XML content in Group 

by queries 
 
 
Select XMLElement(“Course”, course)
From Coursegrades; <Course>Database Design</Course>

<Course>Programming 1</Course>
<Course>Networks</Course>
…

 

Figure 2.20: An example of XMLElement function. 

A third way to produce XML from a database is to offer special 
programming interfaces and techniques for XML data management. Usually 
these techniques exploit some XML-related standard techniques like XSLT 
style sheets and XPath-query capabilities. One example of this kind of 
technique is the XSQL-technique offered by Oracle DBMS (Munch 2000). 
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With the templates defined in *.xsql files, the result of a basic SQL query is 
presented as an XML document. The result can easily be transferred in 
different formats using XSLT stylesheets. An example of a simple XSQL file 
and the produced XML document is presented in Figure 2.21.  

 

<?xml version="1.0" encoding='windows-1252'?>
<xsql:query connection="demo" 

rowset-element="Departments" 
row-element="Dept"
xmlns:xsql="urn:oracle-xsql">
SELECT * FROM DEPT

</xsql:query>

 

Figure 2.21: XSQL example. 

The fourth alternative is to read an XML document from a CLOB-attribute 
of a database table. For example, received orders could have been archived as 
XML documents in a CLOB-attribute Order_xml in Order_archive-table. 
When the order is needed from the archive it can easily be displayed with a 
simple SQL query (see Figure 2.22).  

Finally, the fifth alternative is to display an XML document from a native 
XML-attribute of a database table. The query used here could be exactly the 
same as in the previous case although the attribute containing the XML 
document is different. Therefore an example of this case is not presented. 
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SELECT * 
FROM order_archive 
WHERE order_id='82728'

Order_id Varchar2(10)
Order_xml CLOB
Timestamp Date

ORDER_ARCHIVE

22-AUG-04<?xml version="1.0" encoding="windows-1252"?>
<Order ID="82728">

<From>
<Company>Firm A</Company>
<Address>

<Street>Helsingintie 2</Street>
<Zipcode>00001</Zipcode>
<Area>Helsinki</Area>
<Country>FINLAND</Country>

</Address>
<Contact>

<Person>Scott Allen</Person>
<Phone>+358 50 484838</Phone>

</Contact>
…

82728

TimestampOrder_xmlOrder_id

 

Figure 2.22: Displaying an XML document from a CLOB-attribute. 

2.6.3 Storing XML documents in relational DBMS 

Storing the content of an XML document in a relational database means that 
the content is transformed into rows and columns. The integrity of the data 
should be checked before storing the content of the XML document in a 
relational database. A basic requirement is the availability of an XML schema 
for the XML document, but additional checking will probably be needed. 
Anyway, the storage of XML documents in a relational DBMS typically 
means that the original hierarchic structure and order of elements in the XML 
document are destroyed (DeJesus 2000). For data-centric XML documents this 
is not a problem, since the basic idea with this type of XML documents was to 
move data between information systems. However, the order of the elements 
is vital for document-centric XML documents and it should not be destroyed 
(Schöning 2001). Therefore a number of writers have suggested ways of 
preserving the original structure storing XML documents using relational 
tables: set of tables (Chen et al. 2002), edge-strategy (Florescu et al. 1999) and 
nested sets model (Edwards 2003). An example of using Edge-strategy is 
presented in Figure 2.23. Using the SQL:1999 feature of recursive query it is 
possible to produce a listing that is quite similar to the XML document. An 
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example of this is presented with Oracle DBMS in Figure 2.24. However, 
relational database management systems are not considered to be the best 
solutions for working with XML documents (Chen et al. 2002) although they 
offer reliability, scalability, tools and performance (Khan et al. 2001).  

 
<?xml version=“1.0”?>
<Dept>

<Name>Marketing</Name>
<Worker>

<WId>1110232</WId>
<Name>Jack Stone</Name>
<Projects>

<Project>A11</Project>
<Project>A14</Project>

</Projects>
</Worker>
<Worker>

<WId>1110245</WId>
<Name>Michael Fox</Name>
<Projects>

<Project>A11</Project>
</Projects>

</Worker>
</Dept>

Null63Projects5

Null43Projects3

111024501Wid5
Michael 
Fox

02Name5

A1101Project6

A1402Project4
A1101Project4

Jack Stone02Name3
111023201Wid3
Null53Worker2
Null32Worker2

0
2

TargetID

1
1

Ordinal

MarketingName2
NullDept1

DataTagSourceID

 

Figure 2.23: Storing XML in Relational DBMS with Edge-strategy. 

 
 

SELECT  
LPAD(' ', 3 * LEVEL-3)||tag AS TAG, 
DATA 
FROM   XMLDOCS 
START WITH SOURCEID=1 
CONNECT BY PRIOR  
TARGET_ID = SOURCEID 

TAG                  DATA 
Dept 
   Name             Marketing 
   Worker 
      Wid             110232 
      Name          Jack Stone 
      Projects 
         Project     A14 
         Project     A11 
   Worker 
      Wid             110245 
      Name          Michael Fox 
      Projects 

              Project     A11  

Figure 2.24: An example of producing a hierarchical view from data stored with 
Edge-strategy. 
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2.6.4 Storing XML documents with third generation DBMSs 

The third generation of database management systems offers new alternatives 
for storing XML documents. For example, an object-relational DBMS allows 
for the storing of an XML document in one piece, thus preserving its original 
structure. However, the database management system must be able to manage 
character large objects (CLOBs) in order to achieve this (Bertino et al. 2001). 
Actually CLOBs are seen as an ideal solution for storing XML documents that 
are unknown, irregular or dynamic (Banerjee 2002). For example, the previous 
document-centric XML document could be stored in a CLOB (see Figure 
2.25). The drawback of using CLOBs is that the details of an XML-document 
are not easily accessed (Munch 2000; Champion 2001; Hohenstein 2003). 
Also, object types and collections have been suggested for storing XML 
documents (Ha et al. 2001; Varlamis et al. 2001). However, without native 
XML storage possibility, additional mapping and transforming, a remarkable 
amount of work is needed (DeJesus 2000; Bertino et al. 2001; Darrow et al. 
2001), meaning actually a new impedance mismatch situation (Schöning 
2001). Anyhow, object structures will require the XML-document to be 
modelled in order that it maps into the object-relational database management 
system (Ha et al. 2001). The definition of the XML document is typically 
presented with a DTD or an XML schema. However, a tool is still needed to 
do the actual operation, i.e. placing the XML-document into the object 
structures (Brown et al. 2001), unless this functionality is provided by the 
DBMS.  

 

Create table XMLdocs(
Docname varchar2(200) primary key,
Xmldoc CLOB,
Timestamp date)

insert into XMLdocs
values('Document',
'<?xml version=“1.0” encoding=“windows-1252”?>
<Doc>
<Parag>
Document-centric XML-documents are common in 
Business-to-Customer communication, where the 
documents are designed for human consumption 
like web pages <Reference>(Bourret 2002a)</Reference>. 
<Definition>A document-centric XML-document is 
irregular, heterogeneous and the order of 
elements is significant </Definition> like 
<Link>Figure 21</Link> shows 
(<Reference>Bertino et al. 2001</Reference>;
<Reference>Renner 2001</Reference>; 
<Reference>Rosenthal et al. 2001</Reference>; 
<Reference>Schöning 2001</Reference>;
<Reference>Bourret 2002a</Reference>). Typically, 
document-centric XML-documents are found in 
magazine articles, books, press releases and 
XHTML-based web sites. 
</Parag>
</Doc>', '18-JAN-2004')  

Figure 2.25: An example of CLOB-storage. 
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Although object-relational DBMSs offered new possibilities for managing 
XML documents, they are still unnatural and tedious solutions. They do not 
allow for XML to be handled efficiently (Benham 2003). The most natural 
way to manage all kinds of data is to have your own data type for it. This 
makes it possible to manage data in XML documents in the same way as 
numbers and characters have been managed in the relational DBMS. Also, the 
DBMS typically provides its own services and functions for the management 
of a certain data type. The XML-enriched third generation of DBMSs offer 
these native XML data management capabilities. For example, Oracle offers 
its own XMLType data type for managing XML documents and either CLOBs 
or XML schema based object structures are used. However, if the XML 
schema is defined, the DBMS will follow it to generate the necessary object 
structures for storing XML documents automatically. 

2.6.5 Comparing XML-enabled and native XML DBMSs 

The XML capable database management systems are usually classified as 
native XML and XML-enabled DBMSs. It is estimated that XML-enabled 
DBMSs are going to dominate the database solutions of application areas that 
manage data-centric XML-documents (Bourret 2002c), while native XML 
DBMSs will succeed in content management markets where typically 
document-centric XML-documents are managed (2001). Native XML DBMS 
differs from XML-enabled DBMS in three ways (Bourret 2002b):  

1) It maintains the physical structure of the XML-document. 
2) It can store the XML-document without any schema or 

document type description.  
3) Its only interface to data is XML and related technologies.  

This final point distinguishes for example the newest versions of Oracle and 
IBM from being a native XML DBMS since it is possible to manage XML 
data and traditional data both with SQL and XML tools. Some examples of 
native XML DBMSs are Tamino, dbXML, eXcelon and X-hive/DB (DeJesus 
2000). Many writers have evaluated the suitability of XML-enabled and native 
XML DBMS for the management of XML-documents (Carr 2001; Darrow et 
al. 2001; Dyck 2001; Tillet 2001; Bourret 2002b; Chen et al. 2002; Fong et al. 
2003; Schmauch et al. 2003). The evaluations are summarized in Table 2.4. 
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Table 2.4: Comparison of native and XML-enabled DBMSs. 

 Native XML databases XML-enabled (object-) 
relational databases 

Strengths • No XML conversation needed 
• Better performance with XML 

data 
• Better for B2B transactions 

and XML applications that 
need to be extended or 
modified 

• Better as an aggregate 
repository for XML data 

• Good for unstructured data 
 

• Suited for transactional 
applications 

• One integrated platform for 
handling XML and other 
data 

• One management platform 
• SQL is still relevant 
• Good for structured data 

Weaknesses 
 

• Separate management of XML 
and other data  

• Consumes more disk quota 
• Additional costs 

• Requires some XML 
conversion 

• Slower performance with 
XML data 

 

2.7 From a customer database to Customer Relationship Management 

At the heart of a customer relationship management (CRM) system is an 
integrated database (see Figure 2.26) (Fowler 2000). 

Business
intelligence

Process
improvement

Integrated database

Billing
Accounting Sales

Analysis

Information

Business Systems
Customer feedback

Analytic CRM: 
Understanding the customer

Refined Business Actions

 

Figure 2.26: CRM as an integrated system (Dyché 2002). 
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A single customer database is valuable, but an integrated database together 
with a CRM system offers the tools and equipments for truly managing 
customer relationships (Clark et al. 2001). CRM has been defined as an 
integrated information system for managing the interactions between a 
customer and the organization (Anderson 2001; Harding 2001). However 
CRM is not only a technology, rather it is a strategy that is supported by the 
technology (Coffee 2002; Zaino 2003). A major challenge is to integrate data 
sources and information systems (Harding 2001).  

Moving to CRM requires the successful integration of technology and 
confluence of techniques. Implementing CRM should be regarded as a 
business-oriented project rather than an IT-oriented project (Eberhardt 2001; 
King 2002). With the right approach CRM has the chance to improve business 
results significantly (Eberhardt 2001), but this requires a clear vision and 
strategy (King 2002; Lee et al. 2003; Tehrani 2003). At design phase all 
existing CRM-related processes within the organization should be identified 
and present information systems should be evaluated (Lee et al. 2003). 
Geographic information should be integrated into the CRM-system, since all 
main CRM-processes have the ability to do this (Morris et al. 2000). The 
requirements for integration and utilizing geographic information mean that 
the underlying database management systems have to provide more 
capabilities than a pure relational database. In practice, this means that 
exploiting a CRM system requires a database from the third generation.  

2.7.1 Defining CRM 

CRM has origins in the 1990s, when companies began to understand the value 
of a detailed customer database. Actually there are three preliminary phases to 
CRM that highlight the relationship between company and customer: direct 
mail marketing, segmented marketing and database marketing. CRM is 
however the first solution to offer means and tools for ‘managing’ customers. 
(Clark et al. 2001) We can define Customer Relationship Management as:  

• A dynamic process of managing a customer-company 
relationship so that customers elect to continue mutually 
beneficial commercial exchanges and are dissuaded from 
participating in exchanges that are unprofitable to the company 
(Bergeron 2002).  

• The infrastructure that enables the delineation of and increase in 
customer value, and the correct means by which valuable 
customers are motivated to remain loyal (Dyché 2002).  
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• A business strategy that is designed to optimise profitability, 
revenue and customer satisfaction (Fowler 2000).  

• Having the technology to provide an integrated view of all 
customer interactions and changing the corporate culture to 
leverage this information to maximize the benefits to the 
customer and the company (Anderson 2001). 

• An integrated information system that is developed from 
disparate data sources and is used to plan, schedule and control 
all client and prospect interactions within an organization 
(Harding 2001).  

When talking about CRM, e-CRM is often mentioned and this expands the 
traditional CRM techniques by integrating technologies of new electronic 
channels, such as web, wireless and voice technology, and combines them 
with e-Business applications into the overall enterprise CRM strategy (Lee et 
al. 2003). Coffee (2002) has argued that CRM is now doing the same to 
enterprise systems as spreadsheet did to desktop computing in the 1980s.  

CRM is often touted as a means of improving customer satisfaction, which 
in turn improves long-term customer loyalty. It is also part of a public 
relations campaign to improve the company’s image. (Bergeron 2002). The 
focus of CRM is on learning more about customers and using that knowledge 
to refine every interaction with them (2000). To manage customer 
expectations it is essential to identify all of the customer touch points, i.e. all 
the places and means the customer can interact with the company. Typically, 
these might include email, fax, post, media, personal contacts, phone and 
Internet. (Bergeron 2002) The CRM solution should encompass this entire 
network of touch points and gather information from each transaction. This 
information is then stored in a database, which is the heart of the entire CRM-
system (Fowler 2000) and a mandatory element for a company to serve its 
customers well (Dyché 2002). This blended multi-channel approach to CRM 
enables a business to respond to the needs and desires of its customers, whilst 
also directing its less valued customers to lower cost service channels 
(Anderson 2001). To satisfy customer needs, companies have to maintain 
consistency across all interaction channels (Lee et al. 2003). All 
communications should also be structured in such a way that the preferences 
and information-seeking behaviours of individual customers are reflected in 
the way information is offered to them (Clark et al. 2001). 
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2.7.2 Implementing CRM 

When starting a CRM project, a company should ask itself a) what business 
value is expected from the CRM and b) will these values lead to quantifiable 
improvements in customer retention and satisfaction (Dyché 2002). 

CRM is difficult to execute successfully without first establishing a reliable 
customer retention strategy (CRS). After a solid CRS is established it becomes 
possible to think about broadening the client base and launching a CRM 
project. During the strategy formulation a profitability review of all products 
and services should be performed and a value code assigned to each customer. 
(2003) When dealing with CRM one should be aware of the role of 
technology, the importance of self-knowledge, the finite nature of customer-
company relationships and the need for consistency in quality of service 
(Bergeron 2002). As mentioned earlier, CRM is not about technology, but is 
instead a strategy whose implementation is supported by technology (Coffee 
2002; Zaino 2003). Consequently, the standard off-the-shelf products are not 
adequate solutions, rather most CRM systems are custom-built (Tehrani 
2003). It is essential to customize CRM software according to current 
processes, rather than attempting to reengineer everything in order to fit some 
theoretical idea (James 2003). Users also prefer using a CRM system that is 
tailored to their specific needs (Tehrani 2003).  

2.7.3 Critical success factors 

Many factors affect the success of CRM. It also makes sense to list and 
consider them, since over 50 % of all CRM-implementations are considered to 
be failures at the end (James 2003). Usually, if a company is not able or not 
willing to change its business processes and culture to become more customer-
oriented, the CRM-project will fail (Coffee 2002). However, when CRM is 
approached correctly, it has potential to improve business results significantly 
(Eberhardt 2001). It is possible to avoid CRM failure with careful design, 
which takes in account the organization’s core competencies, technological 
infrastructure and customer needs (Tehrani 2003). Careful design also covers 
evaluating software and services from several different vendors and finally the 
selection of a vendor (Fowler 2000; Tian et al. 2002; Lee et al. 2003). 

The CRM toolset should support company processes (King 2002) and the 
tools should be able to drill down to the biggest problems in current processes 
(James 2003). A company’s real CRM needs should be analysed carefully and 
quantitative metrics should be set (Eberhardt 2001; Coffee 2002; King 2002). 
In practice this defines a clear CRM vision and strategy (Lee et al. 2003). The 
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lack of CRM strategy, one that is not integrated with the business strategy or a 
lack of adherence to it all increase the risk of failure (Elmasri et al. 2000; King 
2002). Customer expectations and hopes should also be collected and assessed 
during the design phase.   

When implementing a CRM system the project must have full support from 
senior staff in the company (Lee et al. 2003), management (King 2002) and 
backing from the whole organization (Fowler 2000; Harding 2001). The role 
of employees is also central to the CRM project (Eberhardt 2001) and they 
should participate in the development process from start to finish (Dyché 
2002). Furthermore, it is also important to set goals and be aware of the 
project’s implications for the whole company (Tehrani 2003). 

CRM should be integrated with all other activities (Coffee 2002) and 
integrating various data sources and information systems is a particularly big 
challenge (Harding 2001). Special attention should also be given to the 
integration of processes in the various touch points (Eberhardt 2001; King 
2002). The whole CRM infrastructure should be designed and implemented 
carefully without hurry. (Eberhardt 2001; Tehrani 2003). Implementation 
should be a company-wide effort, but at the beginning the focus can be in 
some sub-areas (Fowler 2000; James 2003). A CRM project is not a one-off 
task, but rather a long lasting process (Fowler 2000; King 2002). In fact, it is 
an effort to move towards a more customer-centred way of doing business 
(Eberhardt 2001). 

After implementation the company must be willing to change its processes 
and workings according to the metrics and customers’ feedback (Eberhardt 
2001; Coffee 2002). CRM systems are very complicated and problems often 
arise as a result of expectations that are too high (Fowler 2000; Tehrani 2003). 
However, with CRM an organization can concentrate on substantial customers 
(Coffee 2002). 

2.8 Improving reporting with a Data Warehouse  

The term data warehouse was first introduced as a subject-oriented, integrated, 
non-volatile, and time-variant collection of data that supports management 
decisions (Inmon 1992). A simpler definition says that it is a store of 
enterprise data that is designed to facilitate management decision-making 
(Kroenke 2004). A data warehouse differs from traditional databases in many 
ways, including in its structure and required functionalities (Elmasri et al. 
2000). The aim is to integrate all corporate information into one repository 
where the information is easily accessed, queried, analysed and used as a basis 
for reports (Begg et al. 2002). A data warehouse provides decision support to 
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organizations with the help of analytical databases and On Line Analytical 
Processing (OLAP) tools (Gorla 2003). It receives data from operational 
databases on a regular basis, which is added to the existing information. It 
contains both detailed aggregated data and also summarized data to speed up 
the queries. A data warehouse is typically organized in smaller units called 
data marts that support the specific analysis needs of a department or a 
business unit (Bonifati et al. 2001). Figure 2.27 describes a data warehouse 
environment and shows how its various components are connected with each 
other.  
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Figure 2.27: Data warehouse environment. 

An enterprise data model is also a good starting point for building a data 
warehouse (Bonifati et al. 2001). Actually, building a data warehouse is an 
integration project, since the data in operational information systems is 
integrated into a single data warehouse database (Hasselbring 2000). The 
design of a data warehouse requires special modelling (Busborg et al. 1999) 
and several data model designs for a data warehouse have been suggested. 
Examples are StarER (Busborg et al. 1999) and Dimensional Fact Model 
(DFM) (Golfarelli et al. 1998).  

Designing a data warehouse requires quite different techniques compared 
with designing an operational database (Golfarelli et al. 1998). Creating a data 
model for a data warehouse is seen as one of the most critical phases in the 
development process of a data warehouse (Bonifati et al. 2001). To begin 
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with, the designer needs to understand the content of the operational 
information systems, the interconnections between them and the equivalent 
entities (Blackwood 2000). In practice this means studying the data models of 
the operational databases and developing an integrated schema to enhance data 
interoperability (Bonifati et al. 2001). The data modelling of a data warehouse 
is called ‘dimensionality modelling’ (Golfarelli et al. 1998; Begg et al. 2002). 
Dimensional models were developed to support analytical tasks (Loukas et al. 
1999). Dimensionality modelling concentrates on facts and the properties of 
the facts and dimensions connected to them (Busborg et al. 1999). ‘Facts’ are 
numeric and quantitative data related to the business and ‘dimensions’ 
describe different dimensions of the business (Bonifati et al. 2001). Fact tables 
contain all business events to be analysed and dimension tables define how to 
analyse fact information (Loukas et al. 1999). The result of the dimensionality 
modelling is typically presented in a star model or in a snowflake model (Begg 
et al. 2002). ‘Multi–Dimensional’ (MD) Schema is a more generic term that is 
used to collectively refer to both schemas (Martyn 2004). When a star model 
is used the fact-tables are normalized, but dimension-tables are not. 
Normalization of the dimension-tables turns the star-model into a snowflake-
model. (Bonifati et al. 2001.) 

Ideally an information system like a data warehouse should be accurate, fast 
and user-friendly (Martyn 2004). Accuracy is especially important in data 
warehouses to ensure that decisions base on correct information. Actually, it is 
estimated that 30 to 50 percent of information in a typical database is missing 
or incorrect (Blackwood 2000). This emphasizes the need to pay attention to 
the quality of the source data in operational databases (Finnegan et al. 2000). 
A problem with multi-dimensional schemas is that when the business 
environment changes, the evolution of MD schemas is not as manageable as it 
is with normalized schemas (Martyn 2004). In addition, Gardner (1998) says 
that any architecture not based on the 3rd normalized form can cause the failure 
of a data warehouse project. On the other hand however, a dimensional model 
provides a better solution for a decision support application than a pure 
normalized relational model (Loukas et al. 1999).  All of the above is actually 
related to efficiency since a large amount of data is processed during analysis. 
Typically this is a question about the number of joins that are required in the 
database level. Usually a star schema is the most efficient design for a data 
warehouse, since the de-normalized tables need fewer joins (Martyn 2004). 
However, recent developments in storage technology, access methods (like 
bitmap indexes) and query optimisation are indicating that performance with 
the third normalized form should be tested before moving to multi-
dimensional schemas (Martyn 2004). From this 3rd normal form schema a 
natural step towards multi-dimensional schema is to use ‘denormalization’, 
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which will also support both efficiency and flexibility issues (Finnegan et al. 
2000). Still there is a possibility to define necessary SQL views on top of the 
3rd normalized form schema without denormalization (Martyn 2004). Finally, 
the issues of physical and logical design should be separated: physical is about 
performance and logical is about understandability (Kimball 2001). 

OLAP (Online Analytical Processing) tools access data warehouses for 
complex data analysis and decision support activities (Kambayashi et al. 
2004). The architecture of the underlying database of the data warehouse 
categorizes the different analysis tools (Begg et al. 2002). Depending on the 
schema type terms, Relational OLAP (ROLAP), Multi-Dimensional OLAP 
(MOLAP) and Hybrid OLAP are used (Kroenke 2004). ROLAP is a 
preferable choice when a) the information needs change frequently, b) the 
information should be as current as possible and c) the users are sophisticated 
computer users (Gorla 2003). The main differences between ROLAP and 
MOLAP are in currency of data and in data storage processing capacity. 
MOLAP populates its own structure with the original data when it is loaded 
from the operational databases. ROLAP analyses the original data and the 
users can drill down to the unit data level. (Dodds et al. 2000) ROLAP 
typically utilize the SQL extensions like CUBE and ROLLUP, which are 
offered for example in Oracle DBMS (Begg et al. 2002).   

2.9 New requirements for database design 

Good database design is crucial to the successful implementation of databases 
(Ram et al. 1998; Browne et al. 1999). Traditional database design consists of 
three phases: conceptual, logical and physical (see Figure 2.28). The 
conceptual level model is critical in the overall design process (Barron et al. 
1999; Noah 2000; Johnson et al. 2002). Both the conceptual and logical 
database design phases are independent of the final database management 
system. However, the logical schema is dependent on the selected data model 
that the DBMS will be using. Therefore, it is especially important for the 
logical schema to support the requirements of new application areas. Anyway, 
the conceptual schema is still the general description of the data in the specific 
application area, regardless of the next design phases.  

To build better information systems it is necessary to improve the quality of 
the conceptual data models (Calero et al. 2001). It is therefore important to 
have a flexible model, but this might also cause problems (Wedemeijer 2001). 
Strategic data planning provides a wider perspective on organizations’ data 
and is a basis for identifying and implementing an integrated set of 
information systems that will meet the needs of the business (Goodhue et al. 
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1992). It is also an important aspect of data management, which aims to 
manage data as a corporate resource (Shanks 1997). 
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Figure 2.28: Phases of the database design. 

Many studies have also emphasized that the integration of information 
systems is best done at the conceptual level (Batini et al. 1986; Barron et al. 
1995; Patel et al. 1998) and one step towards doing this is constructing an 
enterprise level data model (Busichia et al. 1999). Integrating data is also one 
key challenge in managing e-business (Fremantle et al. 2002). In addition, 
surveys of management information systems issues consistently rate 
developing information architecture as being very important (Shanks 1997). 
Integration of information systems also supports the effectiveness of business 
processes (Hasselbring 2000) and the economic benefits of computing rely 
heavily on the integration of disparate systems (Sutherland et al. 2002).  
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However, the evolution of database management systems and the new data 
requirements have increased pressures on data modelling. Thus data modelling 
should be able to model the new structures (objects, collections, XML 
documents) but it should also support other functions of the business like 
integration, data warehousing and e-Business. These pressures are particularly 
relevant at the logical schema level, because it is designed to support the data 
model that is selected as the basis for the final DBMS. Typically, the final 
DBMS is based on a relational data model. Thus a traditional entity in a 
conceptual data model would lead to the creation of a relational table during 
the design process. However, the modelling began with the conceptual model, 
which was transformed into a logical model. Therefore these requirements 
have influenced the conceptual modelling as well. For example, how should 
an XML-document or a collection of objects be modelled? Or how could we 
model a collection of objects that should be embedded in an entity, or how 
should application-specific and user-defined types be drawn in the model? 
Therefore it seems obvious that the traditional modelling approach is no 
longer sufficient for modelling application areas in the third generation of 
database management systems. This is why alternative suggestions for data 
modelling and design process have emerged.  

Representing complex objects and complex relationships in relational 
databases means that the objects must be broken down into a large number of 
rows (Cavero et al. 2004). As described earlier, object-oriented databases can 
solve this problem, but there must be a methodology for designing them. 
Figure 2.29 presents one suggested methodology for object-relational database 
design (Cavero et al. 2004).  
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Figure 2.29: Object-relational database design methodology (Cavero et al. 2004). 
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The methodology is divided in three phases. At the analysis phase a UML 
class diagram is used to design the conceptual model. The design phase has 
two parts. Standard logical design is logical design independent of any 
product. Specific logical design is the design for a specific product. This 
specific logical design is needed because in different DBMS products 
SQL:1999 is implemented differently. The implementation phase is about 
physical design tasks like improving the response times. The whole 
methodology is based on UML and the extension possibilities of it. For the 
methodology, UML is extended with new stereotypes for designing object-
relational constructs. (Cavero et al. 2004.) 

Spatial data management is a typical area where the conceptual model 
needs to be extended. For example, the model should be able to express points, 
lines and polygons. Chawla et al. (2003) have proposed that a necessary 
miniature graphic is placed in an entity or in a class to represent a spatial 
object. There are numerous other extensions of how a conceptual model 
containing geographical objects should be presented. These suggestions 
include:  

• GISER-model (Geographic Information System Entity Relational 
model) (Coyle et al. 1997).  

• USM-model (Unified Semantic Model) (Ball et al. 1999). 
• MADS-model (Modelling of Application Data with Spatio-

temporal features) (Parent et al. 1999).  
Even more models are analysed in (Friis-Christensen et al. 2001).  
XML is presented as a solution for all types of integration projects 

(Linthicum 2001). Besides the benefits, XML also presents challenges to data 
modelling, since new ways of modelling and reconciling data models are 
needed (Lear 1999). As mentioned earlier, XML documents are typically 
described with a DTD or an XML schema. They allow us to express 
information in ways that better match the way the business is done. Therefore, 
they bring powerful capabilities to information modelling: heterogeneity, 
extensibility and flexibility (Brandin 2003). However, XML is not a language 
for conceptual modelling: it is possible to describe data, but not to model the 
relationships and interconnections of the whole information system. However, 
XML-capable DBMSs contain tools that wrap the existing data into XML 
formats by creating views based on XML schemas. Finally, to get full 
advantage of the object-relational DBMSs and the XML-enabled DBMSs, we 
need to model closer to the real world: the objects are in one piece and not 
artificially split into several objects.   

In one idea, an XML schema is produced from the logical level data model 
indicating storage of XML documents (Bird et al. 2002). Pardede et al. (2004) 
have suggested using XML schema. This defines the whole design process 
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starting from the conceptual level with a semantic model, turning into the 
logical model with a XML schema and finally mapping the XML schema into 
an object-relational structure.  

As this section has shown, there is a real need to develop the database 
design process. The old traditional database design model is still valid, but the 
phases of it (and especially its modelling tools) should be redesigned. There 
are different proposals for this redesign, but a generally accepted model or 
kind of de facto standard does not yet exist that solves the requirements posed 
by recent innovations in databases.  
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3 DIFFUSION OF DATABASE INNOVATIONS 

This chapter presents the key theory that was used to explain and analyse 
database innovations in the case organizations. First, it defines the concept of 
‘diffusion of innovations’. Next, different factors affecting the adoption of 
innovations are presented and the lifetime of information systems are 
discussed. Finally, it introduces a developed framework of attributes that 
affect the adoption of database innovations. 

3.1 Diffusion of innovations 

Diffusion is a process by which an innovation is communicated through 
certain channels over time to the members of a social system. An innovation is 
an idea, practice or object that is perceived as new by an individual or other 
unit of adoption. (Rogers 1995) Defining ‘newness’ can be difficult and 
therefore Lyytinen and Rose (2003) write that the perception of newness 
counts, rather than whether the idea or artefact is new to the world. They also 
introduce the concept of the Information Technology (IT) innovation, defining 
it as the creation and new organizational application of digital computer and 
communication technologies. Swanson (1994) has presented a similar 
definition, but this focuses more on information systems (IS), while Lyytinen 
and Rose have a wider scope, starting from information technology and ending 
at information systems. Both Lyytinen and Rose (2003) and Swanson (1994) 
divide their concept further into subcategories. Table 3.1 details of Lyytinen 
and Rose’s subcategories and their relationship to Swanson’s categories.  

The evolution of databases (database innovations) described earlier falls 
into the IT Base Innovations category and, more precisely, the Base 
Technology Innovation subcategory. The changes described earlier are all 
affecting the functionality and architectural principles of databases and thus 
they belong to the Base Technology Innovation subcategory. As we remember, 
one of the database innovations was combination of XML and databases. This 
also belongs to the Base Technology Innovation subcategory, but XML itself 
can be located in the Service Innovations subcategory Technological 
Integration Innovation. 
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Table 3.1: Subcategories of IT innovation (Lyytinen et al. 2003). 

Category Description Swanson’s 
subcategories 

IT base 
innovations 

• Base Technology Innovation 
o Changes in the base technology as 

defined by functionality, speed, 
reliability, architectural principle or 
other features 

o For example database management 
systems 

• Base Development Capability Innovation 
o Changes in IS development as 

defined by modelling  and design 
principles or by the coordination of 
related processes 

• Base Service Capability Innovation 
o Changes in the service as defined by 

changes in general service features 

n/a  
 
 
 
 
 
 
n/a  
 
 
 
 
n/a  

System 
development 
innovations  

• Administrative Process Innovation 
• Technological Process Innovation 

Type I-a 
Type I-b 

Service 
innovations 

• Administrative Process Innovation 
• Technological Process Innovation 
• Technological Service Innovation 
• Technological Integration Innovation 

Type II 
Type III-a 
Type III-b 
Type III-c 

 
We can further adapt Lyytinen and Rose’s (2003) concept of disruptive IT 

innovation for this research. A disruptive IT innovation is a necessary but not 
sufficient architectural innovation that originates in the IT base and radically 
and pervasively impacts systems development processes and services 
(Lyytinen et al. 2003). A disruptive innovation is also called a ‘radical’ or 
‘discontinuous’ innovation (Rogers 2003). The evolution of databases can be 
understood as a disruptive IT innovation, while truly exploiting the new 
database technology means changes in systems development processes and 
enables and diversifies services. For example, designing an object-relational or 
XML-enabled database instead of a relational database changes the 
development process from traditional entities to new concepts like objects and 
XML documents. Also, services are influenced and data can be managed 
radically differently, e.g. by querying XML-documents or analysing 
geographical data with SQL.  

Organizations considering innovations go through the ‘innovation-decision 
process’ (see Figure 3.1). Rogers (1995) defined this as a process through 
which an individual or other decision-making unit passes from gaining initial 
knowledge of an innovation, to forming an attitude toward the innovation, to 
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making a decision to adopt or reject, to implementing the new idea, and finally 
to confirming this decision. As the Figure shows, the diffusion of innovations 
is a complicated process consisting of five stages. The knowledge stage 
consists of ascertaining the existence of the innovation gaining some 
understanding of how it functions. In the persuasion stage a favourable or 
unfavourable attitude toward the innovation is formed. Decision involves 
conducting activities that lead to the choice of whether to adopt or reject the 
innovation. At the implementation stage an innovation is put into use. Finally, 
the confirmation stage aims to seek reinforcement of an innovation-decision 
that has already been made, or to reverse a previous decision to adopt or reject 
the innovation if there have been conflicting messages about it. (Rogers 1995) 
Typically, the innovation is not copied or imitated exactly at the time of 
adoption. Therefore a concept of re-invention is defined. This is the degree to 
which an innovation is changed or modified in the process of its adoption and 
implementation. (Rogers 2003.) 

 

Knowledge Persuasion Decision Implementation Confirmation

Adoption

Rejection

Communication channelsPrior Conditions
-Previous practice
-Felt needs/problems
-Innovativeness
-Norms of the social 
systems

Charateristics of the 
Decision-Making Unit
-Socioeconomic 
characteristics
-Personality variables
-Communication 
behaviour

Perceived 
Charateristics of the 
Innovation
- Relative advantage
-Compability
-Complexity
-Trialability
-Observability

Continued adoption
Later adoption
Discontinuance
Continued Rejection

 

Figure 3.1: Innovation-decision process (Rogers 1995). 

Thus, organizations and individuals have been faced with database 
innovations and according to Rogers (1995) there are five main attributes that 
influence their adoption of these innovations (see Table 3.2). The minus sign 
after ‘Complexity’ indicates that it has a negative influence on the adoption of 
the innovations. 
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Table 3.2: Attributes of innovations influencing adoption (Rogers 1995). 

Attribute Description 
Relative advantage The degree to which an innovation is perceived as being 

better than its precursor. 
Compatibility The degree to which an innovation is perceived as being 

consistent with the existing values, needs, and past 
experiences of potential adopters. 

Complexity (-) The degree to which an innovation is perceived as being 
difficult to use. This is negatively related to the adoption rate 
of the innovation. 

Observability The degree to which the results of an innovation are 
observable to others. 

Trialability The degree to which an innovation may be experimented 
with before adoption. 

 
Other significant attributes influencing the acceptance of information 

technology are perceived usefulness and perceived ease of use (Davis 1989). 
Definition of perceived usefulness by Davis is quite similar to Rogers’ 
definition of relative advantage: the degree to which a person believes that 
using a particular system would enhance his or her job performance. Rogers’ 
definitions are based on perceptions of the innovation itself and not on 
perceptions of  the persons actually using the innovation (Benbasat et al. 
1991).  

Most innovations have a S-shaped rate of adoption, but this curve is not 
consistent across all of them (Rogers 1995). For example, Figure 3.2 is a 
theoretical presentation of the diffusion of different database management 
systems. As the Figure shows there is so-called ‘take-off stage’ with every 
innovation (identified by the dotted area). We can also identify early and late 
adopters from the Figure.  
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Figure 3.2: Diffusion of DBMSs in theory.  

This innovation decision process works in an organization when individuals 
take innovation decisions independent of other members of a system. If they 
were made collectively or based on authority, the process would be described 
differently. The innovation process has now two sub-processes: Initiation and 
Implementation. (Rogers 2003) The innovation process was originally 
described in (Zaltman et al. 1973).  

The initiation sub-process is divided into two stages. The agenda-setting 
stage occurs when a general organizational problem is identified that creates a 
perceived need for an innovation. The term ‘performance gap’ is used in 
describing this kind of problem and it is defined as the discrepancy between an 
organization’s expectations and its actual performance. In the matching stage 
the organization identifies a problem and opts for an innovation to solve it. 
Redefining/restructuring occurs when the innovation is re-invented for the 
needs of the organization and it prepares for the innovation. In the clarifying 
stage the meaning of the new idea gradually becomes clearer to the 
organization’s stakeholders. Finally, routinizing the innovation ensures that it 
becomes part of regular activities in the organization and it loses its separate 
identity. (Rogers 2003.) 
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Figure 3.3: The innovation process in organizations (Rogers 2003). 

Swanson (1994) presented an innovation diffusion circuit (see Figure 3.4). 
It describes a communication loop by which the innovation is supposed to 
spread throughout organizations. Figure 3.4 consists of two actors (the IS 
department and the host organization it serves) and two environments. Each 
actor operates within its own environment and in relationship to the other 
organization. The host business environment has a strategic impact on the host 
organization’s way of doing business. The IS department works within the 
limits of the resource budget and provides services for the host organizations 
needs. 
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Figure 3.4: The IS Innovation Diffusion Circuit (Swanson 1994). 
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3.2 Factors affecting the adoption of innovations 

Rogers (2003) presents variables that define the rate of adoption of 
innovations. There are variables that relate to the innovation itself and to the 
organization in the diffusion process. The innovation is described with the 
perceived attributes discussed above. For example, the organization is 
described, along with the type of innovation-decision and the nature of the 
social system.  

Rogers (2003) also identifies a set of independent variables related to 
organizational innovativeness: 1) Individual (leader) characteristics, 2) 
Internal characteristics of the organizational structure and 3) External 
characteristics of the organization (see Figure 3.5). The variables having a 
positive impact to the organizational innovativeness are marked with a plus 
sign and respectively a minus sign indicates negative impact. 

 
 

Organizational
Innovativeness

Individual (leader) characteristics
1. Attitude toward change (+)

Internal characteristics of
organizational structure
1. Centralization (-)
2. Complexity (+)
3. Formalization (-)
4. Interconnectedness (+)
5. Organizational slack (+)
6. Size (+)

External characteristics of
the organization
1. System openness (+)

 

Figure 3.5: Independent variables related to organizational innovativeness 
(Rogers 2003). 

Rogers (2003) defined these characteristics as follows:  
• Centralization describes how far power and control is centralized 

in the organization.  
• Complexity describes the level of knowledge and expertise that 

the organization’s members possess.  
• Formalization is the degree to which the organization 

emphasizes that its members should follow rules and procedures. 
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It can be described as the degree to which an organization is 
bureaucratic.  

• Interconnectedness is the degree to which the units in a social 
system are linked by interpersonal networks.  

• Organizational slack describes the availability of uncommitted 
resources to the organization. In practice this means that the 
organization has time, money and people for dealing with the 
innovations. Typically, bigger organizations have more slack 
resources.  

Finally, Rogers (2003) states that the organizational variables might 
influence the innovation in one direction during the initiation phases of the 
innovation process and in the opposite direction during the implementation 
phases. For example, low centralization, high complexity and low 
formalization facilitate initiation of the innovation process, but they also make 
it difficult to implement the innovation.  

As the above presentation shows, both internal and external characteristics 
affect the level of organizational innovativeness. Rogers concentrated on the 
internal environment (six of his independent variables were related to this, in 
contrast to only one that described the external environment). Zaltman et al. 
(1973) presented a more extensive list, originally by Duncan (1972), of 
components that affect to the innovation (see Table 3.3). All of the 
components are further divided into more concrete components. Most of 
Rogers’ six internal independent variables can also be identified in this 
presentation.  
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Table 3.3: Factors and Components Comprising the Organization's Internal and 

External Environment (Duncan 1972). 

Internal environment External environment 
Organizational personnel component 

A. Educational and technological 
background and skills 

B. Previous technological and 
managerial skills 

C. Individual member’s 
involvement and commitment to 
attaining system’s goals 

D. Interpersonal behaviour styles 
E. Availability of manpower for 

utilization within the system 
Organizational functional and staff 
units component 

A. Technological characteristics or 
organizational units 

B. Interdependence of 
organizational units in carrying 
out their objectives 

C. Intra-unit conflict among 
organizational, functional and 
staff units 

D. Inter-unit conflict among 
organizational, functional and 
staff units 

Organizational level component 
A. Organizational objectives and 

goals 
B. Integrative process integrating 

individuals and groups into 
contributing maximally to 
attaining organizational goals 

C. Nature of the organization’s 
product service 

Customer component 
A. Distributors of product or 

service 
B. Actual users of product or 

service 
Supplier component 

A. New materials suppliers 
B. Equipment suppliers 
C. Product parts suppliers 
D. Labour supply 

Competitor component 
A. Competitors for suppliers 
B. Competitors for customers 

Socio-political component 
A. Government regulatory control 

over the industry 
B. Public political attitude towards 

industry and its particular 
product 

C. Relationship with trade unions 
with jurisdiction in the 
organization 

Technological component 
A. Meeting the new technological 

requirements of own industry 
and related industries in 
production or product or service 

B. Improving and developing new 
products by implementing new 
technological advances in the 
industry 

  
 
Walsham (1993) presents a framework for analysing organizational change 

associated with information systems. Also he emphasizes that changes occur 
at the organizational and process levels, in addition to the information system. 
He identifies four key components for the analysis framework: 1) Content, 2) 
Social Context, 3) Social Process and 4) Context/Process Linkage. Each of 
these components is further divided into associated conceptual elements:  

• Content refers to changes at the organizational level (e.g. in 
processes) and at the information system level (e.g. software and 
related technologies).  
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• Social context concerns the social relations between those 
participants who are involved in the information system, the 
social infrastructure available or necessary for its support and the  
history of previous commitments made in connection with the 
information systems.  

• Social process is about taking both cultural and political 
perspectives on how the information system resulted in 
organizational change.  

• The Context/Process linkage is a framework that is quite similar 
to Rogers’ view of factors affecting the rate of adoption of 
innovations. 

CIOs (Chief Information Officer) and IT executives are required to deal 
with two broad constituents of the external environment: the external business 
environment and the external IT environment. Three dimensions can 
characterize the external IT environment (Ranganathan et al. 2000): IT 
Munificence, IT Dynamics and IT activity intensity (see Table 3.4).  

Table 3.4: External IT environment Dimensions (Ranganathan et al. 2000). 

Dimension Description 
IT munificence  The extent to which the external IT environment 

provides adequate resources to the organization.  
IT dynamics  The extent to which the changes in the external IT 

environment are volatile and rapid. 
IT activity intensity The extent to which a firm’s competitors, suppliers, 

customers, and other stakeholders use IT. 
 
The business environment can be characterized according to two 

dimensions: product-based vs. service-based and high- vs. low-volatility 
context (Kankanhalli et al. 2003). In a stable business environment (low-
volatility), it is possible to amend the information technology infrastructure 
and business model in response to relatively small rates of change. However, 
in an unstable business environment where the rate of change is much higher, 
it is more difficult to adapt the legacy information technology systems and 
business model fast enough to support the strategic vision. (Gibson et al. 1999) 
Therefore an unstable business environment is likely to speed up the diffusion 
of innovations.   

So far organizational factors have been clearly emphasized as factors 
affecting the rate of innovations. When discussing IT/IS related issues of this 
nature, it seems important to understand how IT/IS is managed and what 
guides the management. Achterberg et al. (1993) identify four different 
paradigms for IT management (see Figure 3.6) based on strategic and 
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operational activities. These paradigms are described through four concepts: 
control process, dominating internal structure, dominating political and power 
structures and cultural characteristics. They allow the dimensions of 
operational activities and strategic and tactical activities to be defined further, 
resulting a detailed model that means the organization can be positioned 
according to the paradigms presented.  

In operational activities the dimensions are (from low to high): initial, 
experience, control, managed and flexible. In strategic and tactical activities 
the dimensions are (again, from low to high): start-up, growth, control, 
planning and strategic planning. (Achterberg et al. 1993) The paradigm an 
organization follows has of course influenced the diffusion of innovations 
process. For example, the management control paradigm is not characterized 
with a high level of innovation.  
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Figure 3.6: Four paradigms for managing IT (Achterberg et al. 1993). 

Another point influencing the innovativeness of organizations’ IT functions 
is the way in which the functions are organized. The IT function should be 
organized according to three underlying principles: 1) to foster co-evolution 
between the business and the IT function, 2) to nurture relationship networks 
for visioning, innovation, and sourcing and 3) to explicitly manage eight 
value-creating processes10. There are also three IT organizational models. The 
first model is the Partner Model, which aims to stimulate, catalyse and seed 

                                              
10 The processes are: Infrastructure management, Human capital management, Relationship 
management, Value innovation, Solutions delivery, Services provisioning, Strategic planning, 
Financial management. 
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thinking about strategic uses of IT. In this model IT is an active partner in 
setting the direction and timing of future IT capabilities. In the second model, 
the Platform Model, IT is primarily expected to provide infrastructure and 
tools to enable current and future business innovations. However, in contrast 
with the Partner Model, IT is not expected to be an active collaborator in 
initiating business innovations. In the third model, the Scalable Model, IT is 
viewed as a strategic differentiator and an important element of business 
innovation. (Agarwal et al. 2002.) 

One of IT management’s main tasks is to design and to implement an IS/IT 
strategy, which should be in line with the enterprise’s business strategy (Gupta 
et al. 1997; McAuley et al. 1997; Jung et al. 2003). Indeed, better links 
between the IS and business strategies was ranked as the most challenging 
issue for IT managers in a Norwegian study (Christensen et al. 2000). In 
another study over 50 percent of respondents indicated that aligning business 
and IS/IT strategies was very critical for their organization (CSC et al. 2003). 
Enterprises must however firstly decide which technologies are relevant to 
them (Jung et al. 2003). Actually, this prioritising of technology investments 
was ranked as the most critical organizational issue in a 2003 study (CSC et al. 
2003). The management must also decide whether the required technologies 
should be developed internally or produced by an external organisation. 
Finally, the enterprise has to decide which technologies should be used 
exclusively internally or transferred to other firms. (Jung et al. 2003) A 
framework is proposed that gives the IS/IT strategy four dimensions (see 
Figure 3.67). 
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Figure 3.7: Four dimensions of IS/IT strategy (Cheong et al. 2001). 
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The framework requires a) understanding of the competitive environment, 
b) analysis of business activities and their support systems and c) 
understanding of the organization’s ability to grow and develop from use of IS 
(Cheong et al. 2001). This framework emphasizes the importance of 
understanding the organization, the business and the enterprise software 
architecture.  Research is also showing how aligning IS and business strategies 
can contribute to the success of the organization (CSC et al. 2003).   

The IS/IT strategy can be divided in two distinct areas. The IS strategy is 
demand-oriented, focusing on the role of information and system requirements 
in meeting business objectives. The IT strategy, on the other hand, is supply-
oriented and concerned with specifying the technology and how to deliver its 
applications. (Burn et al. 2000.) 

The IS success model by DeLone and McLean (1992) provides some useful 
tools to help with analysing information systems. The original model states 
that the organizational impact of an information system depends on the quality 
of the system and quality of the information. These influence the use of the 
system and users’ satisfaction with it. The organizational impacts of 
information systems probably lead to upgrade or replacement efforts and may 
also lead to the diffusion process for adapting new innovations. A revisited 
model was presented in 2002, but the basic structure was almost the same 
(DeLone et al. 2002).  
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Figure 3.8: Model of Information System Success (DeLone et al. 1992). 

3.3 Lifetime of Information Systems 

The developments in database management systems influence also the 
maintenance of information systems (Akoka et al. 2003). Thus, if the evolving 
technological improvements are to be utilized, the information systems need to 
be maintained and upgraded or replaced. IS maintenance can be defined as 
correcting errors, improving performance or altering the system according to 
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changed requirements after the information system is implemented (1993). IS 
maintenance is important since a) most of the costs during the lifetime of an 
information system are spent on it and b) if an information system cannot be 
altered quickly and reliably, the organization misses out on some business 
opportunities (Bennett et al. 2000). However, the combination of incremental 
change and their age, size and structural degradation means that legacy 
information systems are hard to maintain (Gibson et al. 1999). Key 
maintenance issues include a) the costs of IS maintenance and b) when an 
organization should start to think about replacing the system. According to one 
study many organizations are still making IS/IT investments to support ageing 
and inefficient processes, or adding to new processes that were designed 
without considering current IT capability (Feeny et al. 1998). 

Information about the expected lifecycles of information systems is 
essential for an organization during the innovation process. Thus it is 
important to understand how the useful life of the system is determined and 
what consequences it has. As Swanson et al. (2000) write, the expected 
lifecycle of an information system also depends on how it has been 
maintained. They also acknowledge organizational context as an important 
factor relating to the expected lifecycles of information systems. However, 
they focus on (but are not limited to) the basic characteristics of information 
systems, like their age and size. The actual model they introduced is presented 
in Figure 3.9. Their findings confirm that system’s age, size and portfolio 
complexity play significant roles in determining how much maintenance will 
probably be required and remaining life expectancy. In addition, the 
maintenance effort and life expectancy are positively related. They also write 
that the lives of information systems are extended or shortened through 
management decisions. 
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Figure 3.9: Life expectancy of an information system and the associated factors 
(Swanson et al. 2000). 
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An information system is maintainable whilst the benefits of its use justify 
the costs of maintenance and operation (Swanson 1999). Maintenance is seen 
as the most costly phase in a software life cycle (Idris et al. 2002). Usually 
there are fixed costs from the licences of the information system and the 
DBMS. The maintenance costs of an information system are said to follow a 
bathtub shape, i.e. at the beginning there is lot of maintenance, but over time 
this drops off and stabilizes, until it begins to rise again, eventually becoming 
very expensive (Lehman 1980; Heales 2000; Glass 2002). Basically, 
identifying where an information system is according to this graph will 
influence the diffusion process (Glass 2002). When information systems get 
older and have gone through many changes and updates, they become more 
fragmented and intertwined. As a result, maintenance becomes more difficult 
and time consuming, thus more expensive. (Heales 2000) Typically, these 
changes and updates also influence the database behind the information 
system.  

Problems in maintaining software can also occur, depending on how much 
information is available from the supplier (Idris et al. 2002). Unfortunately the 
only reliable source of information about the system is often its source code 
(Gibson et al. 1999). Documentation can help to manage the development 
process as well as facilitate information system use and maintenance (Jazzar et 
al. 1995). Not only the lack (Moreira et al. 1998), but also the poor quality 
(Krogstie et al. 1994) of documentation has been identified as big problem in 
maintenance. The quality of documentation is low partly because it is usually 
generated in an ad-hoc manner (Huang et al. 2003). The lack of policies and 
standards also affects the maintenance process. If no policies and standards are 
present, the number of maintenance projects is likely to increase by 50% 
where the documentation is not in order. (Idris et al. 2002.)  

3.4 Framework of the attributes that affect the adoption of database 
innovations 

A developed framework of the attributes that affect database innovation 
adoption in the case organizations is presented in Figure 3.10. The framework 
has two main dimensions. The innovation is evaluated using the concepts of 
Rogers (2003) according to its perceived attributes. The organizational 
attributes affecting the diffusion process are divided into internal and external 
attributes, which are further categorized into business and technological 
environments. For the internal business environment the concepts of Rogers 
(2003) are selected, but also checked against the other theories presented in 
the previous sections. For example, instead of the first two properties of the 
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organizational personnel component by Duncan (1972), Rogers’ complexity 
concept (2003) is used. However, complexity is now evaluated from the 
perspective of database innovations. A study indicates that the level of 
technical skill amongst IS staff is the greatest contributor to the success of IS 
in an organization (CSC et al. 2003). Similarly the selected concept 
Organizational slack covers Duncan’s (1972) concepts ‘E. Availability of 
manpower for utilization within the system’ and ‘A. Technological 
characteristics or organizational units’.  

For the internal technological environment the concepts are formed 
following. Theories influencing and explaining the strength of IT Management 
are selected from the following: IT management paradigm (Achterberg et al. 
1993), IT organizational model (Agarwal et al. 2002), IS/IT strategy (Cheong 
et al. 2001; Jung et al. 2003; Gupta et al. 1997).  The IS Portfolio consists of 
the following parts: system and information quality (DeLone et al. 1992), and 
system size, age and portfolio complexity (Swanson et al. 2000).  

The concept of system openness is defined in Rogers (2003) and the 
concept of business volatility comes from Kankanhalli et al. (2003). 
Ranganathan et al. (2000) provide the external technological environment 
attribute.  

The innovation part of this framework was used as a tool to analyse 
database innovations. The organization part of the framework was used to 
assess case organizations’ orientation towards the adoption of database 
innovations. A detailed description of the use of this framework is presented in 
Section 4.5. 
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Figure 3.10: Developed framework of the attributes that affect the adoption of 
database innovations. 
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4 THE RETRO-PROJECT 

This chapter is about the empirical part of the research. It describes the 
methodological choices, design of the research, data collection process and 
data analysis. 

4.1 The RETRO-project and the goals of the research 

The name of the research project is RETRO, which is an abbreviation of 
Relational Database Trends in Organizations. It began by looking at database 
evolution and their diffusion in organizations. Studies on innovation use two 
distinct perspectives for analysis: adoption and diffusion. In this research the 
focus is on diffusion, when we attempt to understand why and how an 
innovation spreads and what characteristics of the innovation lead to 
widespread acceptance (Premkumar et al. 1995). In other words, the purpose 
of this research is, on the one hand, to evaluate and describe the current state 
of information systems and databases in different organizations. On the other 
hand, it aims to identify and describe forthcoming database trends in 
organizations.   

The goals of the research are thus:  
1. To describe database exploitation and other activities related to 

databases in different organizations 
• Types of DBMS. 
• Administration and maintenance. 
• Interfaces between databases and information systems. 
• Level of technology adoption. 

2. To identify typical shortcomings and problems in the 
exploitation of databases in different organizations. 

3. To describe the present development plans that the organizations 
have in the field of databases. 

4. To describe the requirements and effects of the diffusion of 
database innovations in different organizations. 

5. To identify, if possible, general trends in the diffusion of 
database innovations. 

6. To describe the pros and cons of database innovations. 
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7. To identify critical organizational factors that support the 
adoption of database innovations. 

This research also tries to interpret how database innovations are handled in 
the innovation-decision process. In order to do this, the current business and 
technological environment must be understood and the present level of 
knowledge with the database innovations in the organizations must also be 
recognized.  

4.2 Research methodology 

Methodologically, this research is a multiple case study research. This 
approach is a viable research methodology in IS-research for several reasons. 
First, it allows both academia and practitioners to keep up with the rapid 
changes occurring in the IT world as well as in the organizations (Dudé et al. 
2003). Second, the researcher can study information systems in a natural 
setting, learn about the real-life situation, and generate theories from practice 
(Benbasat et al. 1987; Cavaye 1996). Third, in-depth investigations help to 
develop new ideas and new lines of reasoning, and pinpoint the opportunities, 
challenges and issues facing IT specialists and managers (Dudé et al. 2003). 
Fourth, case methods allow the researcher to understand the nature and 
complexity of the processes taking place (Benbasat et al. 1987). Finally, 
capturing the context of people-related and organizational phenomena is 
always important, making case studies an appropriate research strategy in IS 
(Cavaye 1996). Case study research is also well suited for understanding the 
interactions between IT-related innovations and organizational contexts 
(Broadbent et al. 1998). 

There is no generally accepted definition for case study research (Cavaye 
1996), but for example Yin (1994) defines it as an empirical inquiry that 
investigates a contemporary phenomenon within its real-life context, 
especially when the boundaries between phenomenon and context are not 
clearly evident. Benbasat et al. (1987) use this definition  as a basis for their 
own description. According to them, a case study examines a phenomenon in 
its natural setting, employing multiple methods of data collection to gather 
information from one or a few entities. Additional characteristics defined for 
case study research are (Benbasat et al. 1987; Yin 1994): 

1. The complexity of the unit is studied intensively. 
2. No experimental controls or manipulation are involved. 
3. The investigator may not specify the set of independent and 

dependent variables in advance. 
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4. The results derived depend heavily on the investigative power of 
the researcher. 

5. Changes in site selection and data collection methods could take 
place as the investigator develops new hypotheses. 

6. Case research is useful in the study of “how” and “why” 
questions, because these deal with operational links to be traced 
over time rather than with frequency or incidence. 

Case study research can be used both in positivism and interpretivism 
research traditions. In positivism facts and values are distinct and scientific 
knowledge consists only of the former, but in interpretivism facts and values 
are intertwined and both are involved in scientific knowledge (Walsham 
1995). In the interpretivist tradition the aim is to understand the phenomena 
from the point of the view of the participants who are directly involved in it. In 
the positivist tradition the aim is to understand and explain the social setting 
by identifying individual components of a phenomenon and to explain it in 
terms of constructs and relationships between constructs. (Cavaye 1996) 
Research suggests that most of the case studies are positivist. Positivist case 
research is further divided into theoretical and descriptive research. For 
example, in descriptive case research, investigators attempt no theoretical 
interpretation of the phenomena; rather, they present what they believe to be 
straightforward, objective, factual accounts of events to illustrate some issue 
of interest. (Dudé et al. 2003.)  

This research follows the interpretivist tradition of the case research, since 
the aim is to understand the exploitation of information systems and databases 
through the views of the interviewees. The information systems and databases 
are not directly examined. In interpretivism there is no objective reality that 
can be discovered by researchers and replicated by others (Walsham 1993; 
Broadbent et al. 1998). An interpretive researcher attempts to gain a deep 
understanding of the phenomena being investigated and their subjectivity is 
acknowledged as part of this process (Broadbent et al. 1998). Interpretive 
researchers attempt to understand the way others construe, conceptualise and 
understand events, concepts and categories, in part because these are assumed 
to influence individuals’ behaviour (Duchon et al. 1988). Interpretivism is thus 
an epistemological position, concerned with approaches to the understanding 
of reality and asserting that all knowledge is necessarily a social construction 
and thus objective (Walsham 1993). At the lowest level an understanding of 
the reality is achieved, as it appears in the natural settings of the interviewees. 
At a second level the researcher interprets what is happening in the field.  The 
highest level involves conceptualising and abstracting the interpretations of 
the second level. This carries the research partly into the positivist sphere. 
However, as Walsham (1993) argues, the relationship between the theory and 
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the research is different in the interpretive tradition: “There are no correct and 
incorrect theories but there are interesting and less interesting ways to view 
the world. A reader might well ask ‘interesting to whom’? An author can only 
respond in the first instance that the theories, which he or she presents, are 
interesting to themselves and may be interesting to others.”  

4.3 Research design 

This section describes the research questions, case selection and the actual 
cases that were studied. Finally, the research stages are presented. 

4.3.1 Research questions 

The database innovations of recent years inspired me to study their diffusion 
in organizations. The main research question is based on the research setting 
outlined in Figure 4.1.  
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Figure 4.1: Research setting. 

Since the diffusion is happening inside organizations, the organization itself 
plays a major role in adopting database innovations. Also relevant are the 
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business requirements that influence the way in which information technology 
is exploited. These requirements may for example require integration of 
information systems and exchange of the data used in the business processes. 
There are many essential information systems and databases in a typical 
organization. These manage large amount of different data and are probably 
integrated in some way. The IS environment is not static and new ideas and 
plans may exist partly because of the problems and shortcomings inherent in 
current information systems and databases. Also, other organizations and 
companies may influence the information systems and databases by 
expressing their hopes and requirements. An organization has to work with 
and fulfil pressures and requirements from both internal and external 
stakeholders. 

The main research question in this research setting is How do database 
innovations diffuse in organizations? This question is further divided in 
empirical and theoretical dimensions. In the empirical dimension two focused 
sub-questions are defined: 

E1)  How have database innovations diffused in the cases? 
E2)  How will database innovations diffuse in the cases in future? 
The first subquestion concerns the present exploitation of databases by the 

case organizations. This thesis will describe what kinds of database solutions 
are currently exploited, how the data is modelled, how maintenance and 
administration of databases is organized and problems with the present 
database architecture. It also describes the level of database integration. The 
second subquestion focuses on the future of database innovations in the case 
organizations. This study describes the plans and trends that the case 
organizations have for information systems and background databases. In 
addition, it discusses how organizational factors contribute to the diffusion of 
database innovations in each case.  

In the theoretical dimension three focused subquestions are defined: 
T1)  How do database innovations influence data management? 
T2)  How can diffusion of innovations theory predict the adoption of 

database innovations? 
T3)  What are the critical organizational success factors for the adoption 

of database innovations? 
The first subquestion addresses the improvements, possibilities and 

drawbacks of the database innovations when they are adopted. It also covers 
the changes that are needed in database architecture and how organizations 
can start exploiting the possibilities of database innovations. The response of 
this thesis to the second subquestion analyses the use of diffusion of 
innovations theory in predicting the adoption of database innovations. The 
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third subquestion describes critical success factors that contribute to the 
adoption of the database innovations.  

Most of the research questions are ‘how-questions’ that are typical of case 
study research. ‘What-questions’ can be presented as part of these how-
questions, following Yin’s (1994) advice that case studies that address what-
questions are most appropriate when the purpose of the study is to explore a 
new phenomenon. (Yin 1994) As explained earlier, the new phenomenon for 
this research is the diffusion of database innovations in the case organizations. 

4.3.2 Multiple case design 

Multiple case designs are desirable when the intent of the research is 
description, theory building or theory testing (Benbasat et al. 1987). Cases 
must be selected so as to maximize what can be learned in the period of time 
available for the study (Dudé et al. 2003). The number of required cases also 
depends on the focus of the research question (Broadbent et al. 1998). Each 
case must be carefully selected so that it either predicts similar results (literal 
replication) or forecasts contrasting results but for predictable reasons 
(theoretical replication) (Yin 1994; Cavaye 1996). In this research literal 
replication strategy was used. The cases were selected as equally 
representative, with no predetermined ideas. If we had chosen theoretical 
replication the cases would have been selected differently.  

Research on organizational-level phenomena requires for the site selection 
to be based on the characteristics of organizations, i.e. industry, company size, 
public or private ownership (Benbasat et al. 1987). Studying multiple cases 
enables analysis of data in various situations (Cavaye 1996). As a research 
strategy, case studies are good for revealing the depth and complexity of 
situated processes or phenomena, but often lack generalization. In turn, to 
increase generalization, multiple case studies must be employed, and their 
analyses conducted at different levels. (Jazzar et al. 1995.)  

Many companies and organizations were contacted during the case 
selection process. The contacts were made by phone and an introductory letter 
was emailed. This letter described the nature and the context of the research 
project and its objectives. Finally, a total of six cases were selected for the 
project and studied in the following order: SOK Corporation (SOK), Salon 
Seudun Puhelin Ltd (SSP), Statistics Finland (STAT), State Provincial Office 
of Western Finland (WEST), TS-Group Ltd (TS) and Optiroc Ltd (OPTI). 
Table 4.1 gives some detailed information about the case organizations and 
additional information is also available in Appendix 1.  
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The cases were selected according to certain criteria and the selected six 
cases satisfied all of these requirements. First and most important of these was 
a willingness to co-operate. Secondly, the organizations should be at least 
medium-sized. The EU Commission has defined that a medium-sized 
organization has 50 to 250 employees and an annual turnover between 10 and 
50 million euros (EU Commission 2003). All except one case are medium-size 
when looking the annual turnover, but only one is still in this category 
according to its number of employees. The rationale for aiming at medium-
size or larger organizations was the desire to study more complex 
environments than probably would have been the case otherwise. Third, the 
organizations should not be direct competitors with each other. This criterion 
was based on the idea that the organizations could hopefully learn something 
from each other during the research. It also enabled more open discussions at 
the beginning and in the final seminars. Furthermore, we could write the 
reports without worrying about issues of competition. Fourth, the 
organizations should represent different lines of businesses. This provided a 
broader perspective in relation to database innovations throughout the Finnish 
economy. Fifth, the organizations should not have IT as the major business. 
This criterion focused the research more on business than technology issues. It 
also meant that interviewees provided a more current and realistic view of the 
diffusion of database innovations rather than information about those in the 
development phase that would enter the market later. Finally, public sector 
organisations should be among the cases. This criterion also broadened the 
view of the diffusion of the database innovations.  

Every case should also serve the research in some special way (Yin 1994). 
Research questions should also be interesting and important to the 
participating organizations in order to gain their support and ensure access to 
their people and resources (Broadbent et al. 1998). Therefore, in addition to 
the research setting and the research questions, a specific and more detailed 
research area was defined with every case, as presented in Table 4.1. These 
additional research areas focused on organizations’ main interest areas around 
database innovations and provided a rich description and understanding of the 
nature of the specific research area.   Actually every organization received 
three reports:  

• The case-specific report. 
• Cross-case report. 
• This PhD-thesis.  

The case-specific report concentrated on the specific topic in question, 
described the current state in the organization in relation to the specific 
research field and suggested proposed targets for development. The cross-case 
report, which was based on the different cases, described general trends in 
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database usage and offered proposals for better data management. Finally, this 
PhD-thesis provides deeper analysis of the diffusion of database innovations. 

Table 4.1: The case organizations in RETRO-project. 

Organization/ 
Abbreviation 
used in this 
research 

Line of business Private/ 
Public 

Turnover 
in 2002 
(  € 
millions)  

Number of 
employees 
in 2002 

Specific research 
field 

SOK 
corporation/SOK 

Co-operative 
society (Food and 
groceries, 
Consumer goods, 
Hotels and 
Restaurants, 
Hardware and 
Agriculture, Car 
dealerships, Fuel 
sales) 

Private 2998 4645 Data modelling for 
information systems 
integration 

Salon Seudun 
Puhelin Ltd/SSP 
 

Tele-
communications 

Private 28 121 Management of 
information systems 

Statistics 
Finland/STAT 

National statistics Public 52 1 074 Storing and managing 
spatial data in 
databases 

State Provincial 
Office of Western 
Finland/WEST 

Regional 
administrative 
authority 

Public  350 Managing inquiries 
with databases 

TS-Group Ltd/TS Printing services 
and Communi-
cations 

Private 69,7 2 052 
(Consolidated 
corporation) 

Managing customer 
information with 
databases 

Optiroc 
OY/OPTI 
 
 

Building materials Private 149 388 Maintenance and 
customisation of IS 

 
The basic units of analysis were the interviewee’s knowledge, meanings 

and interpretations, as expressed in their answers to questions about essential 
databases or information systems. In each case multiple databases and 
information systems were studied. This specification of the unit of analysis is 
critical if we want to understand how the case research relates to a broader 
body of knowledge (Dudé et al. 2003).  

4.3.3 Research stages 

The stages of the research are presented in Figure 4.2, which has been adapted 
from Yin (1994). The research had three main stages: 1) Define & design, 2) 
Prepare, collect & analyse and 3) Analyse & conclude. Every stage was also 
divided into smaller steps. One relevant point is that every case stands alone 
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and after each was complete a final meeting of 1 to 2 hours was held to present 
and discuss the results of the study.  

The design and define stage started in May 2002 and it lasted six months. 
During that period an understanding of the development in the field of 
databases was acquired and the case study was designed. The second stage, i.e. 
the empirical part of the research, started in October 2002 and it continued 
until September 2003. In this stage six single-case studies were conducted, 
largely following the interpretive approach. In third stage the cases were cross-
analysed and the cross-case report was published at the beginning of February 
2004. Since then this doctoral thesis has been the focus of the researcher.  
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Figure 4.2: Phases of the research. 

4.4 Data collection 

This section describes issues relating to data collection. It starts with 
discussing and describing the multiple data collection methods used in this 
research. It then outlines the interviews and the themes of the interviews, 
before describing the actual data collection process. 
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4.4.1 Multiple data collection methods 

In a typical case study research multiple data collection methods are used 
(Benbasat et al. 1987). This involves combining different techniques, such as 
interviews, observation, and document and text analysis (Broadbent et al. 
1998). All of these techniques were employed in this research.  

Semi-structured interviews were used as the main data collection method. 
This is the case for most interpretive case studies, since the method provides 
the best access to the interpretations of participants regarding information 
systems and databases in the organization (Walsham 1995). Actually, 
interviews are recognized as essential sources of information for all kind of 
case study research (Yin 1994). The strengths of interview are that a) it is 
targeted and focuses directly on the case study topic and b) it is insightful, 
providing perceived causal inferences (Yin 1994).  

During this research a total of 54 interviews were held and the number of 
interviews per organization ranged from 6 to 14 (see Table 4.2). The length of 
a single interview was approximately 100 minutes and the total time spent 
conducting interviews was over 91 hours. The researcher prepared well for 
every interview since interview time should be used only to obtain information 
that cannot be obtained in any other way (Broadbent et al. 1998). The 
interviewees were set up by the organization’s contact person, who was 
usually its IT manager. The interviewees represented various positions, but 
they were typically persons in administrative positions toward the information 
systems. Examples of the posts held by the interviewees include CEO, IT 
manager, IS Manager, Project manager and Main User. All conducted 
interviews are listed in the Appendix 1. 

Table 4.2: The interviews. 

Source SOK SSP STAT WEST TS OPTI Sum 
Interviews 
 

12 10 7 10 8 7 54 

Interviewees 
 

14 10 6 10 8 7 55 

Total length 
of interviews 

26 h 17 h 11 h 12 h 12 h 13 h 91 h 

 
Data was also gathered from existing documentation and archival records 

like annual reports. Documentation provides stable, unobtrusive, exact and 
broad coverage of the cases (Yin 1994). Most of the documentation (memos, 
publications, presentations) and archival records were received during the 
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interviews.  Table 4.3 present the many documents used as data sources in the 
different cases.  

Direct observations were also used in some instances, such as when better 
understanding of the meaning and functionality of the information system was 
needed. For example, in Salon Seudun Puhelin Ltd and the State Provincial 
Office of Western Finland two information systems were described in more 
detail. In Statistics Finland the researcher participated in a GIS seminar to get 
more information about the state of spatial data management in the area. 

During the data collection period the researcher acted as an outside 
observer. Acting this way means that the interviewees will be relatively frank 
in expressing their views (Walsham 1995). This happened frequently during 
the interviews, since the interviewees were often very critical of the 
information systems. However, as an outside observer the researcher might 
also be prevented from accessing certain data (Walsham 1995) and this also 
proved to be the case a couple of times when some information was not 
provided, e.g. costs of licences. 
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Table 4.3: Documents as sources of evidence. 

Case Documents  
SOK • Annual report 

• Current EDI solutions 
• EAI research report 
• IS documents 
• Data models of present databases 

SSP • Annual report 
• Current IS environment 
• IS documents 

STAT • Annual report 
• Memos of spatial data management issues 
• Powerpoint presentations of GIS services in the organization 
• IS documents 
• Data models of present databases 
• Report of one information system project 
• Documents of current database management systems 

WEST • Annual reports 
• Official reports of basic services in West-Finland 
• Final report of developing data collection 
• Excel-sheets used in data collection 
• Description of the data managed in WEST 
• Draft of spatial data exploitation in the future 
• List of information systems 
• A number of other reports 

TS • Annual report 
• Memos of the DBA group 
• Description of the database infrastructure 
• Draft of the CRM infrastructure 
• Report of the customer segments 

OPTI • Annual report 
• Current IS environment 
• Process models 
• List of the databases in use 
• User manual of one information system 
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4.4.2 Themes of the interviews 

The interviews were divided in two parts (see Figure 4.3).  
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Figure 4.3: The themes of the interviews. 

The first part of the interview concentrated on the general environment of 
the information systems and the second part concentrated in detail on the 
specific information systems and databases. The purpose of the first part was 
to get acquainted with the line of business the interviewee represented, the 
important data that was managed and produced and the important information 
systems and databases in use. 

The second part looked in a more detailed and technical way at the essential 
information systems and databases identified in the first part of the interview. 
If more than one information system and database were identified this part was 
conducted several times with each relevant interviewee. The second part of the 
interview discussed the following themes of the information system and 
database in question: 

• The purpose of the IS and the database. 
• License, maintenance and administration costs. 
• Owner/Manager of the IS and the database. 
• Different interfaces of the IS and the database. 
• The database management system (DBMS). 
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• Key statistics associated with of the information system and the 
data related to it, i.e. their size (in bytes, in number of the rows, 
in number of the tables), number of users, number of concurrent 
users, number of transactions, type of transactions. 

• Features exploited in the database, i.e. object types, LOBs, 
triggers, stored procedures, views. 

• XML and information systems, i.e. whether XML documents are 
produced from the database, or stored in the database, whether 
the information system can receive XML documents and the 
level of XML knowledge. 

• Integration with other information systems and databases. 
• The state of the documentation. 
• Problems and critical issues, i.e. typical problem situations, 

usage breaks, shortcomings of the current database. 
• Future plans in the field of databases, i.e. plans with object 

features, XML data management and other issues. 
The translated interview script is presented in Appendix 2.  

4.4.3 Data Collection Process 

Each case began with at least one preliminary meeting with the contact person 
or persons in the organization. These meetings defined the specific research 
field, identified the interviewees and finalised necessary preparations for the 
investigation. Usual protocols suggest that the contact person informs the 
interviewees of the project and the fact that a researcher will contact them to 
agree the interview schedule. On most occasions, documentation describing or 
relating to the specific research field was received during these meetings. 
Working in this way, the organization could ensure that adequate preparation 
for the study has been carried out, which was one concern of Broadbent et al. 
(1998). 

After the contact person had informed the interviewees, the researcher 
either phoned the interviewee directly to agree the interview time or sent an 
email suggesting some possible dates, to which the interviewee responded. 
Some days before the actual meeting the script was sent to the interviewees. 
The purpose of this was both to remind the interviewee about the forthcoming 
meeting, to orientate the interviewee for the occasion and also give them time 
to check some details relating to its themes. 

All interviews began by presenting an overview of the whole research and 
explanation of how the particular case fitted into the overall project. The slide 
presented in Figure 4.4 played a central role in this presentation.  



103 
 

RETRO-project
10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9

SOK
SSP Work on the
STAT disseratation
WEST
TS
OPTI

Research Reporting Summary Seminar

2002 2003 2004

Ti
m

e 
to

 c
om

pl
et

Data modeling 
for application 

integration

Managing
inquiries

with
databases

Management 
of 

information 
systems

Managing
customer

information
with

databases

Storing
and

managing 
spatial 
data 
in 

databases

Maintenance
and

customization
of IS

Present state and future trends

OPTITSWESTSTATSSPSOK

 

Figure 4.4: Introduction slide used in interviews. 

All interviews were recorded and notes were taken that were transcribed 
afterwards, before being returned to the interviewee for corrections and 
possible additions. The main advantage of tape-recording is that it provides a 
full description of what was said, but a disadvantage is that it requires lot of 
time to transcribe the recordings (Walsham 1995). Additional materials were 
received during the interviews, and these were put into a database, along with 
the transcriptions, once the discussion was completed. This database 
application was developed to improve and to ease the analysis of the 
information, since many different search conditions could be used. It also met 
the following requirements:  

• The researcher should be very accurate in record keeping. Vital 
data may be lost if entrusted to memory and not organized as 
soon after collection as possible (Benbasat et al. 1987).  

• The case study data needs to be organized in a way that will 
ensure ready access to the case data at any point during or after 
the study (Yin 1994). 

The interviewees made some corrections and additions to the interview 
transcriptions, but altogether their changes were quite minor. Typically, only 
some small details were changed.  

According to Yin (1994) three principles should be followed during the data 
collection:  
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• Use multiple sources of evidence. 
• Create a case study database. 
• Maintain a chain of evidence. 

In this research multiple sources of evidence were exploited to achieve so-
called ‘triangulation’. The use of multiple data collection methods was also 
justified since triangulation 1) can alert potential analytical errors and 
omissions and 2) can lead to new insights and modes of analysis (Duchon et 
al. 1988). Yin (1994) used the term ‘case study database’ to describe the 
collection and archiving of all case relevant data. This research also followed 
this principle by keeping all of the data together and easily accessible. The 
third principle allows the reader of this report to follow the derivation of any 
evidence, ranging from the initial research questions to case study conclusions. 

4.5 Data Analysis 

The analysis of case study evidence is especially difficult because the 
strategies and techniques are not well defined (Yin 1994). However, it is 
important to describe the methods used in data analysis to guarantee that the 
chain of evidence is not lost. This will also improve the reliability of the data. 
(Benbasat et al. 1987) A project becomes more credible when the researcher 
describes in detail how the research results were achieved (Broadbent et al. 
1998). The goal of the data analysis in this kind of interpretive case research is 
to produce an understanding of the context of information systems and the 
interactions between these systems and their concepts (Broadbent et al. 1998). 
The researcher develops categories and meanings from the data through an 
iterative process that starts by developing an initial understanding of those 
being studied (Duchon et al. 1988). In an interpretive case study four possible 
types of generalizations are identified (Walsham 1995): development of 
concepts, generation of theory, drawing of specific implications and 
contribution of rich insight. In this research the main type of generalization 
was to create rich insights into the cases.  

In this multiple case study project the data was analysed in three phases. 
The first phase involved writing the single case reports, the second was 
concerned with writing the first part of the cross-case report and the third 
consisted of writing the second part of the cross-case report. Table 4.4 gives 
additional details about these phases.  
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Table 4.4: Data analysis in this research. 

 Single  
case analysis 

Cross-case  
analysis I 

Cross-case  
analysis II 

Focus 
 

• The specific 
research area 

• The empirical 
research questions 

• The theoretical 
research questions 

Aims 
 

• Description of the 
case 

• Description of the 
database trends  

• Explaining the 
diffusion of the 
database 
innovations  

Analysis • Interpreting the 
interviews with 
additional 
materials and 
observations 

• Building 
categories and 
classifications and 
describing the 
field of databases 

• Quantitative 
analysis 

• Describing the 
cases against the 
developed 
framework 

• Describing the 
database 
innovations 
against the 
developed 
framework 

• Qualitative 
analysis 

 
 
 
Cross-case analysis I involved handling each interview theme individually 

and building categories and classifications. The classifications were not based 
on any specific absolute metrics, instead they were defined from the thoughts 
and feelings of the interviewees associated with the topic in question. The 
categories and classifications are presented in Table 4.5.  
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Table 4.5: The categories and classifications used in data analysis. 
 

Interview theme 
 

Categories/Classifications 

What kinds of database 
solutions are currently 
exploited? 

DBMS Generations 
• 2nd generation: Relational database 
• 3rd generation: Object-oriented database 
• Enriched 3rd generation: XML database 

Type of information systems 
• On-Line Transaction Processing System 
• Decision support system, Reporting 
• Enterprise Resource Planning system 
• Information channel system 

Importance to the business 
• Business Critical IS 
• Supporting IS 

Interfaces to the database 
• PC-terminal 
• Client/Server 
• Browser 
• Mobile 

What is the state of data 
modelling considering the 
essential data? 

Data modelling needs in the cases 
State of the enterprise data model 

• Not defined 
• Data is gathered, but not modelled 
• First level data model designed during the 

research 
• Data model designed during IS 

implementation 
How is the maintenance and 
administration of databases 
organized? 

IS maintenance 
• Outsourced 
• Mostly outsourced 

DB maintenance 
• Outsourced 
• Mostly outsourced 
• In-house 

Main user –ideology 
• Yes 
• Partly 

State of documentation 
• Unsatisfactory, outdated 
• Documentation started 
• Almost satisfactory 
• Satisfactory 

Documentation template or standard in use 
• Yes 
• No 
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Table 4.5: The categories and classifications used in data analysis (continued). 

Interview theme Categories/Classifications 
 

How are databases integrated 
in the organizations? 

Implemented integration solutions 
• Manually 
• Email attachments 
• FTP file transfers 
• System-to-System 
• EDI 
• Database link 
• XML message 

How is XML used and/or will 
be used in combination with 
databases in the case 
organizations? 

Levels of XML use with databases 
• Level 0: XML not used at all 
• Level A: XML produced from the data in 

the database 
• Level B: XML data stored in relational 

tables 
• Level C: XML data stored in CLOBs 
• Level D: XML data stored in native format 

What kind of black spots and 
shortcomings current 
database and information 
systems have? 

Problem areas of IS and databases 
• Logical structure of the database 
• Data integrity 
• DBMS 
• Response times and hardware 
• Integration 
• Reporting 
• Personnel 

What plans do organizations 
have to consider developing 
databases and information 
systems? 

Development plans 
• Data modelling 
• DBMS upgrade/replacement 
• IS upgrade/replacement 
• Integration, Web Services 
• Browser based interfaces 
• Hardware upgrade/replacement 
• Strategy 

 
During the cross-case analysis II each case organization was characterised 

according to the organizational part of the developed framework presented in 
section 3.4. This phase also involved analysing the database innovations, but 
against the innovation part of the framework. The researcher evaluated all 
attributes of the developed framework on a five-level scale: Very Low – Low 
– Moderate – High – Very High. These evaluations were converted to 
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numbers 0 to 4 corresponding to the previous scale. However, three attributes 
have negative influence adopting database innovations. In these cases the scale 
was turned upside down in the conversion to numbers. For example, if an 
organization’s IS portfolio were evaluated highly it would be converted to 1. 
Finally, all numbers were added up to calculate an orientation value towards 
the adoption of database innovations and this was expressed in percentage 
terms. This made the maximum orientation value 44 (100 percent) and the 
lowest orientation value zero (0 percent). The orientation value is not a 
timeless indicator, rather it describes the situation at certain point of time. The 
higher the value, the better prerequisites the organization has to adapt to 
current database innovations. Thus the evaluation tries to point out areas in 
which improvements are needed to enhance innovativeness.  

The aim of this analysis of database innovations and framework is to 
describe how database innovations can help and improve business processes. 
This means producing innovation-evaluation information that according to 
Rogers (1995) answers questions like what are an innovation’s consequences? 
and what will its advantages and disadvantages be in different cases? 
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5 DATABASE ARCHITECTURES AND 
TRENDS IN THE CASE ORGANIZATIONS 

This chapter presents the results of the empirical part of this research, 
organized around the interview themes.  

5.1 Description of the database environment 

The research analysed a total of 44 different information systems. Most (40%) 
of these were online transaction-processing (OLTP) systems (Figure 5.1), such 
as the order-entry systems in the SOK Corporation, Optiroc Ltd, Salon Seudun 
Puhelin Ltd and TS-Group Ltd. The second biggest category was decision 
support and reporting systems (30%). There were no data warehouse systems, 
but customized reporting systems were used by SOK, Salon Seudun Puhelin 
and Optiroc. All accounting systems were also classified in this category. A 
quarter of the total were enterprise resource planning systems like the 
production management system at Optiroc. In addition, two were interactive 
information channels for customers. Most of the studied information systems 
(75%) were produced by external IS/IT-companies. The remaining quarter 
were developed by the organization itself.  

 
 

40 %

30 %

25 %

5 %
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DSS,
Reporting
ERP

Information
channel

 

Figure 5.1: Distribution of types of the information systems. 
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Over half (52%) of the information systems and the databases studied 
during this research were used in business-critical processes. The study 
identified business critical information systems in all cases except the State 
Provincial Office of Western Finland. Figure 5.2 shows how business critical 
information systems were categorised. As the Figure shows, most (65%) of 
them were online transaction processing systems. Analysis of variance shows 
also that the differences between IS type categories are statistically very 
significant (p=0.0016).  In the OLTP-category 83% of the information systems 
were business critical, but this was the case with only 23% in the DSS, 
Reporting–category and only 45% in the ERP-category. 
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Figure 5.2: The distribution of business critical information systems. 

On average, the databases in the OLTP-category were a little over 9 
Gigabytes in size (in fact they ranged from 0.5 GB to 50 GB, with a median of 
4.5). The number of concurrent users in the OLTP-category ranged from 4 to 
200, with a mean of 84 (median 50). The biggest database was SOK’s 
reporting database, which was 2 Terabytes. 

The average implementation year of the information systems was 1997, 
making their average age almost 7 years. The newest information systems 
studied during the research were implemented in 2003 and the oldest as far 
back as 1985. Within different cases their average age ranged from 4.6 to 10.7 
years. The average year of implementation in the various IS-type categories is 
presented in Table 5.1. As the table shows, online transaction processing 
systems were the first to be implemented, on average almost 9 years ago. In 
contrast, the average date for implementing their supporting information 
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systems was 1999. This difference between these two categories is also 
statistically significant (p=0.0048), indicating that business critical 
information systems are not easily changed just to follow new technological 
flows. 

Table 5.1: Average year of implementation for different categories of 
information system. 

Category Average year of implementation  
OLTP 
 

1995 

DSS, Reporting 
 

1998 

ERP 
 

1998 

Information channel 
 

2001 

  
The majority (68%) of information systems were implemented in 1999 or 

earlier (see Figure 5.3). Their ages already show that the database technology 
behind the information systems is mainly relational DBMSs. Actually, 
relational DBMS were used in all of the information systems studied and no 
information systems exploited even third generation database technology, not 
to mention any further enrichments of them. Although some DBMSs represent 
the third generation, their information systems utilize only the features of the 
second generation – in other words, they do not utilize user-defined types, 
collections or LOB-types.  

 

1995-1999
45 %<1995

23 %

2000-2003
32 %  

Figure 5.3: Date of information system implementation.  
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Typically, the organizations use more than one DBMS. The normal reason 
for this is that each information system requires a particular DBMS. Only in 
Optiroc was a decision made that all the information systems should utilize 
Oracle DBMS. Most of the information systems utilize one of the three major 
DBMSs (Oracle is involved with 29.5% of them, SQL Server 29.5% and DB2 
27.3 %, although the distribution is more balanced here than it was in a recent 
market share analysis, which gave Oracle 39.4 %, IBM DB2 33.6% and 
Microsoft SQL Server 11.1% (IDC 2003)). The use of many different DBMSs 
in the case organizations can increase the pressure and challenges on the 
administration and maintenance of the databases.  

Three quarters of the information systems had only one kind of interface to 
the database, although the remaining 25% had multiple interfaces. The focus 
of these interfaces between the information systems and the databases was 
slightly different in the various organizations (Figure 5.4). Altogether, 59% of 
the information systems had at least a client/server interface. In practice this 
means that in these information systems, client software installations are 
required to the client computers. Only at SOK were there possibilities to 
connect to the information system through a mobile device. In addition, SMS-
messages are used at SOK to send additional information to customers. At 
Optiroc all studied information systems had a browser-based interface.  
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Figure 5.4: Percentages of different interfaces per organization. 

5.2 State of data modelling 

The interviews confirmed the importance of the enterprise data model when 
designing and implementing integration between information systems and 
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databases. The interviewees mentioned that the enterprise data model helps to 
understand the information systems and their possible and existing 
connections. In three cases (SOK, State Provincial Office of Western Finland 
and Statistics Finland) the investigation expected a first level data model to 
result from the research (see Table 5.2). Almost all cases regarded data 
modelling as a very important and a critical part of IS development. Only in 
Salon Seudun Puhelin was the role of data modelling not emphasized. The 
results show that in all other cases one major rationale for data modelling is 
the need to integrate information systems and databases. This is not a surprise 
when one considers the theory that a data model is a central starting point for 
integrating information systems.  

TS-Group Ltd gathered a large amount of background data during its CRM 
project, but surprisingly did not design a data model for customer 
management, even though the interviewees agreed that it is essential to define 
what is actually a customer. In Salon Seudun Puhelin Ltd the focus was on 
modelling processes, rather than data modelling. This is based on the idea that 
process modelling can improve processes and decrease problems.  

The information systems studied in this research manage mainly traditional 
types of data, i.e. numbers, characters, strings and dates. However, the case 
organizations had very challenging data modelling environments. For 
example, modelling a product at SOK proved to be very complex, because the 
corporation handles such a broad variety of products. The same model would 
need to describe anything from sweets to tractors and from milk products to 
home electronics. In Statistics Finland and the State Provincial Office of 
Western Finland data modelling has got to the stage where complex objects 
need to be included in the data model. They both have plans to use 
geographical data in their future information systems and these points, lines 
and polygons are now appearing in their data models. XML on the other hand 
has not yet influenced data modelling in any of the case organizations. 
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Table 5.2: State of data modelling in case organizations. 

Case Rationale for data modelling State of data modelling 
SOK Integration of information systems First level data model designed 

during the research 
 

SSP No data modelling needs 
recognized; Modelling of processes 
seen more important 

Not defined 

WEST New information system and 
integration of information systems 

First level data model designed 
during the research 
 

STAT Management of spatial data and 
integration of information systems 

First level data model designed 
during the research 
 

TS Management of customer data and 
integration of information systems 

Data is gathered, but not modelled 
 

OPTI New production planning system 
and integration of information 
systems 

Data model designed during IS 
implementation 
 

5.3 Maintenance and administration of the databases and information 
systems 

None of the organizations does business in IS development and therefore it is 
no surprise that information system maintenance is mostly or totally 
outsourced (see Table 5.3). The only exception is Statistics Finland because it 
needs special information systems for statistical analysis, which are developed 
in-house. Neither SOK, Salon Seudun Puhelin nor TS-Group rely totally on 
outsourcing, as they all run information systems that were developed in-
house11.  

Only the State Provincial Office of Western Finland and Optiroc have 
outsourced database administration, although this is also the case for SOK’s 
information systems that were developed elsewhere. Three other organizations 
employ their own personnel to administer the databases. In practice, database 
administration includes DBMS upgrades, backup, optimisation, user 
management, quota management and problem-solving. All organizations 
sought to coordinate, identify and discuss their user’s comments and 
requirements with the information system supplier. SOK formed large user 
groups to draw out this information. 

                                              
11 Actually 25 % of all studied information systems were developed within the case organizations. 
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Depending on the selected maintenance organization, the practical 
processes might also be influenced. Total outsourcing was seen as a risk, since 
it means that knowledge of the operational information systems and databases 
is held outside the organization. It might also slow down development 
processes, because the developers are not bound to the organization itself. In 
addition, a recent study argues that without in-house expertise, a company 
cannot understand the viability of addressing new demands, or the potential 
for meeting existing demands on a new technology platform (Feeny et al. 
1998). Problems were also identified in strong main user –ideology, which 
means that an information system has a responsible person that acts as 
middleman between the users and the IS vendor. In these cases one 
information system might be emphasized over the others and the IS wholeness 
could be disturbed. 

Table 5.3: Information systems maintenance issues in the case organizations. 

Case IS maintenance DB 
administration 

Main user–ideology 

SOK 
 

Mostly outsourced Mostly outsourced Yes 

SSP 
 

Mostly outsourced In-house Partly 

STAT 
 

Mainly themselves In-house Yes 

WEST 
 

Outsourced Outsourced Partly 

TS 
 

Mostly outsourced In-house Yes 

OPTI 
 

Outsourced Outsourced Yes 

 
As mentioned earlier, documentation plays an important part in the 

maintenance process. The quality of information system and database 
documentation studied in this research proved to be quite high (see Figure 
5.5). It was ‘satisfactory’ or ‘almost satisfactory’ in 68% of the cases. In a 
further 9% of the information systems and databases a project has begun to 
produce or update the documentation to a satisfactory level. The remaining 
23% were ‘unsatisfactory’ or ‘outdated’. There was no correlation (-0.05) 
between the age of the information systems and the state of their 
documentation. The analysis of variance also showed no difference in the 
documentation between business critical and supporting information systems 
(p= 0.856). Similarly, there was no difference in the quality of documentation 
in the different IS categories (p=0.135). We analysed whether the interface 
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and the state of the documentation had any relationship, but again there proved 
to be almost no correlation (-0.19). The average quality of documentation in 
the various interface groups followed the correlation coefficient. For example, 
the PC-terminal group had the highest average (3.2) and figures for the others 
were slightly smaller (for client/server it was 2.85, browser 2.71 and mobile 
only 2). We might think that the newer interfaces are more self-explanatory 
and therefore less documentation is needed. However, the analysis of variance 
did not prove any significant statistical difference between the groups 
(p=0.489). 

Almost 
satisfactory

34 %

Satisfactory
34 %

Unsatisfactory, 
outdated

23 %

Documentation 
started
9 %

 

Figure 5.5: State of documentation. 

Although 68% of the information systems documentation was regarded as 
‘satisfactory’ or ‘almost satisfactory’, this still leaves a significant amount 
(23%) that was unsatisfactory or outdated. Most of the information systems 
(75%) were developed externally by an IT company. The average interviewee 
opinion of this information system documentation was 2.56, which is less than 
‘almost satisfactory’. The rest of the information systems (25%) were 
developed in-house and the average figure for this documentation was 3.45. 
The averages of these groups were analysed with t-test and it showed, at 5% 
significance level, that there are significant differences (p=0.019) in the state 
of the documentation depending where is was developed, thus indicating that 
in-house information systems documentation is significantly better than that 
which comes from a third party.  

Statistics Finland and TS-Group were the only organizations to define 
documentation templates or standards. For Statistics Finland this has been 
successful, as the quality of information systems documentation was good. 
Salon Seudun Puhelin also achieved a satisfactory result. In SOK and TS-
Group part of the information systems were documented satisfactorily, but 
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some were unsatisfactory or outdated. SOK has recognized this and initiated 
several documentation projects to improve the situation. One reason for this at 
TS-Group is that the documentation template has not been updated, meaning 
that use of it is decreasing. Optiroc’s documentation is partly satisfactory, but 
it does not detail the essential rules and logics of the application programs. In 
the State Provincial Office of Western Finland the documentation is almost 
satisfactory. 

CASE tools have been employed for documentation purposes in a few 
information systems. For example, Optiroc has used Oracle Designer for 
system development and documentation. WEST and SOK have documented 
(or tried to document) their database structures with Erwin CASE tool.  

5.4  Present integration solutions 

Currently, the information systems and databases in the case organizations 
exploit many different integration solutions. Among these solutions seven 
different categories were identified (see Table 5.4).   

Table 5.4: Description of the identified integration categories in this research. 

Category Description 
Manually The data is read from one information system and then 

inserted into another system manually. 
 

Email attachment An individual from one information system produces a data 
file and sends it on. The file is then processed and written into 
another information system by some program. 

FTP file transfer A data file is produced and transferred automatically from one 
information system to another. A program processes the file 
and writes the data into the second system.  

System-to-system The data is transferred automatically from one information 
system to another by an additional. 
 

EDI The data is transferred in large batches from one information 
system to another. Additional programs/systems are needed to 
convert the data into the correct format. 

Database link An information system accesses the database of the other 
information system directly with SQL. 
 

XML message An information system requests some data with an XML 
message and the other information system produces an XML 
message containing the necessary data in real time. 
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The most primitive integration solution category identified in this research 
is manual integration, which means that the data is first queried from one 
information system and then updated manually in the other information 
system. A little more sophisticated is the email attachment category, where a 
file is generated from the first information system and emailed to someone 
working with a second system. The received file is then processed and the data 
employed by the other information system through an application. Also here a 
certain level of manual work is required. The third category is FTP file 
transfer. Here a file is automatically processed and transferred to the other 
information system where it is automatically processed in batches. System-to-
system integration means that data moves automatically between information 
systems, but not directly from database to database, instead it may travel via a 
temporary file. The EDI-category is for solutions that exploit EDI-messages in 
communication between information systems, typically transferring large 
batches of data. Database link means that one information system is able to 
read and write directly to the database of another information system. 
Database links were the main integration method in Optiroc, since their 
DBMS environment was standardized to Oracle, but in other organizations a 
number of different database management systems were used, which meant 
that the usage of direct database links was not so natural. XML-message is the 
last integration category. It means that data is transferred in real time in XML 
format from one information system to another. To sum up the integration 
categories are presented in the Figure 5.86. 
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Figure 5.6: Summary of the integration solutions. 

Table 5.5: Integration solutions utilized in the case organizations. 
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SOK X X X  X  X 
SSP   X X  X  
STAT  X X X    
WEST X X      
TS X X X X X X X 
OPTI   X  X X  

 
 

Table 5.5 shows how different organizations have integrated their 
information systems. It shows that the most typical integration solution is 
currently FTP file transfer, which is used in five case organizations. According 



120 
 
to the interviews, only SOK and TS have utilized XML-messages, but also in 
these cases the use of XML-messages is an exception and typically old-
fashioned integration solutions are exploited. WEST has not yet really started 
the integration of its information systems. The integration solutions exploited 
in the case organizations can also be grouped according to the degree of 
internal integration (Enterprise Application Integration; EAI) and with other 
organizations (B2B). Table 5.6 shows how the case organizations have 
exploited EAI and B2B integration solutions.   

Table 5.6: EAI vs. B2B solutions in the case organizations. 

 
Integration within the 
organization (EAI) 

Integration with other 
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 SOK X  X    X X X X  X   
 SSP   X   X    X X    
 STAT    X     X X     
 WEST X X       X      
 TS  X  X  X  X  X  X  X 
 OPTI   X   X    X  X X  
 

The table shows that EDI, FTP file transfers and email attachments are 
typically used in B2B integration efforts. On the other hand, system-to-system 
and database link integration solutions are typically used within the 
organization.  

At SOK, FTP file transfer is the fundamental integration solution, both 
internally and with partner organizations. Examples of FTP file transfer 
integration within the organization include the file transfers of a) invoicing 
data to the central financial management IS and b) product and price data to 
the local cash systems in grocery shops all over Finland. An example of B2B 
integration is the file transfer from a car manufacturer in France that sends 
data about exported cars via FTP. Purchase invoices or messages containing 
data about suppliers’ products are received through EDI. Email attachments 
are used for example to deliver sales statistics in Excel-files to suppliers. 
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In Salon Seudun Puhelin two main information systems are integrated with 
each other through a database link. From these operational systems the data is 
transferred via FTP to the reporting system. FTP file transfers are also used to 
deliver telephone call data from call centres to Salon Seudun Puhelin. This 
company also uses system-to-system integration: Electronic Worldwide 
Switch Digital (EWSD) centres deliver telephone call data three times a week 
to its server, where a special program processes this information. 

For STAT, the most important integration solution is with the Finnish 
Population Register Centre. It transfers the spatial data of people and buildings 
via FTP to this body. Within the organization the information systems are also 
integrated using system-to-system solutions. For example, basic data to 
produce statistics about population centres is transferred from other systems to 
the production system using this method.  

At WEST, basic service evaluation data is received as email attachments 
from the Centre for Research and Development of Welfare and Health. Some 
data is also queried from one information system and manually inserted into 
the other information system. For example, operating permits are managed this 
way.  

TS has used EDI for the last 10 years and it is their basic integration 
solution. For example, paper mills send their freight invoices in EDIFACT-
format. EDI is also used in communication with 30 major newspaper 
publishers, to deliver advertising information, for example. However, order 
confirmations are based on XML-messaging. This method is also used to send 
customer advertisements to the online advertising administrator. Customer 
advertisements for the local newspaper are collected via a web-based 
application, which sends on the data as email attachments to a person working 
in the newspaper production system. A similar solution exists with newspaper 
orders. A customer can make an order through a web-based application, which 
is delivered to the sales department as an email attachment. FTP file transfers 
are also used, for example to provide data about newspaper delivery to other 
newspaper publishers. In addition, database links and system-to-system 
integration solutions are exploited within TS-Group.  

Within OPTI, database links are the basic integration solution as already 
mentioned. Also FTP file transfers are utilized, for example when factories 
send production statistics to their main office. OPTI and its partners have 
developed database links across organizational boundaries, which are used as 
B2B integration solutions that can read and write privileged data from each 
other’s databases. Currently, these database links manage the data that is 
necessary for organizing product transports. EDI messages are used for 
example in delivering invoices to a wholesale firm.  



122 
 
5.5  Role of XML 

Most of the studied information systems do not deal with XML documents at 
all (see Figure 5.7). The databases represent the 2nd generation of databases, 
which have limited XML capabilities. With these XML can only be produced 
from the data in relational tables and XML documents can be split into pieces 
and stored in relational tables. Three of the cases had information systems that 
can manage XML data, but most of their systems do not deal with XML data 
at all (see ‘Now (mode)’ bar in Figure 5.8). At SOK, Optiroc and TS-Group, 
XML-documents are produced from relational data. SOK and Optiroc also 
have information systems that store XML-data in a relational database. Often, 
information systems that have been renewed/upgraded within the last couple 
of years also exploit XML data in some way. However, all case organizations 
have plans to exploit XML in the future and typically these plans related to the 
integration of information systems. Actually, the cases where XML is stored 
in a database are examples of data transfer from one information system to 
another. Figure 5.7 presents how XML and databases are combined now and 
how the situation will change in the next one to three years, according to the 
interviewees. 
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from database
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Figure 5.7: Information systems managing XML now and plans for the future. 
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SOK SSP STAT WEST TS OPTI

Now (mode)
Now (avg)
Plans (avg)
Now (max)
Plans (max)

Level 0: 
Not used at all

Level A: 
XML produced
from database

Level B: 
XML stored in
relational database

Level C: 
XML stored in CLOB

Level D: 
Native XML storage

 

Figure 5.8: Role of XML in the case organizations. 

Figure 5.8 shows the current mode, average and highest levels of XML 
us

s been discussed within the 
or

age in each of the case organizations. It also shows the average and highest 
levels according to the plans outlined by interviewees. As the non-existing 
‘Now (mode)’ bars show, XML is not yet a typical part of the information 
systems and the databases. However as the ‘Now (avg)’ bars show, three cases 
(SOK, TS, OPTI) have XML-enabled information systems and database 
solutions. The ‘Now (max)’ bars show the highest level of XML usage of all 
studied information systems in each case. These bars show that both SOK 
Corporation and Optiroc Ltd have at least one information system that stores 
XML in a relational database. The bars also show that in TS-Group an 
information system or systems exist that produces XML from the database. 
Comparing the ‘Now’ and ‘Plans’ bars shows the trend that XML is becoming 
increasingly important to the information systems and databases. In all cases 
the ‘Plans’ bars are higher than the corresponding ‘Now’ bars. For example, in 
TS-Group the average and the maximum levels of XML usage are increasing. 
A more complete description of the role of XML in the case organizations can 
be found in (Kontio 2004) and in (Kontio 2003). 

The interviews show also that using XML ha
ganizations and technological solutions will be adopted later. It has also 

been recognized that the level of XML knowledge is not sufficient in the case 
organizations and therefore some of them (including Statistics Finland and TS-
Group) have already arranged for their staff to undergo some XML training. 
However, it should be recognised that the lack of XML knowledge is not such 
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a critical problem when we remember that development of the information 
system is mostly outsourced.  

The organizations also have plans to develop their integration solutions and 
in 

5.6 Role of spatial data 

Spatial data management was the specific research field in Statistics Finland, 

Table 5.7: Examples of exploiting spatial data in the case organizations. 

four cases (SOK, Statistics Finland, TS-Group and Optiroc) XML-messages 
are mentioned as the future goal. They have realized that XML messages can 
eliminate the problems they have with FTP file transfers. However, moving to 
XML messages requires an information system that is able to both produce 
XML and store it in databases. 

but spatial data also proved to play a role in other organizations. Table 5.7 
shows examples of spatial data exploitations in the case organizations. Only at 
SOK did the interviewees mention no examples of utilizing spatial data. 

Case Example 
SSP 
 

Structure of data communication network 

STAT Production of statistics 
 
WEST Presentation of evaluation results 
 
TS Distribution of newspapers 
 
OPTI Delivery arrangements 
 

 
any of the present database management systems are able to 

ma

erviewees also mentioned that spatial data could be utilized in a 
mu

 Although m
nage spatial data through their extensions, none of the organizations exploit 

these functionalities at the moment. Instead, spatial data was typically stored 
in files and managed with special software. However, there were signs that 
these possibilities will be exploited in the future. For example, in Statistics 
Finland all spatial data will be moved from sequential files to a spatial 
database.  

 The int
ch more versatile way than has been the case previously. At TS-Group, the 

interviewees mentioned that addresses and coordinates are becoming 
increasingly important. For example, the future CRM system could utilize 
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spatial data quite effectively. In the State Provincial Office of Western 
Finland, spatial data could be combined with other evaluation information in a 
database, thus enabling more versatile analysis and reporting possibilities. 
Staff at Statistics Finland had a similar rationale for investigating this, whilst 
also wanting to combine many data sources with spatial data to offer new 
possibilities for analysis. They were especially interested in maintaining the 
integrity of geographic data within a spatial database. In addition, they wanted 
to use SQL functions and procedures for the analysis and therefore avoid the 
necessity to write special programs for this. 

5.7 Problems in the information systems and databases 

The interviewees identified many different problems with the present 

Table 5.8: Identified problem categories in the information systems and 
databases. 

information systems and databases. These were grouped into seven categories, 
as listed in Table 5.8. One should keep in mind that these problems are not 
universal, the organization has to deal with these problem areas in some of the 
information systems and databases.  
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SOK X X X X X X X 
SSP  X X X  X X 
STAT X X   X   
WEST X    X X  
TS X X X X X X  
OPTI    X  X X 

5.7.1 Logical structure of the database 

The category ‘logical structure of the database’ covers problems inside the 
database structure. Typically this means that:  
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• The database design has not succeeded in capturing al
necessary 

l of the 
elements; or 

• The logical structure should be (re)designed; or  
• The requirements have changed over time, but changes have not 

been implemented in the database.  
In one the i mation s ms a K, the environment is so new that 

the logical structure and the concepts e yet s d down. In another, 
the syste be pgr d ce al ion o  the years, which has 
r d y  of le bl th gica ucture. At Statistics 
Finland, the environment has changed s
logical data model. In the State Provincial Office of Western Finland, plenty 
of data is gathered but no real data modelling has been done and therefore this 
information cannot be utilized in an efficient manner. As described earlier, 
TS-Group is implementing a CRM system, which requires its customer 
information to be modelled logically. 

lems usually come from the 
duplicat  o
independently in different systems, without any integration. For example, 
Salon S du  two different 
informa n s
data. In one mer data can be inserted in 
the

 and other similar problems. In one of 
SOK’s information systems the database corrupts easily and requires new 
indexing, which results in unnecessary downtime. Salon Seudun Puhelin 
moves original data from operational systems to Microsoft Access for use in 
reports. However, the volume of this data is too great for the capacity of MS 
Access and temporary solutions have been developed to deal with this issue. 
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o much that there is a need for a new 

5.7.2 Data integrity 

The second category, ‘data integrity’, refers to the validity and consistency of 
stored data (Begg et al. 2002). These prob

ion f relevant data meaning that the same information is managed 

eu n Puhelin stores its customer information in
tio ystems, even though it could use common tables for customer 

of SOK‘s information systems custo
 database more than once, generating additional work and tricky situations. 

Finally, Statistics Finland stores the same data in many places, which can 
make it inaccurate during distribution. 

5.7.3 DBMS 

The third category, ‘DBMS’, includes all the problems relating to the use of 
the DBMS. These include its stability/reliability, lack of adequate tools, 
limited capability to manage the data
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At TS-Group a DBMS does not include any tool for ad hoc queries and 
indexing choices are limited. 

ly, TS-Group is considering whether to 
give up the mainframe computer. In those organizations where old mainframe 
computers were used, a number of interviewees mentioned that usually the 

 for the difficult and boring character-based user interfaces.  

rrently expensive and time-consuming. 
• Integration requires too much tedious manual work.  

A basic problem in the case organizations is the lack of integration of the 
e are still many information systems 

that are not integrated anywhere, or if they are only non-automated solutions 

implemented technically. For example, should there be a tailored or a common 
interface for every information system? 

5.7.4 Response times and hardware 

The fourth category, ‘response times and hardware’, represents mainly 
problems relating to hardware performance and age. These include poor 
response times (for example at Optiroc), although in most cases these are only 
temporary rather that everyday problems. Optimising the database usually 
solves them. At Salon Seudun Puhelin the hardware is becoming so old that 
reliance on it constitutes a risk. Similar

hardware is blamed

5.7.5 Integration 

The fifth category, ‘integration’, concerns difficulties organizations may have 
in transferring data from one information system to another, using one of the 
integration solutions described earlier. Integration can be problematic for 
various reasons: 

• Data transfer is uncertain and difficult. 
• It is not clear whether the data is accurate. 
• Integration is cu

information systems and databases. Ther

exist. Poorly integrated solutions also produce inefficient business processes. 
For example, SOK delivers a large amount of paper reports to locations all 
around Finland, since it has no electronic archive. As mentioned earlier, some 
data is manually processed, which also slows down processes. Furthermore, 
the organizations often find it difficult to make the information available when 
and where it is needed. Since it is located in many diverse systems that are not 
integrated properly, it is almost impossible to provide the necessary 
information to those who need it. The plethora of information systems also 
raises the issue of interoperability and how the integration should be 
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The organizations are not completely satisfied with their current integration 
solutions. For example, the most common solution, FTP file transfer, is 

when data is moved from one information system to another. 
At WES the t and automatic solutions 
from th ve hanisms like email 
attachm  fi  various 
systems d  bring it all 
tog

a data warehouse, but so far none had 
be

ting, but defining a 
common classification of every product will be a demanding task. SOK 
managers have discussed centralizing their data to try and improve reports.   

criticized because of the offline nature of the transfer. In addition, 
interviewees are unhappy with the uncertainty and difficulties of file transfers 
between information systems. For example, TS has experienced trouble with 
accuracy of data 

T  difficulty is getting up to more elegan
e ry simple and tedious integration mec

ent les. In STAT the problem is that the data is stored in
 an it is currently very expensive and time-consuming to

ether. After all, the integration difficulties in the case organizations related 
generally to the challenges of implementing solutions and the fact that the 
level of integration should be raised. One of the interviewees summed up the 
dilemma: “The more data is coming in to the information system, the more 
problems there will be if the data is processed manually”. 

5.7.6 Reporting 

The sixth category, ‘reporting’, represents problems like insufficient reporting 
tools and difficulties in producing reports. Table 5.8 shows that reporting is 
the most common problem in the case organizations: only in Statistics Finland 
is the IS-based reporting not considered to be a problem. The case 
organizations had discussed the idea of 

en adopted, although one organization was at a pilot stage. The rationale for 
these discussions of data warehouse solutions is that at the moment the 
reporting and the analysing possibilities are not serving the organizations very 
well. In fact, the interviewees identified many problems in reporting.  

At SOK the interviewees complained that data is distributed in numerous 
information systems and thus it is difficult to get a comprehensive view of it. 
Another problem is in financial reporting. A financial report taken from 
different information systems gives different results, even though they should 
be equal. This may be because the data is not harmonized and processed at the 
same time and in the same way. In SOK’s restaurant business product sales 
figures are essential. The company should be able to analyse what, where and 
how many products have been bought.  At the moment it is impossible to 
analyse in detail different customers and their behaviour across the whole 
corporation. As the interviewees mentioned, a common database containing all 
of the co-operative society’s products might help repor
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In Salon Seudun Puhelin Ltd the interviewees mentioned that users entering 
data somehow use the main information system inconsistently. Therefore the 

ts, b) to 
pr

e 
los

iewees were very critical of the 
rep

data is not consistent and this influences the reports. Salon Seudun Puhelin has 
developed it own reporting application with MS Access, but it is not capable 
of managing files over 1 GB, which reduces the possibilities of using the 
system. According to the interviewees this prevents the follow-up of daily 
sales. Another problem concerning the reporting system is that users are 
incapable of defining their own reports when their needs change. It is also 
difficult to analyse customer data since bringing all of this information 
together is a very burdensome task. Therefore, Salon Seudun Puhelin has also 
considered a data warehouse solution, a) to get rid of the size limi

ovide a system to the users where they can define new reports easily and c) 
to have more versatile analysis possibilities.  

The State Provincial Office of Western Finland is a joint regional 
administrative authority of seven ministries. One of their annual 
responsibilities is to evaluate the basic services in their region. In practice this 
means that large amount of data is gathered and analysed. The first problem is 
that no special data management tool for managing this data has been used. 
Another issue is that the results should be easily distributed through various 
reports, but at the moment this is not the case. Also, the lack of adequate tools 
in data management makes it difficult to do any time-series analysis, which 
was anticipated in many interviews.  

TS-Group has begun a data warehouse pilot, which enables versatile 
reporting and, as the interviewees mentioned, this opportunity should not b

t. However, some problems still exist with the reports. For example, the 
distribution and format of these reports has not yet been decided.  In the 
department of financial management the reporting systems do not support the 
latest operating systems and therefore they can only be used on some 
computers. It should also be easy to modify these reports further in Excel, 
which sets some new requirements for the future development. Altogether, in 
TS-Group the reporting is fragmented and uncoordinated. Therefore it has 
begun to develop a new data warehouse.  

At Optiroc reports are generated directly from the operational databases, 
even though they are not designed for reporting purposes. This means that 
they run slowly. In principle users should also be able to create reports by 
themselves, but in reality only a few of them have the necessary skills to do 
this. Maybe this is one reason why the interv

orts. They also mentioned that the implementation of a data warehouse 
system was strongly supported and it was seen as a solution for these 
problems. A data warehouse was also justified since it also means that 
customers could be served better and customised reports could be produced. 
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At the moment customer reporting is analysed to help develop reports and to 
define necessary tools. 

5.7.7 Personnel  

The last category is ‘personnel’, which details the problems organizations can 
experience due to staffing changes. It also covers the difficulties associated 
with a limited amount of capable personnel. For example, at Optiroc the IS 
development is totally outsourced and only a couple of consultants are capable 
of maintaining the information systems. The company considers this to be a 
serious risk. SOK has had to replace some personnel and this resulted in some 
practical problems. In Salon Seudun Puhelin the main operating system is 
sometimes used incorrectly, since staff require additional training in using the 
system and entering data. 

5.8 Plans for the future 

When the interviewees were asked about future needs, plans and 
developments in their information systems and databases, two issues were 
considered especially important.  They were integration and browser-based 
interfaces. Thus one of the main efforts in the organizations is to continue 
developing the integration of their information systems and databases in the 
future. Most future plans for the development of information systems and 
databases are quite easily derived from the problems described in previous 
section and they have been placed in seven categories (see Table 5.9).  
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Table 5.9: The development plans in the information systems and in the 

databases. 
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SOK X X X X X X X 
SSP  X X X X X X 
STAT X X X X X   
WEST X X X X   X 
TS  X X X X X X 
OPTI    X X  X 
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i ation ystem nd i sonable st ng point is to model 
the environment.  

 ca  ex t Op c th pgr
system will lead to an upgraded or new database management system. 
Actually this is a natural development given the average age of the 
information systems. Optiroc’s information systems are newer and 
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g candidate in this organization and database links are also 
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nsequently there is no need to upgrade or replace them.  
All organizations plan to continue their integration projects, but the focus is 

moving towards XML-based solutions such as web services. The aim is to use 
message-based integration and to get rid of unnecessary middle-phases and 
delays. For example, TS plans to move from EDI PAP to the XML-based 
PAPINET12 solution. STAT is considering the integration alternatives and one 
central issue is an agreed format of the data. XML-based solutions are 
regarded as a stron

 the agenda. In practice the movement to utilize XML means that the 
language must be produced from the database but it must also be processed 
and stored in the database. This might cause a problem when we weigh up the 

                                              
12 Look more information from www.papinet.org. 
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fac

ization 

ame order as 
the

t that the information systems and the databases are an average of seven 
years old. These old systems do not offer any support for managing XML, on 
the contrary special programs are needed. SOK is concentrating on integrating 
different business areas into a common centralized database solution where all 
customers and products could be managed in the future. For Salon Seudun 
Puhelin the customer is the focus of integration, with discussions centring on 
Business-to-Customer integration and the possibility of providing customers 
with access to their information systems through browsers. In the future, 
WEST is wanting to implement solutions for integrating many data sources in 
a sophisticated way. This should also serve customers better by offering them 
more accurate information. Customer relationship management is one example 
that is driving the organizations to integrate their information systems and 
databases. At TS the integration issues are currently linked to the 
implementation of a CRM (Customer Relationship Management) system and 
integration of various operational systems will be the focus in the near future. 
SOK, Salon Seudun Puhelin and Optiroc are discussing similar topics, along 
with the need to shape marketing. One important aspect in marketing today is 
the management of customer relationships. In Optiroc future integration plans 
are in B2B integration, which would provide online ordering possibilities to 
their dealers and allow them to receive sales estimates in the other direction.  

There is also a clear trend towards browser-based user interfaces. Currently 
37% of information systems have browser-based user interfaces and this figure 
is increasing. 

SOK, Salon Seudun Puhelin and TS-Group have plans to upgrade or change 
their server hardware. They all rely on very old mainframe computers, 
purchased at around the same time as their information systems.  

SOK, Salon Seudun Puhelin, TS-Group and Optiroc need to come up with a 
strategy. TS-Group has chosen to develop a CRM-strategy, while the others 
are aiming to update their IT-strategies.  

5.9 Orientation values of the database innovations in each case 
organ

In this section each case organization is evaluated using the developed 
framework presented in section 3.4. The cases are presented in s

y were carried out during the research. 
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5.9.1 SOK Corporation 

Table 5.10 presents the evaluation of the organizational attributes of the SOK 

r own spheres, but again the degree 
of centralization within these divisions is high. Formalization is typically 
related to the centralization and it is considered to be moderate. The 

tions is also moderate. Although some business 
groups do have a high level of understanding, across the whole organization it 

re analysed. The present systems are seven years old 
on

Corporation. SOK does not devolve very much power and control and 
therefore centralization is evaluated ‘high’. The business groups of SOK 
Corporation have power to act within thei

knowledge of database innova

is only moderate. The nature of SOK requires different business groups to 
work together and create a common view for the future. An example of this 
joint working is this research, which aimed to produce an enterprise-level data 
model. Thereby the degree of interconnectedness in SOK is very high. SOK 
also has the necessary resources to adapt the database innovations, although it 
does not really have enough time to do this. The size of SOK Corporation is 
evaluated as very high; indeed it was the 14th biggest enterprise in Finland in 
2003 (Talentum 2004).  

The internal technological attributes show that IT management strength is 
high and IS portfolio complexity is moderate. The IT management of SOK 
follows the partner model and the strategic learning paradigm (see section 3.2 
for explanations of these). The company is currently working on its new IS/IT 
strategy. As we can remember from section 3.3, the IS portfolio is made up of 
various attributes. The portfolio complexity of SOK is very high. There are a 
large variety of information systems that must be taken into consideration 
when new innovations a

 average and their volumes (the number of users, number of transactions, or 
size of the database) are quite high. However, the information that can be 
produced from these systems is sometimes lacking in quality. Also the quality 
of some of the systems themselves was criticized during the interviews. 

SOK is operating in business areas that are quite stable; therefore volatility 
is ‘low’. The system openness of SOK is high, as is its external technological 
environment. The external IT environment provides adequate resources to the 
organization. For example, most of the information system management and 
database administration is outsourced. On the other hand, changes in the 
external IT environment are not rapid and volatile. IT activity intensity in the 
external technological environment is high, since competitors, suppliers, 
customers and other stakeholders use IT intensively. 

The evaluation of SOK’s organizational attributes resulted in an orientation 
value of 64 percent for the adoption of database innovations.  
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Table 5.10: Organizational attributes in SOK Corporation. 

I/E Environment Attribute Evaluation Points 
Internal Business Centralization (-) High 1 
  Complexity Moderate 2 
  Formalization (-) Moderate 2 
  Interconnectedness Very High 4 
  Organizational slack High 3 
  Size Very High 4 
 Technological IT management strength High 3 
  IS portfolio (-) Moderate 2 
External Business System openness High 3 
 Volatility of business Lo w 1 
 Technological IS/IT environment High 3 
Sum of or ib

o  the ad ase innova  % 
ganizational attr utes 

Orientati n value for option of the datab tions 
28 
64

5.9.2 Sal  Seudun Puh

Ta le 5.11 v atio ttributes of Salon 
Seudun Puhelin. In this company power and control is centralized only a little. 
A i partm mous uring the search 
it sometime e  independently. Similarly, the 
de considered to be low. The IT department is 
ve themselves about 
database innovations are limited. This is not a question of money, but rather 
one of finding time. However, employees do have a basic knowledge of 

se  complexity is low and the organizational 
slack very low. Salon Seudun Puhelin is the smallest of the cases, but this 

stems is low. The quality of the information systems is high, but 
un

on elin Ltd 

b presents the e aluation of the organiz nal a

ctually, d fferent de ents are quite autono
too

and d  re
s looked like th y were operating 

gree of formalization is also 
ry small and resources for staff to study or inform 

databa -related topics. Therefore the

ensures a high level of interconnectedness, as people know each other in the 
organization.  

The internal technological attributes show that both its IT management 
strength and IS portfolio are moderate. IT management is following the 
platform model and the experience paradigm. The research identified internal 
pressures to move towards the partner model and make the paradigm more 
strategic. Actually, they are currently working on an updated and more 
complete IS/IT strategy.   

The IS portfolio complexity is evaluated as being low. There are only few 
critical information systems, thus indicating low portfolio. The average age of 
the information systems is six years and considered moderate. The size of the 
information sy

fortunately the usage of these systems is not consistent and this has lowered 
the quality of the information.  
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 Salon Seudun Puhelin operates in a business area where volatility is high. 
New products and services are developed constantly and the basic 
communications technology and infrastructure is evolving. The system 
openness of Salon Seudun Puhelin Ltd is moderate. The organization is part of 
the

anges in the external IT environment are not 
rap

 FINNET group, which facilitates links to members of other organizations. 
Also outsourcing IS management indicates system openness. 

The external technological environment is very high according to the 
measurement framework. It provides adequate resources to the organization, 
although they are not true alternatives for the most critical information 
systems. On the other hand, ch

id and volatile. IT activity intensity in the external technological 
environment is very high: the whole business is based on technology. 

The evaluation of the organizational attributes of Salon Seudun Puhelin Ltd 
resulted in an orientation value of 57 percent for the adoption of database 
innovations.  

Table 5.11: Organizational attributes of Salon Seudun Puhelin Ltd. 

I/E Environment Attribute Evaluation Points 
Internal Business Centralization (-) Low 3 
  Complexity Low 1 
  Formalization (-) Low 3 
  Interconnectedness High 3 
  Organizational slack Very Low 0 
  Size Low 1 
 Technological IT management strength Moderate 2 
  IS portfolio (-) Low 3 
External Business System openness Moderate 2 
  Volatility of business High 3 
 Technological IS/IT environment Very High 4 
Sum of organizational attributes 
Orientation value for the adoption of the database innovations 

25 
57 % 

5.9.3 Statistics Finland 

Table 5.12 presents the evaluation of the organizational attributes of Statistics 
Finland. In this organization power and control is moderately centralized. 
Public organizations are typically bureaucratic and formal. Statistics Finland is 
not an exception and thus the formalization is deemed high. It develops many 
information systems in-house and has knowledge of database innovations. 
Staff have also worked on improving their expertise in this field. Thus the 
complexity of Statistics Finland is very high. At the moment they are working 
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on a large project to reorganize the production of statistics and data 
management issues play a role in this. Therefore they have necessary 
resources available and th ational slack is ow he 
d f ectedn . The dif  departm s work 
mainly in pendently fro but also departmental work 
g oups are ecognized. Th inland i . 

The internal technologi that IT ent s ngth is 
moderate. IT management also follows the platform model and the experience 
p radigm; ori
moderate. The portfolio igh, because there are numerous 
d and need supp ted by 
c rrespond io  averag th studied 
information systems in Statistics Finland is ten years and therefore high. The 
s  of the information 
systems is moderate, because their data management capabilities are not as 
versatile as expected. Similarly the quality of the information is low, because 

neous and inaccurate, since all features of the 
original data are not accessible yet.  

e organiz very high. H ever, t
egree o interconn ess is moderate ferent ent

de m each other, inter-
r  r e size of Statistics F s high

cal attributes show  managem tre

a they work pragmatically and are result- ented. The IS portfolio is 
complexity is h

ifferent statistics classifications that  to be or
o ing informat n systems. The e age of e 

ize of the information systems is rated low. The quality

the information is partly erro

Statistics Finland operates in a business area that is very stable. The same 
statistics are produced yearly and only few minor changes are expected per 
year. The system openness is moderate, with nearest partners in other Nordic 
countries. The organisation also operates at a European level to design 
commensurable statistics.  

The rating for this organization’s external technological environment is 
low. It may provide standard tools for statistical analysis, but all special 
analysis problems are solved with information systems developed in-house. 
The external IT environment is quite stable from Statistics Finland’s point of 
view.   

The evaluation of the organizational attributes of Statistics Finland resulted 
to an orientation value of 52 percent for the adoption of the database 
innovations (see Table 5.12).  
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Table 5.12: Organizational attributes of Statistics Finland. 

I/E Environment Attribute Evaluation Points 
Internal Business Centralization (-) Moderate 2 
  Complexity Very High 4 
  Formalization (-) High 1 
  Interconnectedness Moderate 2 
  Organizational slack Very High 4 
  Size High 3 
 Technological IT management strength Moderate 2 
  IS portfolio Moderate 2 
External Business System openness Moderate 2 
  Volatility of business Very Low 0 
 Technological IS/IT environment Low 1 
Sum of organizational attributes 
Orientation value for the adoption of the database innovations 

23 
52 % 

5.9.4 The State Provincial Office of Western Finland 

Table 5.13 presents the evaluation of the State Provincial Office of Western 
Finland’s organizational attributes. In this organizati r a ol 
i a alized ents each ir o  focus. 
Again, as a public org he degree of formalization is high. 
I terconne edness is con  the dif artm s work 
mainly ind pendently from r-depa rk ups are 
also recognized. The State Provincial Office of Western Finland does not have 
k owledge i ma task re also 
outsourced. Therefore the evaluation for complexity is very low. Neither are 
t   avail nd wo h the database 
innovation ry low e or ization 
i

gement h is 
moderate. IT management follows the platform model and the experience 
paradigm; it is working pragmatically and is result-oriented. The IS portfolio 

he average 
age of the studied information systems is nine years and thus evaluated high. 

on the powe nd contr
s moder tely centr , since departm  have the wn

anization, t
n ct sidered moderate: ferent dep ent

e  each other, but inte rtmental wo gro

n  of database nnovations. All of the intenance s a

here any resources able for analysing a
 ve

rking wit
s. The organizational slack is also . Size of th gan

s moderate. 
The internal technological attributes show that IT mana strengt

is low, since they have only a few essential information systems. T

The size of the information systems is low. The quality of the information 
systems is also low, because there is a lack of proper information systems. The 
quality of the information is high, but the collection of the raw data requires 
plenty of manual work.  

The State Provincial Office of Western Finland operates in a business area 
that is very stable. Their main responsibilities are defined in the law. The 
system openness is considered to be very high. Members of the organization 
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are constantly in contact with individuals of the external business environment 
when they gather information from municipalities and other actors. 

The external technological environment is rated ‘low’. There are only five 
provinces in Finland and their data processing needs are not typical. There are 
no information system solutions tailored to these needs available for 
im

organizational attributes of State Provincial Office of 
W

estern 

plementation in the external IT environment. Rather, all operational 
information systems must be customized. IT dynamism of the external IT 
environment is complex but stable. Major national IT projects that would also 
ease operations in the State Provincial Office of Western Finland are in the 
pipeline, but it will take time before their benefits come on stream. The 
density of IT activity in the external technological environment is high. The 
municipalities are well computerized, although these solutions do not help the 
State Provincial Office of Western Finland. 

The evaluation of the 
estern Finland resulted in an orientation value of 39 percent for the adoption 

of database innovations.  

Table 5.13: Organizational attributes of the State Provincial Office of W
Finland. 

I/E Environment Attribute Evaluation Points 
Internal Business Centralization (-) Moderate 2 
  Complexity Very Low 0 
  Formalization (-) High 1 
  Interconnectedness Moderate 2 
  Organizational slack Very Low 0 
  Size Moderate 2 
 Technological IT management strength Moderate 2 
  IS portfolio (-) Low 3 
External Business System openness Very High 4 
  Volatility of business Very Low 0 
 Technological IS/IT environment Low 1 
Sum of organizational attributes 
Orientation value for the ad

17  
option of the database innovations 39 % 

5.9.5 TS-Group Ltd 

Table 5.14 presents the evaluation of TS-Group Ltd’s organizational 
attributes. TS-Group Ltd is a family-owned business and power and control is 
very highly centralized in the family. The organization is however not highly 
bureaucratic and therefore the degree of formalization is only moderate. It 
developed two of the main information systems in-house and has a very high 
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knowledge of database innovations. Staff have also worked on improving their 
expertise in this field. The complexity of TS-Group Ltd is very high. They 
also have quite good resources in their IT/IS department, thus indicating high 
o n by the CRM project currently being 
implemented. This implementation has required and will require a lot of 
i tegration and customis the orga he employees 
have worked for this co this has  a n ber of 
d scussion eetings. onnec TS-G up Ltd 
can be said to be very high. The size of the TS-Grou igh; 2003 it 
w s the 13 m 

e nolog w that IT nt ngth is 
h m nt fol del a tegi earning 
paradigm. nce of ation systems are 
emphasized, but so are strategic issues. For example, the organization is 
l nd it is a hly 
complex. The information systems are integrated and the level of integration 
has risen due to the CRM-implementation. The size of the information systems 

ormation systems is moderate, with an average of 
seven years. The quality of the information systems was not covered during 

t the IT activity 
de

rganizational slack. This is show

n  ation throughout nization. T
mmon goal and  required um

i s and m  Therefore the interc tedness of ro
p Ltd is h in 

a 6th biggest company in Finland (Talentu 2004).  
The int

gh. IT 
rnal tech

nageme
ical attributes sho  manageme stre

i a lows the partner mo nd the stra c l
The development and maintena inform

ooking to write a CRM-strategy. The IS portfolio is high a lso hig

is high. The age of the inf

the interviews; respondents mentioned only some minor issues. From this we 
can ascertain that they were not problematic and systems’ quality is therefore 
high. Also the quality of the information is high, but as the CRM project 
shows there are still possibilities to improve it further.   

TS-Group Ltd operates in a business area that is quite unstable and highly 
competitive. The CRM project is an example of how it is trying to gain 
competitive advantage. The system openness is considered to be high. There is 
plenty of co-operation with other publishers and the TS employees are 
constantly in contact with individuals in the external business environment.  

On the scale outlined in section 3.4, the external technological environment 
is ranked as being high. It can provide solutions for TS-Group Ltd as it can do 
it for other organizations in the same line of business. Dynamism in the 
external IT environment is high. There are for example initiatives to develop 
data exchange formats (see www.papinet.org). The whole communications 
business exploits technology, therefore we can conclude tha

nsity of the external technological environment is high. 
The evaluation of the organizational attributes of TS-Group Ltd resulted in 

an orientation value of 66 percent for the adoption of database innovations. 
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Table 5.14: Organizational attributes of TS-Group Ltd. 

I/E Environment Attribute Evaluation Points 
Internal Business Centralization (-) Very High 0 
  Complexity Very High 4 
  Formalization (-) Moderate 2 
  Interconnectedness Very High 4 
  Organizational slack High 3 
  Size High 3 
 Technological IT management strength High 3 
  IS portfolio High 1 
External Business System openness High 3 
  Volatility of business High 3 
 Technological IS/IT environment High 3 
Sum of organizational attributes 
Orientation value for the adoption of the database innovations 

29  
66 % 

5.9.6 Optiroc Ltd 

Table 5.15 presents the evaluation of the organizational attributes of Optiroc 
Ltd. The centralization of power and control is moderate. The organization is 
not bureaucratic and the degree of formalization is low. Optiroc has 

nowledge of database 
innovations. Expertise is bought in from the external IS/IT environment. 
T fore  sidered very low  
n  esourc t must h ary sources 
available. Therefore the organizational slack is moderate. Its 
i terconne edness is also its size, 227
company in Finland in 200

The internal technological attributes show that IT management strength is 
moderate. n od d the exp imental 
learning and political paradigm (see section 3.2). The IS/IT department uses 
s t  flexi but it o empha ing the 
maintenan m n sys On the o r hand, 
l -strategy, something that is recognized by the 
i  an IS str  

The IS portfolio is considered to be ‘high’. The information systems are 
highly customized, making the portfolio complexity very high. The size of the 

high. The age of the information systems is low, as 
they are on average just four and half years old. The quality of the information 

outsourced IS development and does not have k

here the complexity can be con . The organization does
ot have human r es available, bu ave monet re

n ct  moderate, as is  being the th biggest 
3 (Talentum 2004). 

IT manageme t follows the scalable m el an er

ourcing o achieve bility in resources, 
atio

is als siz
ce and develop ent of its inform tems. the

ittle emphasis is put on the IS
nterviewees. They are however finally starting to formulate ategy.

information systems is 

systems is high. Although criticisms were aired in the interviews, these 
comments were directed at the skills required to use the systems rather than 
the information systems themselves. The quality of the information is high, 
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but there is a need to develop reporting to produce even better and more 
accurate information.  

Optiroc Ltd operates in a business area that has low volatility. The system 
openness is considered moderate, as is the external technological environment. 
The external IT environment can provide off-the-shelf solutions for the 
organization, but it has decided to use customised information systems. This 
lowers the evaluation of the external IT environment, because only a few 
people are capable of maintaining the information systems. Dynamism in the 
external IT environment is rated moderate, but its activity density is high as 
there are numerous different information systems used by suppliers and 
customers. It is a real challenge to develop integration solutions suitable for 
all.  

The evaluation of the organizational attributes of Optiroc Ltd resulted in an 
orientation value of 43 percent for the adoption of database innovations. 

Table 5.15: Organizational attributes of Optiroc Ltd. 

I/E Environment Attribute Evaluation Points 
Internal Business Centralization (-) Moderate 2 
  Complexity Very Low 0 
  Formalization (-) Low 3 
  Interconnectedness Moderate 2 
  Organizational slack Moderate 2 
  Size Moderate 2 
 Technological IT management strength Moderate 2 
  IS portfolio (-) High 1 
External Business System openness Moderate 2 
  Volatility of business Low 1 
 Technological IS/IT environment Moderate 2 
Sum of organizational attributes 
Orientation value for the adoption of the database innovations 

19  
43 % 
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6 CONCLUSIONS 

The conclusions are presented in two parts. The first section concentrates on 
answering the empirical research questions and the second looks at the 
theoretical part of the study. 

6.1 Diffusion of database innovations in the cases 

This section describes the empirical conclusions. 

6.1.1 RDBMS in front, but XML is entering into databases 

This study has shown that organizations place a lot of trust in using relational 
database management systems as the data storage solution of their information 
systems. The database innovations described in earlier sections of this thesis 
have not been exploited in any of the studied organizational databases. Thus 
this research does not confirm the ideas of Brown et al. (1999) when they 
estimated that ORDBMSs would be 50% bigger than RDBMSs by 2005.  

The information systems are also quite old. However, both these and the 
database management systems function at least at a satisfactory level. 
Nevertheless, they also lack properties that will become increasingly important 
in the future. For example, they do not support the storage of complex objects, 
not to mention natural management of XML format data. Part of the new 
requirements can be managed with the existing systems, but this requires 
much more work than with newer DBMSs. Many organizations have 
recognized that old information systems and DBMSs are a barrier to strategic 
innovation (Gibson et al. 1999). Newer DBMSs also offer better development 
tools, thus lowering the costs of development tasks. The interviews show that 
in a couple of years the information systems and databases studied in this 
research will be in a situation where they may need to be replaced. Altogether, 
we may say that the diffusion of database innovations (object-relational, 
XML-enabled and spatial databases) has not truly started in the organizations. 
The reasons for this are discussed in section 6.2.2.  

Figure 6.1 describes the diffusion of DBMS technology. The curves 
RDBMS, ORDBMS and XML enabled DBMS describe the theoretical diffusion 
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of  DBMS technology. Theeach se curves are based on the diffusion of 
innovations theory and discussion in the research community. The Present-
curve describes how the current relational DBMS-based information systems 
have been implemented in the case organizations. The data for this curve 
comes from the databases that were studied as part of this project.  
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Figure 6.1: Diffusion of DBMS technology. 

The Figure reminds us that 67% of the information systems were 
implemented before the introduction of the object-relational databases in 1999. 
It also shows that all of the information systems and databases were 
implemented before relational-based XML-enabled database management 
systems with native XML storage possibilities were introduced. The Upgrade-
curve plots the diffusion of current information systems eight years after their 
actual year of implementation. As we can see, 100% diffusion only occurs 
eight years after the actual year of implementation. Eight and half years have 
been recognized as the average age when information systems are upgraded or 
replaced (Krogstie et al. 1994). The interviews suggested a similar 
upgrade/replacement cycle. A recent survey indicates an accelerating rate of 
upgrade/replacement, since 41 percent13 of respondents defined upgrading or 
replacing legacy systems as a very critical IT issue in 2002 (CSC 2002b). 
However, many of the oldest information systems and databases have still not 
been upgraded/replaced and they had already been i

                                              
13 Indicating a 10 percent growth since 2000. 
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years by 2003, i.e. more than eight years after the actual year of 
implementation. This is the reason why the Upgrade-curve is steeper than the 
Present-curve at the beginning.  

In another study the average age of information systems was seven years 
and average life expectancy was a little under five years (Swanson et al. 
2000). Thus combining the results of this dissertation and the results from 
other researches we can make a conclusion that information systems are seven 
years old on average and are typically upgraded/replaced when they are eight 
and half, but can be used until twelve years after the implementation date (see 
Figure 6.2). 

 

Lifetime of an Information System (average 12 years)

Lifetime used: 7 years on average

Typical upgrade/
replace time: 8½ years

121110987654321  

Figure 6.2: Lifetime of information systems. 

The upgrade curve in Figure 6.1 follows the shape and timing of the 
enabled DBMS almost exactly. In practice this 

s and databases are updated or 

int

 were not adapted for these sy
associated with a technological innovation: 

software information and innovation-evaluation information. Software 

theoretical curve of XML-
means that all of the information system
replaced after the database innovations presented in this research are 

roduced. It also means that the theory of the diffusion of innovations is 
supported by practice in the case organizations. Thus, it seems that a number 
of new information systems and databases will be capable of XML data 
management. The object-relational DBMS were not widely accepted when 
they were introduced, but these new upgrades will probably mean that they 
can incorporate these features. We can say that organizations are entering into 
the confirmation stage of the innovation-decision process. Actually, new XML 
enabled database management systems that have developed from a traditional 
relational DBMS have gone through the evolutionary phase of object-
relational DBMS and contain these features automatically. Finally, we must 
remember that the benefits of XML will only be delivered when there are 
several XML-capable information systems. The chart is suggesting that more 
than half of all information systems will have XML capabilities by 2006. 

Figure 6.1 shows that 33% of information systems and databases were 
implemented after object-relational DBMSs were introduced. However, 
ORDBMSs stems. According to Rogers (1995) 
there are two kinds of information 
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information concentrates on technology and reduces uncertainty of the 
technology itself, while innovation-evaluation information reduces uncertainty 
surrounding the expected consequences of the innovation. Considering the 
ex

ew information systems and database solutions will be based on 
the enriched third generation database management systems, which manage 
the whole coverage of data from numbers to objects to XML documents (see 
Figure 6.3).  

 

tent of diffusion of object-relational databases, the software information was 
probably clear but the innovation-evaluation information was not. The idea of 
object-relational databases was understood, but since real implementations 
were rare, little innovation-evaluation information was available.  

This research estimates that database innovations will diffuse in the 
information systems and databases of the organizations in the near future. The 
view is that n

Enriched 3rd generation databases

Alphanumeric data

Complex objects LOBs Collections

XML documents

ays 
wi

 

Figure 6.3: Data managed with enriched 3rd generation databases. 

Object structures are exploited in managing XML documents, but object 
structures are becoming more important also because the rising exploitation of 
spatial data: spatial data structures offered by new databases use typically 
object structures. So far spatial data has been managed in different w

thout object structures. Actually, the organizations are not familiar with 
software information relating to spatial extensions in database management 
systems. This research proved however that spatial data management has the 
potential to play a major role in the future information systems of the case 
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organizations. Roddick et al (2000) reached a similar conclusion. Examples of 
spatial data management already exist in the case organizations and it is 
beginning to feature in databases due to the upgrades and replacements of 
information systems.  

Diffusion is easier with XML-enabled database management systems than 
object-relational DBMSs, because the benefits (innovation-evaluation 
information) have already been recognized in integration efforts. On the other 
ha

isions on XML usage. However, the case organizations have 
close communication channels with these companies and can affect the 
solutions made there at some level. Thus the estimation is that relational 
database management systems will change to enriched third generation 
database management systems within the next few years and XML, spatial 
data and objects will be managed fluently in the database management 
systems. The information systems are finally turning into universal 
applications, as Brown et al. (1999) predicted. In practice this means that 
organizations upgrade or replace their relational databases to XML-enabled 
DBMSs that are capable of managing not only traditional relational data and 
XML documents, but also other information, such as spatial data. This means 
also that the organizations need to improve their knowledge of these topics, as 
the analysis in section 5.9 confirmed (see values for the Complexity attribute). 
For example, staff should be trained in XML.  

The enriched third generation DBMSs can also improve performance. 
Organizations operating in the Internet typically produce information for the 
web from operational data. The DBMS could be utilized to produce the 
content as XML documents in the database. When users access this data 
through the Internet they receive the nicely formatted XML documents. This 

mber of users 
are accessing the data simultaneously. If the XML documents have to be 
cre

nd, the software information of XML-enabled DBMS is now trickier to 
extract because there has not been much time to test them. This is true 
especially with information systems that are developed within the 
organizations (25%) and not by an IS/IT company. In the latter circumstance, 
the information systems are more or less dependent on the IS/IT companies 
and their dec

will improve the website’s performance, especially if a large nu

ated from the operational data every time a user accesses some information, 
this will require additional, non-operational resources. The DBMS acts here as 
a XML document cache. TS-Group could benefit from this kind of structure. 
The content of their newspaper is turned into XML documents and readers 
accessing their web version of the newspaper receive all of the relevant 
information from the XML document cache. Another example is Amazon, 
which provides a lot of information about their products through their web 
site. This might be generated directly from the operational data or it might 
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have been generated earlier into XML documents in a database. If the latter 
option is adopted, the database becomes a kind of XML document cache, 
which provides users with easy and quick access to the data. 

 

Enriched third generation DBMS

Operational data XML documents

Users in the
organization

Users in the
Internet

 

Figure 6.4: XML document cache. 

 
If we place the organizations in Rogers’ (1995) Innovation-Decision 

process, we end up with the situation shown in Figure 6.5. It demonstrates that 
organizations are convinced of the capabilities of the relational DBMS, but 
have stopped in the decision stage with the object-relational DBMS and thus 
far failed to use it. With a spatial DBMS, an appliance of the ORDBMS, the 
organizations are mainly at the Knowledge stage (except Statistics Finland, 
which is entering into the Decision phase). Organizations have already gained 
some knowledge of the XML database management systems and attitudes are 
becoming favourable, but additional understanding is still needed.  
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Figure 6.5: The organization in the Innovation-Decision process of database 

es, but it is 
also identified as one main development area in the forthcoming years. 
Integration issues influence and emphasize the need for upgrading and 
replacing information systems and databases. Indeed, integration requirements 
are a common reason for renewing information systems (Krogstie et al. 1994). 
Also the financial benefits of computing depend on the success of creating 
single information systems (Sutherland et al. 2002). 

Technically, the integration can be performed in many ways, as is shown by 
the current integration solutions in the case organizations. In this study the 

innovations. 

6.1.2 Integration is emphasized 

This research shows that organizations are emphasizing the importance of 
integrating their information systems and databases. Similar results have been 
achieved in other studies as well. For example, in (CSC et al. 2003) 
respondents indicated a definite need for greater integration to improve 
enterprise performance. In this research lack of integration is identified as one 
of the main problems with current information systems and databas
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organizations emphasized the role of XML in future integration efforts, 
although other alternatives also exist. In practice this accentuated role for 
XML means that the language has to be produced and managed in the 
information systems and databases. However, for the case organizations these 
plans to exploit XML will mean major changes to their existing systems. 
Current information systems and databases do not support XML natively. The 
possible change to XML-enabled database management systems will also 
entail a number of costs: hardware, software and personnel. This may include 
spending money on: 

• Updated/upgraded information systems and databases require 
powerful new servers.  

• Costs may vary, depending on the degree to which the present 
software can be upgraded.  

• Personnel must be trained to use XML-enabled solutions. A 
couple of cases have already started to do this.  

These integration issues confirm the ideas presented in the previous section, 
namely that XML is entering into the databases and XML-capable databases 
will diffuse in the organizations in the coming years. However, we must 

member that a single information system managing XML fluently will not 
create an integrated environment of information systems. The benefits of 

able 
information systems in the organization (Lear 1999). A very similar idea is 
presented in diffusion of innovations theory by using the concept of ‘critical 
mass’. Critical mass is defined as the point when the rate of the adoption of the 
innovation is at a level where further rate of adoption becomes self-sustaining. 

Integration of information systems and databases is also a prerequisite to 

ted into a data warehouse 
str

re

XML will only come on stream when there are several XML-cap

(Rogers 2003). 

many areas of computing (see Figure 6.6). Designing an enterprise-level data 
model is a logical starting point for integration. This model acts as a guideline 
for integrating information systems and databases and it defines the basics of a 
possible integrated database. Once an integrated IS and database environment 
is created, new possibilities become available. For example, customer 
relationship management requires that all customer-related data is accessible 
from one place when it is needed. Without an integrated solution the gathering 
of customer-related data would require the use of multiple information 
systems. Combining the data would take a large amount of time and work. The 
requirements for data warehousing are similar, but the focus is probably not on 
the customer. Again, an integrated environment supports the aims of data 
warehousing, in which the operational data is integra

ucture. If integration of operational data sources has already been achieved, 
it is much easier to design the data warehouse solution. An integrated 
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environment also serves the requirements of electronic business, where 
information is needed from many sources. The share of online transactions in 
total business-to-business trade is expected to grow rapidly as organizations 
integrate their information systems (United Nations 2003). E-Business and 
business process management are increasing the integration efforts within 
organizations (Fremantle et al. 2002). Integration also improves the 
possibilities to use special features associated with some data effectively 
throughout the organization. For example, spatial data and spatial analysis can 
be combined in many different areas of the business, which again can provide 
new val for

 
ue  the organization.  
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Figure 6.6: Integration opens new possibilities. 

6.1.3 Other observations 

There are also other issues that support the conclusion that database 
innovations will diffuse during the next few years. This section presents these 
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additional empirical observations and conclusions, which relate to reporting, 
browser-based user interfaces and documentation.  

6.1.3.1 Reporting needs to be improved 

This research showed that the organizations have problems with reporting. 
Currently, they do not base this on data warehouses, but rather on some 
special applications that do not answer to the reporting needs adequately. 
Similar problems have been identified elsewhere as well, since “facilitating 
analysis and decision making” and “creating an effective environment for 
sharing relevant information” were ranked as the top two issues that were most 
constrained by a lack of appropriate technology solutions (CSC et al. 2003). 
These problems are also associated with problems in business intelligence and 
knowledge management (CSC et al. 2003). Also, the case organizations hope 
to make reports available on the web. XML is one natural alternative for 
producing online reports. Producing XML from the database brings us back to 
the point where the service of the database management system needs to be 
analysed.  

In future the SOK Corporation needs to build a comprehensive view of its 
information. Building an enterprise data model and then modifying the 
existing information systems can achieve this. From the reporting point of 
view the operational data should be further modelled into a data warehouse 
solution. Taking these steps should solve the reporting problems.  

At Salon Seudun Puhelin Ltd most effort needs to be made to deal with data 
accuracy and the ways users work with the information systems to improve 
data consistency. Before this is achieved it is not rational to start exploiting a 
data warehouse. The company should evaluate the true requirements of  
establishing a data warehouse for reporting, since other easier solutions might 
be available.  

In the State Provincial Office of Western Finland (WEST) the most 
 for managing the collected data. After 

at the emphasis can be on reporting, analysing and comparing data in 
different time-series. Basically, the environment of WEST is ideal for 

and the functions are heavily 
dependent on the analysis and developments in time-series.  

In addition, a data warehouse could solve TS-Group’s reporting problems. 
rt formats, something that is currently a problem. 
t distribution problems at the same time. 

important issue is to get a suitable tool
th

exploiting a data warehouse. The processes 

This would standardize repo
It would also solve the repor

In Optiroc Ltd the time it takes to run reports and the difficulties in analysis 
can also be solved with a data warehouse. One reason for the slowness was 
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that the reports were run directly from the operational databases and 
transferring the source of the data to a data warehouse might offer 
improvements. Another problem concerned analysis and whether reports could 
be generated on an ad hoc basis. Introducing necessary OLAP tools and 

 problem.  
At Statistics Finland the interviewees did not mention reporting as a 

etter overall 
co

on itself had better documentation than those that had been 
ou

ook et al. (2002) 
wr

rrespond 
the

training the users sufficiently will solve this

problem. However a data warehouse might still offer extra value in data 
analysis. At the moment though, data warehousing is not the most acute topic 
in IT-development in this organization. 

6.1.3.2 Heading for browser-based interfaces 

Organizations are emphasising browser-based user interfaces as the future way 
to access information systems and databases. This also touches on XML and 
the combination of XML and databases. XML needs not only to be produced 
from the database but also to be stored in the database. Both these issues are 
confirming the diffusion of the database innovations that can manage XML 
fluently.  

6.1.3.3 We can live with the documentation 

The documentation in the case organizations proved to be in a b
ndition than some recent studies (Cook et al. 2002; Briand 2003) might 

suggest. However, there were also numerous information systems where the 
documentation needs to be improved. In fact, in 66% of the studied 
information systems the documentation was not satisfactory and had 
shortcomings. The interviewees felt that the information systems developed by 
the organizati

tsourced. The interviewees also stated quite often that the documentation is 
outdated, but we can still manage with it. This confirms the ideas of Forward 
et al. (2002), who argued that documentation can be relevant even if it is not 
up to date. 

Only two of the cases had developed and used their own standards and 
templates to assist the documentation process. However, C

ote that the importance and fundamental role of the key practices is very 
clear. This research validates the importance and meaning of those (recall case 
STAT), but it also shows that these guidelines must be updated to co

 current technological environment (recall case TS). 
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6.1.4 Observations of the organizational attributes 

The orientation value for the adoption of the database innovations varied from 
39 to 66 percent (see Table 6.1). As these values indicate, these organizations 
are not particularly fruitful ground for database innovations – indeed, at the 
mo

ntation value. 

ment they are not very interested in them. If we look at the single attributes 
of the organizational part of the developed framework (see Table 6.2) we see 
that interconnectedness had the highest average (2,83) and volatility of 
business had the lowest score (1,33).  

Table 6.1: Ranking of organizations based on orie

Rank Case Orientation 
value 

1 TS-Group Ltd 66 % 
2 SOK Corporation 64 % 
3 Salon Seudun Puhelin Ltd 57 % 
4 Statistics Finland 52 % 
5 Optiroc Ltd 43 % 
6 State Provincial Office of Western Finland 39 % 
 Average 53 % 

 

Table 6.2: Organizational values and attribute averages. 

Attribute SOK SSP STAT WEST TS OPTI Avg 
Centralization (-) 1 3 2 2 0 2      1,67  
Formalization (-) 2 3 1 1 2 3      2,00  
Interconnectedness 4 3 2 2 4 2      2,83  
IS Portfolio (-) 2 3 2 3 1 1      2,00  
Complexity 2 1 4 0 4 0      1,83  
Organizational Slack 3 0 4 0 3 2      2,00  
Size 4 1 3 2 3 2      2,50  
IT Management 
Strength 3 2 2 2 3 2      2,33  
System Openness 3 2 2 4 3 2      2,67  
Volatility of Business 1 3 0 0 3 1      1,33  
IS/IT Environment 3 4 1 1 3 2      2,33  
SUM 28 25 23 17 29 19  

 
The current CRM-project is one reason for the higher orientation value of 

TS-Group Ltd. The organization is quite prepared for the change and this also 
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raises its score for other attributes, such as interconnectedness. The complexity 
value is noteworthy as well. TS-Group Ltd has had a lot of experience in 

: they can use resources flexibly and in 
different ways. Following the partner model and strategic learning paradigm in 
IT management is assisting innovation in organization. As a co-operative 

lio, but this is 
recognized by IT Management and development plans already exist to 
s  it. 

The smallest organization covered in this research,
Puhelin Ltd, received the third highest orientation value. The main rationale 
b ind utes. The business and the external IS/IT 
environm Salon Seudun Puhelin Ltd to act and innovate 
according to their market instincts. As a smaller organization the IS portfolio 
i lso er ba to adopting new 

o e other hand, it is clear that resources are scarce. 
Like TS-Group Ltd, Statistics Finland is in the middle of a large 

development project. As a result, IS-related issues are well resourced at the 
moment. As the project also relates to data management issues, the necessary 

database innovations, 
in spatial d es  XM e viro  in which 

 op  is isti
ly a r in this specific field in the country and therefore the 
ent es no timul  the d sion cess.

 is an eresti  case  this research, because it is the only 
 to follo the sc ble m del in organi g IT anage

l as wo ed ou ell, s e the  port io of
onditi , even though their kn ledge  data e inn
t the omen he or nizati is em hasizi  maintenance 

 exi ng in matio system , mea g that the degree of 

ci ffice  Wes n Finland is currently on a waiting list 
tabase surgery has ntifi tcom s of info mation 

systems, but at the moment there are neither the resources nor the expertise to 
be

developing and integrating information systems and, together with in-house 
training in new topics like XML, this contributes towards the very high score. 
However, the IS portfolio is in good condition which reduces the need for 
adapting the database innovations. 

Because of its size, SOK has a good starting point for adopting database 
innovations. The size enables more possibilities in using resources thus giving 
them flexibility in organizational slack

society, SOK is confronted with a highly complex IS Portfo

implify
 i.e. Salon Seudun 

eh this is its external attrib
ents pressure 

s a easier to deal with and there are low rriers 
technol gy. On th

employees have gained expertise in the field of 
especially atabas

tes
 and

 d
L. Th
uishing feature. Statistics Finland is 

 business en nment
Statistics Finland era  a ng
practically the on cto
business environm  do t s ate iffu pro   

Optiroc Ltd int ng  in
organization w ala o zin m ment. It 
seems that the mode  h rk t w inc  IS fol  Optiroc 
Ltd is in good c
is very low. A

on ow  of bas ovations 
m t t ga on p ng

operations of the sti for n s nin
innovativeness is low. 

The State Provin al O  of ter
for da . It ide ed the shor ing  its r

gin the diffusion process. It seems also that the organization is somehow 
tied to the bureaucratic way of doing things. Nor does its business 
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environment initiate any innovation processes. However, this organization is 
probably the one in which database innovations could be most widely utilized 
and even without any burden of the old non-existing information systems and 
their upgrades. 

6.2

f database 
inn

 Theoretical conclusions 

This section outlines the theoretical conclusions of the research. It evaluates 
database innovations and their consequences according to theoretical 
frameworks. It then identifies critical organizational success factors and 
presents a modified framework, before describing, an innovation-decision 
process in an organization. 

6.2.1 Evaluation of the database innovations 

If we want to understand why and how an innovation spreads and which of its 
characteristics lead to widespread acceptance, we need to look at its 
advantages and disadvantages. This section deals with these issues by 
considering database innovations. We evaluated the attributes o

ovations in section 4.5 (see Table 6.3) and these findings are also presented 
in Figure 6.7 as a chart.  

Table 6.3: Evaluation of the attributes of the database innovations. 

 ORDBMS Spatial DBMS XML enabled 
DBMS 

Relative advantage Moderate Moderate Very high 
Compatibility Very high Very high Very high 
Complexity (-) Low High High 
Trialability High Low Moderate 
Observability Very low Low Moderate 
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ations. 

novations cannot offer performance and reliability.  
The basic advantage database innovations offer is the wider variety of 

different information that those database management systems can manage. 
 s rge objects, 

collections and XML documents. User-defined types make it possible to 
define totally new types that represent th to i at. 
This means that the database innovations are also a significant alternative to 
systems that manage mainly numbers and . The ma of data 
gets closer to how the actual work is done. Thus the relative  of the 
o l DBM  considered e moderate,  main 
c the exte

n example of using object-relational database management systems comes 
from the management of spatial data. When the special spatial storage 
structures are not used, the necessary analysis tools must be programmed 
manually. On the other hand, if spatial extensions of the spatial DBMS are 
exploited, many analysis operations and functions are automatically available. 
Therefore the relative advantage of the spatial DBMS is higher than in the 
case of pure object-relational DBMS, but nevertheless scored as moderate. 
The situation is similar with XML-enabled DBMS. The old relational database 
management systems do not contain any operators or functions for managing 

Figure 6.7: Chart of the database innovations' evalu

The relative advantage of database innovations over current relational 
databases seems obvious. However, we must also restate the common fact that 
relational database management systems are perfect if only alphanumeric data 
is managed and the integration needs are limited. They are also a very good 
choice when performance and reliability are important. Of course, this does 
not mean that database in

These new upported types of data are user-defined types, la

e world closer ts natural form

 characters nagement 
 advantage

bject-relationa S is to b  since its
ontribution is nsions to the available data types.  

A
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XML documents fluently. However, new XML-enabled database management 
systems support SQL/XML (part of the SQL:2003 standard) to enable easier 
XML data management. In addition, they offer versatile storage alternatives 
compared to traditional relational DBMS. Consequently, we can say that the 
relative advantage of an XML-enabled DBMS is very high. The main rationale 
for this score is that XML-enabled DBMSs: 

• extend the available data types,  
• enable management of all kind of data in a single DBMS and 
• offer a multitude of new tools and functions for managing the 

data in a DBMS.  
The database innovations presented in this research are all based on 

relational database management systems. Therefore is easy to say that the 
database innovations are very compatible with the relational DBMS. This 
means in practice that the investments in the database innovations are safe, 

nce the database management systems can still manage the old relational 
ve all kind of data in 

one database. It can contain well-structured, unstructured and complex data. 
Th

s 
the

 the normalization – 
the

si
systems. A big advantage is that the organizations can ha

e data can then be managed with normal SQL commands but also special 
XML tools like Xpath and Xquery. Actually, relational data can be managed 
with XML related-tools and data in XML documents can be managed with 
relational tools and vice versa. The essential message is that all data can be 
managed together and it is easy to combine different approaches. 

The disadvantages of the database innovations are not as easy to identify a
 advantages. One of the clear disadvantages is however the rise of 

complexity. In object-relational DBMSs the complexity level raises only little, 
but in both spatial and XML-enabled DBMSs the degree of complexity is 
high. This complexity is illustrated clearly by the evolution of the SQL 
database language. Once so easy and compact, SQL has become much trickier, 
although the possibilities of what you can do with SQL have increased as well. 
Database innovations offer new tools that are required to manage the data in 
the database. Earlier SQL was the only tool you needed to master, but 
database innovations are making other areas highly important as well. 

The complexity is also seen in the storage level since
 basic requirement in a relational database – is broken when objects and 

XML documents are stored in the database using these new data types. Of 
course it is debatable whether this is really a disadvantage, or if in fact it is 
more valuable to have the data closer to the natural form in the database than 
divided into number of tables. However, this also pressurised traditional 
database design stages: how should a conceptual model be turned into a 
logical model when the goal is – for example – to use user-defined types and 
collections, not to mention XML schemas.   



159 
 

A disadvantage is also the space needed for storing the new types of data. 
For example, storing only the element values of an XML document without 
the elements reduces the amount of characters that need to be stored quite 
considerably. For example, an XML element <StreetAddress>Helsingintie 
1</StreetAddress> is 45 characters altogether, but if only the value of the 
Streetaddress element is stored just 14 characters are needed. In a large XML 
docume the  can turn out to be significant.  

The la he 
trialabil  es
present datab systems represent the third generation of 
DB

d DBMSs is 
als

ch. For 
ob

nt  amount of saved character-space
tria bility of the database innovations varies from low to high. T
ity timation for object-relational DBMS, is high since many of the 

ase management 
MSs and therefore the object-relational features should be tested and 

evaluated. However, more preparations are needed before we can test the 
spatial extensions of the DBMS. Depending on the DBMS, the spatial 
extensions might be directly available, or alternatively they (or a replacement) 
could need installing. In all cases the test environment must be designed and 
implemented and the additional tools and functions needs to be learned. 
Therefore the trialability of the spatial DBMS is evaluated as moderate. The 
trialability of the XML-enabled DBMS is low. Testing always requires new 
installations and probably a change of DBMS, since they all do not yet offer 
the XML data management features that are available in the enriched third 
generation of DBMSs. As the empirical evidence shows, present DBMSs are 
not ready for XML and therefore the readiness to test XML-enable

o low. 
The observability of database innovations varies from very low to 

moderate. Observability is moderate for XML-enabled DBMSs, since 
although the language is discussed everywhere and awareness of it is 
increasing, pure XML-enabled DBMS solutions are still rare. Economically, 
XML-enabled DBMS will become increasingly interesting, as the number of 
XML-capable information systems rise.  

The observability of spatial DBMSs is low, since real cases of using them 
are still uncommon. Spatial data is however managed in many information 
systems and we can therefore investigate the benefits of this approa

ject-relational DBMSs the degree of observability is very low. Solutions 
based on an object-relational DBMS are quite impossible to find, for two 
reasons. First of all the real cases using object-relational features are not 
typical. Second, the information systems might not show any signs of the use 
of object features unless the physical database structures are studied.   
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6.2

, 
ind

NFO Infratest GmbH & Co. KG 2003) on the same chart as the 
dif

.2 Consequences of database innovations 

Rogers (2003) defines consequences as the changes that occur as a result of 
the adoption or rejection of an innovation. He further defines three dimensions 
of consequences: a) desirable vs. undesirable, b) direct vs. indirect and c) 
anticipated vs. unanticipated. Typically, the desirable, direct and anticipated 
consequences of an innovation go together, as do those that are undesirable

irect and unanticipated.  
One direct consequence of database innovations is that they smooth the path 

to e-Business for organizations. Relational database management systems 
have drawbacks for Business-to-Business and Business-to-Consumer actions. 
When a relational database management system is used, the data must usually 
be put into another format to transfer it to another organisation (in B2B 
transactions) or to publish it on the web (in a B2C situation). Typically, these 
transformations are examples of impedance mismatch. Object-relational 
database management systems ameliorate this situation somewhat because 
they allow related data to be stored as whole objects and all of the necessary 
data can be accessed easily without many joins. The enriched third generation 
of database management systems offers the most potential for e-Business. By 
providing built-in support for XML, it makes performing all kinds of e-
Business actions much easier. XML documents can be produced easily and 
then stored in many different ways. In fact, if we place an estimation of B2B 
revenues (

fusion curves presented earlier, we can make an additional observation: the 
B2B bars form a pattern that is similar to the XML-enabled DBMS curve (see 
Figure 6.8). Therefore it seems that B2B revenue predictions support forecasts 
of XML-enabled DBMSs diffusion.  
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Figure 6.8: B2B revenues and the diffusion of database innovations. 

An anticipated and desired consequence of database innovations is that we 
are seeing the emergence of enterprise-level databases, where many 
information systems use same information in parallel. At the moment, 
organizations are thinking about how to integrate information systems and 
what kind of solutions should be utilized. This research suggests that the aim 
should be to combine the databases and build larger, enterprise-level databases 
that hold all kinds of organizational data. This enterprise database could 
contain all of the data that has been processed in the organization, but there 
might also be separate enriched third generation databases for managing data 
that is specific to the information system. In this integrated environment, 
versatile data can be combined easily and exploited efficiently. It would also 
be possible to introduce new applications, such as customer relationship 
management, data warehousing or the use of spatial data. This would require 
comprehensive education and training in database skills for staff in 
organizations. The next step, from enterprise databases to a workflow-oriented 
way of doing things, is also not far away. The creation of an enterprise 
database already means that the information is held in the enriched third 
generation of databases and the next step is to provide a business layer that 
allows the information systems to access all data, wherever it may be located. 
Having database management systems that enable the management of all kinds 
of data reduces the level of complexity in this business layer.  

For universities, institutes and other organizations offering education in the 
field of databases, this research produced confusing results. On one hand, it 
outlined those topics that are becoming important in the forthcoming years. 
Thus an anticipated and desired consequence is that these topics should be 
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included in the curriculum. Database courses should also cover topics like 
XML and databases, spatial data management and object-relational databases. 
On the other hand however, it showed that information systems and databases 
last for a long time. From this we can conclude that there will be information 
systems and databases based on relational DBMSs for many years. Thus 
traditional relational databases should still form the basis of database-related 
education, but database innovations should also be included in courses and 
curricula. 

6.2.3 The critical organizational success factors for the adoption of 
database innovations  

The original framework for analysing the degree to which an organization 
ight adopt database innovations operated quite well. However, it seems that 

the attributes could be rearranged to create a more simplified model (see 
ganizational 

characteristics, resource-related factors and business environment. The 
org

m

Figure 6.9). Thus three groups of attributes are defined: or

anizational characteristics group contains attributes for describing the 
organization in the field of information systems. The resource-related factors 
group contains attributes relating to the resources that are important for 
adopting new technological innovations. The third group describes the 
business environment the organization is operating in. 

 
 

Critical 
success 
factors

Resource related
factors

Centralization (-)

Complexity

Formalization (-)
Interconnectedness

Organizational slack
Size

Business 
Environment

IT management strength

IS Portfolio (-)

Volatility of business

System openness

IS/IT environment

Organizational 
characteristics

 

Figure 6.9: Critical success factors. 
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Table 6.4 presents the original attribute values, grouped and summed 
according to each critical success factor. The table shows the distinguishing 
factors between the cases. We see for example that the factors driving Salon 
Seudun Puhelin Ltd towards innovations are its organizational characteristics 
and business environment. Similarly, resource-related factors are driving 
Statistics Finland in this direction. 

Table 6.4: Values of critical success factors. 

Critical 
success factor 

SOK SSP STAT WEST TS OPTI 

Organizational 
eristics 

9 12 7 8 7 8 
charact
Resource 12 4 13 4 13 6 
related factors 
Business 
environment 

7 9 3 5 9 5 

 
When an organization wants to improve its prerequisites for the adoption of 

database innovations, it can concentrate either on improving its organizational 
characteristics or on resource-related factors. On the other hand, it seems very 
difficult to achieve improvement in the business environment-related factors. 
It seems impossible suddenly to alter the volatility of the business or to modify 
its IS/IT environment. Therefore organizations should concentrate on the other 
critical success factor groups rather than the business environment group, if 
they are looking to create a successful environment for the adoption of 
technological developments like database innovations. It is much easier for 
example to improve employee skills (complexity) or invest in more resources 
(organizational slack) than to alter the business environment. Similarly, the 
organization can work on changing its culture to become less centralized and 
formalized. 

6.2.4 Innovation-decision process in an organization 

Figure 6.10 summarizes how database innovations diffuse throughout an 
organization. It also shows the critical success factors defined in the previous 
section. An organization (the white box in the middle of the Figure) has 
several information systems and databases. The innovation process is related 

 the business environment, which has a strategic impact on the organization 
(Swanson 1994).  
to
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The aim and the goal of an organization is naturally that these information 
systems and databases match to the requirements of its business environment. 
Usually, the internal environment of an organization is integrated, perhaps 
through enterprise application integration (EAI). Typically, it would also have 
an integration solution with its business partners (B2B). However, this set of 
information systems and databases always has problems. In some 
organizations these problems are small, but in others they can be significant. 
An organization may have plans to develop its information system and 

culties, but also because of new 
business requirements. When a new information system and database are 
planned, new tech cal atio ls sed.  it might also 
be other way around, i.e. the innovatio
agenda setting, needs and problems are al usefulness 
of database innovations are evaluated. Typically, these so-called performance 
gaps trigger the innovation process. The evidence from this research confirms 
that performance gaps start the innovation processes. In all of the cases these 
performance gaps initiated an internal investigation that set the agenda for the 
innovati

database environment because of these diffi

nologi innov ns are a o discus  Yet
ns themselves initiate new plans. In 

processed and the potenti

on process. These performance gaps are presented in Table 6.5.  

Table 6.5: Performance gaps of the case organizations. 

Case Performance gap Innovation process 
SOK Inefficient exploitation of the data Data modelling for information 

systems’ integration 
 

SSP Inefficient exploitation of the 
information systems 

Management of the information 
systems and the databases 
 

STAT Inefficient management and 
analysis of spatial data 

Storing and managing spatial data 
in the databases 
 

WEST Inefficient management of inquiry 
data 

Managing inquiries with the 
databases 
 

TS Inefficient management of Managing cu
customer information 

stomer information 
with the databases 
 

OPTI Management of customisation 
and maintenance of the 
information systems 

Management of the information 
systems and the databases 

   
After the agenda setting stage the innovation is tested and the organization 

attempts to determine whether the solution might solve its problems. The 
innovation is then analysed to assess the possible benefits and problems of 
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implementation. Key issues here are whether it will provide relative advantage 
and the degree of compatibility, complexity, observability and trialability.   
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Figure 6.10: 

If the organization’s decision-makers conclude that the innovation will not 
s its prob e gap e 
innovation is rejected. Otherwise the innovat ers the 
next stage of the innovation proc

he d hen the innovation is adapted to 
accommodate the organization’s needs and the organization’s structure is 
m  to tion 
usually change during the innovation process  1994; Rogers 2003). 
The change may for example result in a creation of a
like in TS-Group Ltd, where a new team for the CRM system was created. In 
practice this restructuring might mean designing a new information system 
with the new

When the m and inn spread 
use, clarifyin ge is actually a social process of human 
interaction when the people in an orga

Database innovations in an organization’s innovation process. 

olve lems, bridge the performanc s or fit with corporate plans, th
ion is adopted and it ent

ess.  
ecision is favourable, t If t

odified fit with the innovation. Both the innovation and the organiza
(Swanson

 new organizational unit, 

 database innovation.  
 new information syste
g occurs. This sta

ovation are put into wide

nization talk about the innovation and 
gain a common understanding of it.  
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Finally the innovation becomes a part of the regular activities and loses its 
separate identity. This final, routinizing stage completes the innovation 

 which 
defines how the innovation continues to be used after the initial innovation 
process is completed (Rogers 2003). Two factors influencing sustainability are 
participation and the degree of re-invention. Participation describes the 
involvement of the members of an organization in the innovation process. The 
degree of re-invention describes how much the innovation is modified by the 
adopters in the innovation process. (Rogers 2003) For example, in Optiroc Ltd 
participation is recognized as critical factor in the sustainability of their 
information systems and innovations.     

This shows that the theory of innovation process in organizations can be 
used to interpret the diffusion of database innovations. We should also 
remember that there are four main elements in the diffusion of new ideas 
(Rogers 2003): the innovation itself, communication channels, time and social 
system. The first element, database innovations, has already been explained 
thoroughly, but the three others are largely absent from this thesis. However, it 
has shown (Figure 6.10) that the meaning of time is easy to understand in the 
innovation process. Going from the agenda-setting stage to the routinizing 
stage takes plenty of time, as does the diffusion of database innovations. The 
social system in this research has been the organization. There are many
different departments and units within an organization and the role of the IS/IT 

ations. 
Like Swanson (1994) wrote, the success of IS innovations may rest upon an 
eff

 be able to understand and interpret the 
ma

 the ability of the research methods to 
measure the right things, seems to be good. The selected research methods 

process. An important concept related to routinizing is sustainability,

 

department is emphasized in the innovation process of database innov

ective partnership between the IS department and its users.  

6.3 Reliability and validity 

Some criticize a case study approach to research, because it is not possible to 
generalize the findings statistically for example (Cavaye 1996). There are 
however ways to generalize the case study research findings, as Walsham 
(1995) described. Another criticism is that case studies are subject to the 
influence of the researcher’s characteristics and background (Cavaye 1996). 
Such a line of argument was turned on its head during this thesis: a researcher 
must have a certain background to

ny solutions utilized in organizational information systems and databases. 
However, when semi-structured interviews are used, a researcher’s readiness 
also plays a significant role and might influence the results of the research. 

The validity of the research, i.e.
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pr

Ta

oduced detailed information about the information systems and databases, as 
they were designed to do at the beginning of the project. Maybe the interview 
script could have been even more specific, since in a couple of interviews the 
interviewees did not understand some terms or the formulations of the themes. 
These situations were nevertheless solved during the interviews and necessary 
information was received.  

Yin (1994) divides validity into three sub-concepts: construct, internal and 
external validity, but only two of them are suitable for interpretive case studies 
like this research. These are described in Table 6.6. 

ble 6.6: Construct and External validity concepts by Yin (1994). 

Concept Description 
Construct validity Establishing correct operational measures for the concepts 

being studied 
 

External validity Establishing the domain to which a study’s findings can be 
generalized 
 

 
The researcher can affect construct validity in the data collection process by 

using multiple sources of evidence and establishing a chain of evidence. In 
this study, data collection was based on multiple data sources, not just the 
interviews. This gave a larger view of the phenomena and raised the construct 
validity of the research. Having a draft case study report reviewed by the key 
informants also increases the construct validity. In this project the interview 
transcripts were sent to the interviewees for confirmation. Every case also 

h here the case report was published. After this 
the organization and the people involved had an opportunity to add necessary 

ing 
inf

theoretical replication approach could have been utilized. In this situation, 

finis ed with a final meeting w

topics or make corrections to the case report. However, only very small 
changes were requested at this point in time, probably because the interview 
transcripts were already checked earlier. 

The problem of external validity has been a major barrier in doing case 
studies (Yin 1994), since it concerns the generalizations of case study 
findings. External validity can be increased during research design by using 
replication-logic for multiple case studies. This bases the selection of cases on 
the idea of literal replication, which means that similar results are expected in 
every case. This was a reason for limiting the cases to organizations utilizing 
database technology, rather than those that were mainly develop

ormation systems on top of the databases. If the goal of the research had 
been to produce contrasting results (but for predictable reasons) then a 
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organizations and companies that have IT/IS as their main line of business 
would have been selected. However, no such companies were involved in this 
study. 

The cases were a heterogeneous group of organizations, which allowed for 
a more general examination of the phenomena than would have been the case 
if the organizations had only represented a single line of business. Every case 
ha

as the focus of Statistics 
Finland. Common trends were investigated during data analysis and general 
results were described. These were also used when analysing the diffusion of 

nd internal 
structural characteristics were not analysed in detail, but these issues 
in the evalua or the orientation value. Both issues were 
referenced and discuss rt 
could have been placed on them to simplify the assessment of orientation 
va

The reliability of this research was improved by following certain ways of 
working. There are two main ways in which the reliability of a case study 
research can be improved. These are a case study protocol and a case study 
da

alysis processes must be described 
tho

d a specific research focus in addition to the general framework, although 
these were also studied in the other organizations. For example, spatial data 
management was viewed in every case, but it w

database innovations. The organizations’ decision processes a

fluenced tions made f
ed during the interviews, but maybe a little more effo

lue. 

tabase. A case study protocol is essential in a multiple case study and guides 
the researcher in carrying out the data collection. (Yin 1994). It should 
contain: 

• An overview of the case study project. 
• Field procedures. 
• Case study questions. 
• A guide for the case study report.  

In this research a case study protocol was maintained, although it was not as 
detailed as Yin (1994) proposed.   

Benbasat et al. (1987) wrote that clear descriptions of case selection criteria 
and data collection processes should be provided. Also Dubé and Paré (2003) 
wrote that the data collection and an

roughly. Both of these requirements have some similarity to Yin’s 
definition of a case study protocol. To improve reliability, these issues are also 
presented in section 3, where the whole research approach is described quite 
thoroughly.  

A case study database is about organizing and documenting the data 
collected for the case studies (Yin 1994). It should contain case study notes 
and documents, tabular materials and narratives. In this research the case study 
notes were stored in a special database application to improve ease of access 
and simplify analysis. The case study documents were all collected in separate 
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folders case by case. Tabular materials produced by the researcher from the 
case study material were stored in Excel-files. Finally the narratives, i.e. the 
open-ended answers to the questions in the case study protocol, were produced 
fro

mented very thoroughly.  

 Not be re-invented or rejected.  
One t ctors whose purpose is to 

promote the the research. (Rogers 2003) No database 
company fun ever, the researcher might have had an 
overly-p itiv ons. 

se weaknesses were avoided in this study. 
In

6.4

m the data in the database application. These narratives were also collected 
in a specific folder. Having all the case study material easily accessible proved 
to be very advantageous. 

The reliability of the research is also strengthened if multiple investigations 
produce similar results. In this sense the reliability of the research is 
questionable. However, since the information systems and databases are 
changing, another study would probably not come to the same conclusions. 
Repeating the research would no doubt produce different results. The 
information systems and databases have already developed from the point 
when the interviews were arranged. However, another study might confirm the 
results of this research by showing that developments occurred in the case 
organizations. Reliability can also be assessed technically, i.e. how the 
research was conducted. Technically the research is reliable, since the research 
is docu

Diffusion research has been criticized for different weaknesses. One of the 
most serious shortcomings is pro-innovation bias. This implies that an 
innovation should:  

• Be diffused and adopted.  
• Be diffused more rapidly.  
•
ypical reason for pro-innovation bias is that a

 innovation fund 
ded this project. How

os e attitude toward database innovati
Other mentioned weaknesses of diffusion research are individual-blame 

bias and recall problem. Both the
dividuals were not the research targets, rather information systems. As the 

recall problem exists only when diffusion is analysed after adoption, this 
weakness is also averted, because the research investigated the early stages of 
diffusion and no adoption of object-relational, spatial or XML-enabled DBMS 
had actually happened.  

 Future research 

This project raised many ideas for future study. The first one is to conduct 
similar research, but within organizations that are mainly developing 
information systems, i.e. their line of business is IS-development. This kind of 
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research could be understood as studying the early adopters of DBMS 
innovations. This might give more precise information about the time period 
in which IS-user organizations will adopt DBMS innovations.  

The second idea is to study these same organizations after some years and 
analyse the changes that have happened in their information systems and 
databases. This would provide time-series data and make it possible to analyse 
wh

topic is to concentrate on spatial data and 
de

ant and beginning to enter databases. An interesting 
research op ion of spatial data management in 
differen ase ting to describe the real benefits that 
have been ac  encountered. 

 document-centric XML 
do

umber of organizations and try to get a picture of the 
state of their databases. The survey could confirm the results of this research, 
if it is prepared in a way that is comparable with this project. However, an in-

nomena is achieved with a case study research, 
but with a survey similar level of depth is not possible.  

ether the development had occurred or not. There would also be the 
possibility for deeper study into the reasons why the organizations developed 
in particular ways. 

The third topic is to study how personnel have coped with the forthcoming 
change in information systems and databases. Using DBMS innovations 
requires different and updated skills. It might be interesting to study how staff 
were prepared for the change and the extent to which preparation actually 
succeeded. It is also reasonable to study how employees feel about the service 
the DBMS innovations have delivered. What is the change that has happened 
from the personnel point of view? 

The fourth possible research 
scribe how these features are exploited in the information systems and 

databases. This research claimed that spatial data management is becoming 
increasingly import

 t ic would be the descript
t c s. It would also be interes

hieved and the possible problems
The fifth possible is similar to the fourth, but now the focus is on XML and 

how it has diffused in the information systems and the databases. This area 
could also be divided into many further research categories. One possibility is 
to concentrate on the management of data-centric or

cuments. Another alternative is to concentrate on native XML databases and 
how those have diffused in the organizations. However, this topic area might 
be wiser to postpone for couple of years, since XML has not yet made a great 
deal of progress in this area.  

All of the previous research suggestions would need to be case studies. This 
research could also be done on a more general level. It would be interesting to 
do a survey of a large n

depth understanding of the phe
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APPENDIXES 

Appendix 1. Presentation of the cases 

SOK Corporation 

The S Group has organized itself into a co-operation network comprising 
regional cooperative societies and the SOK Corporation. SOK’s task within 
the S Group is to help the cooperative societies produce services and benefits 
competitively for their customer-owners by focusing on providing support and 
procurement services for all of the S Group’s companies. (SOK-Yhtymä 2003) 

The focus for this research within the SOK Corporation was to study the 
prerequisites and the need for designing an enterprise level data model. SOK’s 
IT management aimed to develop the utilization of stored data and create 
common data stores. The enterprise data model would help to recognise points 
of integration and would also clarify responsibilities. 

In this case the research was divided in three stages: a) study the 
prerequisites and needs of an enterprise data model, b) study the data managed 
in the SOK Corporation and c) design the enterprise data model. During the 
interviews (Table A.2) many information systems were studied. The original 
Finnish position terms are translated to English for this thesis. The essential 
information systems are listed in  
Table A.1.  
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Table A.1: Essential information systems in SOK Corporation. 

Information system Function Implemented, 
updated 

REX-Enterprise resource 
planning 

ERP of Sokos chain management 
unit 

1995 

Realisti IS for managing the real estates of S-
group 

2000 

Akseli Retail sale IS of Maan Auto 1991 
 
AOP IS for managing customer 

information of S-Group 
1990, 1996 

Kauha 
 

IS for managing season products 1994 

Intro 
 

ERP of Intrade Partners Ltd  

CRS/CIS Central room reservation IS of Hotel 1998, 2002 
chain 

Fenix  Personnel administration IS of S-
group 

2001 

Tuhti Assortment control IS of market 
chain management 

2002 

Table A.2: Interviews in SOK Corporation. 

Date Time Interviewee Position Unit 
3.12.2002 8:00 - 10:00 Ruuskanen 

Laura 
IT and Logistics 
Manager 

Sokos-ketju 

  Mattila Jorma IS Manager Sokos-ketju 
3.12.2002 10:00 - 11:30 Blomberg Lea IS Manager SOK Kiinteistötoiminnot
3.12.2002 12:30 - 14:30 Majamäki Ilkka IT manager Maan Auto 
9.12.2002 8:00 - 10:00 Muhonen Jari IT manager SOK TalousUnit 
9.12.2002 10:00 - 11:35 Koskinen Pekka IS manager ABC-Ketju 
9.12.2002 13:00 - 15:00 Kokkila Jari Head of 

technology 
Agrimarket 

  Kankaala Harri IT Manager Agrimarket 
11.12.2002 12:00 - 13:35 Seitsamo Jari IT Manager SOK 

Asiakasomistajapalvelut 
11.12.2002 14:00 - 16:30 Nikkinen Ari IT Manager  Intrade Partners Oy 
13.12.2002 10:10 - 12:10 Vihavainen 

Sirkku 
IT Manager  Sokotel 

17.12.2002 8:10 - 9:35 Hentunen Irma Head of salary 
office 

SOK Henkilöstöpalvelut 

17.12.2002 10:30 - 14:00 Simola Irja IT Manager  Market-liiketoiminta 
17.12.2002 15:30 - 16:30 Ehanti Seija Head of finance SOK Rahoitus 
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Salon Seudun Puhelin Ltd 

The vision of Salon Seudun td is to be the closest, most reliable, best 
quality and most useful partner in tel ow 
and in the future. The role o velo orks for 
telecommunications and se n munities 
of Salo region. The focus a  the company are:  

• Broadband te es. 
• Mobile networ
• Regional netw
• Cable televisi  
• Internet portal (Allu). 
• Real estate se  (SSP 200 ) 

us of this resear the 
p te of its informa
t or development. I ivide o parts. 
The first part concentrated on studying the essential information systems and 
d es. The second pa n sy  and the 
databases from a user per rmation systems studied in this 
case are presented in Table A.3 and the arranged interviews are presented in 

r s in

 Puhelin L
ecommunications for the Salo region n

f the company is to build and de p netw
rvices for the people, companies a
reas of

d com

lephone network and servic
k and services. 
ork. 

on network and digital services.

curity and control systems. 1
The foc

resent sta
ch within Salon Seudun Puhelin w
tion systems and databases and to identify possible 

as to study 

argets f n this case the research was d d in tw

atabas rt looked the same informatio
spective. The info

stems

Table A.4, along with a translation of the interviewees’ positions.  

Table A.3: Studied info mation system  Salon Seudun Puhelin Ltd. 

Informatio  n
system 

Function Implemented 

TTM-syste o ch
ts  

m ERP f r managing pur ase orders, 
customers, contracts, calls and produc

1999 

Tcable Netwo terk Planning Sys m 
 

1994 

TTM-repor tting Self-m
 

ade reporting sys em 2000 

Wintime IS for financial adm t
 

inis ration 1999 
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Table A.4: Interviews in Salon Seudun Puhelin Ltd. 

Date Time Interviewee Position 
5.12.2002 13:00 - 16:00 Pantsu Jari IS-designer 
  Kannisto Jani IS-designer 
  Uusitalo Jaakko IT Manager 
12.12.2002 8:10 - 9:00 Kannisto Jani IS-designer 
  Pantsu Jari IS-designer 
  Uusitalo Jaakko IT Manager 
12.12.2002 9:00 - 10:00 Vienonen Tommi Main user 
  Uusitalo Jaakko IT Manager 
  Pantsu Jari IS-designer 
12.12.2002 10:00 - 12:00 Pantsu Jari IS-designer 
  Kannisto Jani IS-designer 
  Uusitalo Jaakko IT Manager 
9.1.2003 8:40 – 10:00 Vuorio Pertti CEO 
9.1.2003 13:00 - 14:00 Vuorinen Kari Sales Manager 
10.1.2003 13:00 - 14:20 Meller Heikki Financial Director 
16.1.2003 8:05 - 9:30 Iso-Markku Matti Technical Manager 
16.1.2003 9:45 - 11:30 Järvi Pauliina Head of e-services 
16.1.2003 12:15 - 13:30 Marttila Janne Head of Accounting 

Statistics Finland 

The mission of Statistics Finland is to combine collected data with its own 
expertise to produce statistics and information services for the needs of 
s ote th al of statistics. 
Statistics Finland o istry ance, but 
is fully and independently responsible for its activities, services and statistics. 
S d h hom 200 are employed 
as statistical interviewe

us of this  was to study the possibilities 
of storing and managing spatial data in a relational-based database 
management system. In this case the research was divided into three stages. 
The first stage concentrated on standards of spatial data management. The 
second stage focused on spatial data management in different database 
management systems. Finally, the third stage looked at current spatial data 
management solutions in Statistics Finland and the goal was to design the first 
version of a data model of spatial data and its connections to other data. 

ociety, prom e use of statistics and develop nation
nder the Min

ficial 
perates administratively u of Fin

tatistics Finlan as personnel of around 1,100, of w
rs. (Tilastokeskus 2003) 

research in Statistics FinlandThe foc  
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The most important information systems for spatial data management in 
Statistics Finland are presented in Table A.5 and the arranged interviews are 

ted in  A.6. 

able A.5: Essential info mana ata in Statistics 

presen  Table

T rmation systems ging spatial d
Finland. 

Informatio  system n Function Implemented, 
updated 

Classification DB  bas on 
 diff s  

1985, 1993 Contains all of the
and specialities of

ic classificati
erent statistic

Business and location nagemen on 
s and orga

1997, 1998 
register 

IS for the ma t of informati
of companie nizations.  

 

Table A.6: d. Interviews in Statistics Finlan

Date Time Interviewee Position 
6.5.2003 13:30 - 14:30 Asp Jouni Database specialist 
  Nieminen Jari Project Manager 
  Starck Christian Special Researcher 
  Leppänen Maija Spatial data specialist 
  Tammilehto-Luode Marja  Development Manager 
20.5.2003 10:00 - 11:50 Asp Jouni Database specialist 
20.5.2003 12:05 - 13:30 Leppänen Maija Spatial data specialist 
20.5.2003 14:00 - 15:10 Tammilehto-Luode Marja  Development Manager 
20.5.2003 15:20 - 16:30 Kanerva Liisa Spatial data specialist 
26.5.2003 10:00 - 11:50 Starck Christian Special Researcher 
26.5.2003 12:00 - 14:15 Nieminen Jari Project Manager 
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St

Office of Western Finland is a joint regional 
administrative authority of seven ministries. The agency is divided into eight 
departments. It promotes governmental and regional goals by taking care of 

• dministration 
• fire and rescue administration  

n an administration  

ulture a
mi

 consumer, c istration 
• welfare and health administration  
• jurisdictional district and register administration. 

Regionality of governmental administration means also that every State 
ting basic services regionally and 

locally. (Länsi-Suomen lääninhallituksen peruspalvelujen arviointiryhmä 
  The  Provinci n s a large amount 

v ports. The man ta was 
entified  the area of st im to design the first version of a data 
odel. Th  research fo  services rt and 

arcotics. 
There are no special d m ion 

e formation systems were exploited during 
y from these (see 
d 

fo s of State Pro estern 
Finland used in evaluation of basic services. 

ate Provincial Office of Western Finland 

The State Provincial 

duties in:  
judicial a

• educatio d culture 
• physical education a
• agric

nd juvenile administration  
nd forestry administration  

• traffic ad
•

nistration  
ompetition and groceries admin

Provincial Office is responsible for evalua

2002)  State al Office of Western Finla d collect
of data to produce the e aluation re agement of this da
id as udy, with an a
m e cused on basic in public transpo
n  

atabase solutions for the anagement of evaluat
data. However some op rational in
the evaluation process b  collecting data  information systems 
Table A.7). The arrange interviews are presented in Table A.8. 

Table A.7: Essential in rmation system vincial Office of W

Information system Function Implemented 
Vallu IS for managing traffic licences 

 
1998 

Riki IS for management of crimes and 
criminals 

1992 
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Table A.8: Interviews in the State Provincial Office of Western Finland. 

Date Time Interviewee Position 
13.2.2003 10:15 - 12:35 Lehtonen Jari Special Designer 
14.2.2003 10:30 - 11:45 Mieskolainen Juha Province’s Welfare inspector 
27.3.2003 12:05 - 13:15 Jääskeläinen Antti Province’s Forensic 

pathologist 
27.3.2003 14:00 - 15:30 Aaramo Sirpa Inspector of Education and 

Culture 
3.4.2003 12:00 - 13:30 Hurskainen Raija Development Manager 
3.4.2003 13:35 - 15:00 Salmi Reijo Inspector of Education and 

Culture 
24.4.2003 9:00 - 10:15 Kymäläinen Marja-Leena Designer 
12.5.2003 9:30 - 10:50 Sihvonen Pertti Province’s Assistant Chief 

Director of the Police Force 
14.5.2003 Email Tikkala Vesa Development Manager 
9.6.2003 Email Antero Harri Special Designer 
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TS-Group Ltd 

The TS G is a com group, which processes and provides 
e ces and m roducts and 

ou y, TS  
ta nistrat roup. In 

addition, it publish newspapers and the main ne  Turun Sanomat  

o   the ma ta. 
m s also hoped to identify p ts. 

ed sential information 
aba ied. In second stage the studied 

infrastructure was analysed from the viewpoint of 
nformati f TS-Group Ltd are presented in Table 

h ged inter ed in Table

Table A.9: Essential information systems of TS-Group Ltd. 

roup munications 
information, as well as d velops, produ arkets graphics p
related services. The gr p’s parent compan -Yhtymä Oy, is responsible
for subsidiaries, real es tes and the admi ion of the whole g

wspaper is
(TS-Yhtymä Oy 2003). 

In TS-Group Ltd the focus of this
informati

 study was to study how
databases support

 current 
nagement of customern systems and  da
ossible development poinAt the sa e time it wa

The research was divid  in two stages. In first stage the es
systems and the dat ses were stud

CRM.   
The essential i on systems o

A.9 and t e arran views are list  A.10. 

Information system Function Implemented 
Centralized customer 
database 

Centralized management of customer 
data 

1990 

Marja-Order Entry 
 

IS for managing newspaper orders 1990 

ATEX-
Announcements 
 

IS for managing announcements  1991 

GD 2000 
 

ERP for printing houses 1997 
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Table A.10: Interviews in TS-Group Ltd. 

Date Time Interviewee Position 
15.5.2003 10:00 - 11:30 Mäenala Pauli Accounting Manager 
22.5.2003 10:30 - 12:00 Pakarinen Paul Project Manager 
22.5.2003 12:05 - 14:30 Määttänen Markku Project Manager 
22.5.2003 8:30 - 10:00 Lehtiö Jari Project Manager 
23.5.2003 10:30 - 12:00 Landström Heidi Product Manager 
23.5.2003 12:30 - 13:45 Laiho Matti IT Manager 
23.5.2003 8:30 - 10:00 Sinisalo Tero IS designer 
27.5.2003 8:30 - 9:30 Pellonperä Teemu Financial Manager 

Optiroc Ltd 

Optiroc Ltd manufactures mineral-based materials for both buildings and other 
civil engineering projects. The main product categories are Kahi-bricks, Leka-
products and maybe the most important outputs, dry products like Vetonit and 

iro Heidelberg Cement 
group. Organizationally, Optiroc is a very independent unit.  

se sed on studying the present state of its 
i a s evelopment 
p nan  de s important 
topics for the study. 

c’s essential in  in T .11 and the 
arranged interviews are listed in Table A.12. 

Serpo. Opt c is part of HBE-group, which is part of 

In Optiroc the re arch focu
nformation systems nd databases and identifying pos ible d
oints. Also, mainte ce and customisation issues were fined a

Optiro formation systems are presented able A
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Table A.11: Essential information systems of Optiroc Ltd. 

Information 
System 

Function Implemented 

Fina 
 

Finan t IS 19cial Managemen 96 

Ufo 
 

Order 19 and Sales IS 98 

Rubu 
 

Budge 20t IS 03 

Intex 
 

IS for et 20 Internet/Extran 03 

Table A.12: Interviews in Optiroc Ltd. 

Date Time Interviewee Position 
25.6.2003 10:00 - 11:30 Koskinen Ari IT-Manager 
25.6.2003 11:40 - 12:50 Kanerva Pekka Consultant, Softemis Ltd 
14.7.2003 9:00 - 10:50 Suckman Pirjo Accounting and IS Manager 
16.7.2003 8:30 - 10:10 Oksanen Tuija Main user of Order and Sales IS 
22.7.2003 9:00 - 11:40 Pöyry Olli Consultant, Essaim Ltd 
8.8.2003 9:00 - 10:45 Fjäder Mikael Marketing Director 
19.8.2003 9:00 - 10:45 Holm Magnus CEO 
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Appendix 2. Interview script 

General part 

 
1 Line of business 
 
2 Interview
 
3 Key figures 

turnover 
e

ab
in m 

m mana
on stratio
 i ation 

ns
 - Procurement decisions 
 
 State of and need for enterprise data model 

 
7 What information is used/managed/produced? 
 - Essential entities 
 
8 What utilized information is received elsewhere? 
 - From whom? 
 - What is the format? 
 - Interface 
 
9 What information could be useful to others? 
 - Are others already using information from you 
 - What is the format? 
 - Interface 
 
10 What information should be received elsewhere? 
 - From whom and why? 

 ee’s position 

 - 
 - mployees 
 
4 Essential dat ases 
 - purpose of formation syste
 
5 Database ad inistration and 

ini
gement 

 - Organizati  in DB adm n and management 
 - Know-how n DB administr
 - Costs (lice es, ...) 

6
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 - In what format? 
 - Interface 

ers 
 
 11 Oth
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I n system/databasnformatio e specific part 

 of the database? 
 - Information system 
 - Purpose of use 
 - DBMS and version 
 - When implemented? 

 

2 Owner and master of the database? 
 - Who owns? 
 - Who is responsible of the maintenance and administration? 

 

3 Structure of the costs? 
 - Costs of licences? 
 - Costs of hardware? 
 - Costs of personnel? 
 … 

 

4 Interfaces to information system? 
 - Client/Server? 
 - Browser? 
 - Mobile? 
 
5 Key figures of the database? 
 - Number of tables 
 - Number of bytes reserved 
 - Number of rows 
 - Number of users 
 - Number of concurrent users 
 - Number of transactions 

 

6 Documentation? 
 - Existence? 
 - Level of documentation? 

 

 
1 Purpose
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7 Logical structures used in database? 
Views 

- Triggers 

 rmation systems and databases? 
 delivering/receiving data to/from 

somewhere 
- Techniques used in data transfer between information systems 

 Problem areas and critical points  
 

d reasons for the breaks 
resent database 

- Are XML documents produced from the data in database? 

e database? How? 
in the organization 

1 What future plans exist?  

 - 
 
 - LOB- Type 

 

8 Interfaces to other info
 - Stand-alone system or

 

 

9
 - Which problems have occurred?
 - Breaks on usability an
 - Weaknesses of the p

 

10 XML? 
 
 - Are XML documents received elsewhere? 
 - Are XML documents stored in th
 - Level of XML knowledge 

 

1
 - Exploiting object-features 
 - Exploiting XML 
 - Storing XML 
 - Web services 

- Other 
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