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Meandering rivers have been perceived to evolve rather similarly around the world independently of the location or size of the river. Despite the many consistent processes and characteristics they have also been noted to show complex and unique sets of fluvio-morphological processes in which local factors play important role. These complex interactions of flow and morphology affect notably the development of the river. Comprehensive and fundamental field, flume and theoretically based studies of fluvio-morphological processes in meandering rivers have been carried out especially during the latter part of the 20th century. However, as these studies have been carried out with traditional field measurements techniques their spatial and temporal resolution is not competitive to the level achievable today. The hypothesis of this study is that, by exploiting the increased spatial and temporal resolution of the data, achieved by combining conventional field measurements with a range of modern technologies, will provide new insights to the spatial patterns of the flow-sediment interaction in meandering streams, which have perceived to show notable variation in space and time. This thesis shows how the modern technologies can be combined to derive very high spatial and temporal resolution data on fluvio-morphological processes over meander bends. The flow structure over the bends is recorded in situ using acoustic Doppler current profiler (ADCP) and the spatial and temporal resolution of the flow data is enhanced using 2D and 3D CFD over various meander bends. The CFD are also exploited to simulate sediment transport. Multi-temporal terrestrial laser scanning (TLS), mobile laser scanning (MLS) and echo sounding data are used to measure the flow-based changes and formations over meander bends and to build the computational models. The spatial patterns of erosion and deposition over meander bends are analysed relative to the measured and modelled flow field and sediment transport. The results are compared with the classic theories of the processes in meander bends. Mainly, the results of this study follow well the existing theories and results of previous studies. However, some new insights regarding to the spatial and temporal patterns of the flow-sediment interaction in a natural sand-bed meander bend are provided. The results of this study show the advantages of the rapid and detailed measurements techniques and the achieved spatial and temporal resolution provided by CFD, unachievable with field measurements. The thesis also discusses the limitations which remain in the measurement and modelling methods and in understanding of fluvial geomorphology of meander bends. Further, the hydro- and morphodynamic models’ sensitivity to user-defined parameters is tested, and the modelling results are assessed against detailed field measurement. The study is implemented in the meandering sub-Arctic Pulmanki River in Finland. The river is unregulated and sand-bed and major morphological changes occur annually on the meander point bars, which are inundated only during the snow-melt-induced spring floods. The outcome of this study applies to sand-bed meandering rivers in regions where normally one significant flood event occurs annually, such as Arctic areas with snow-melt induced spring floods, and where the point bars of the meander bends are inundated only during the flood events.
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1 INTRODUCTION

Rivers are formed as a result of a complex interaction of water, sediment particles and gravitational forces. As the fluid and gravitational forces affect differently the particles of different size and position, erosional and depositional patterns are developed along the river channel leading to the emergence of bedforms, pools and bars, and ultimately different river channel patterns. Most commonly, the natural river channel patterns are divided into two categories, which are meandering and braiding, as straight rivers are extremely rare in nature. The early contributions of fluvial geomorphology date back to the 19th century when, based on observations of present landforms and processes as well as physical experiments, the first hypothesis and theories were outlined (e.g. Playfair, 1802; Powell, 1875; Manning, 1891; Gilbert, 1914). Many fluvial geomorphologists, inspired by physicists and chemists, were focussing on finding physical principles that would be universally applicable in explaining the different channel patterns, meandering and braiding (e.g. Jefferson, 1902; Inglis, 1937; Chitale, 1973; Parker, 1976; Chang, 1979). In meandering rivers, bends with different amplitudes and radii of curvature form a continuous sinuous channel. A point bar is usually formed on the inner bank, while the outer bank side is deep. Braided rivers, on the other hand, are characterised by alluvial islands and central bars that split the channel into two or more anastomosing, flanking channels (Leopold and Wolman, 1957). Leopold and Wolman (1957) found that the meander wavelength correlates with the bankfull discharge and channel width, while Schumm and Khan (1972) found a correlation between sinuosity and valley slope. Ackers and Charlton (1970) related the meander wavelength with discharge magnitude. In general, the peak discharges, flow velocities, slope and width-depth ratios, stream power and bed shear stresses are smaller in meandering rivers compared to braiding rivers (Leopold and Wolman, 1957; Parker, 1976; Schumm, 1985; Ferguson, 1987; Kleinhans and van den Berg, 2011).

This thesis focuses on sand-bed meandering rivers. A wide range of studies concerning meandering river processes and evolution were published already during the early 20th century (e.g. Davis, 1902; Jefferson, 1902; Inglis, 1937; Mockmore, 1944; Friedkin, 1945), and important conceptual models of the meander evolution were established (e.g. Wolman and Leopold, 1957; Leopold et al., 1964; Brice, 1974; Hickin, 1974). For long, meander development was hypothesised to stabilise after the evolution was complete (e.g. Leopold and Wolman, 1957; Leopold and Langbein, 1966; Ackers and Charlton, 1970; Schumm and Khan, 1972). In the 1970s and 1980s, many important field-based studies increasing the understanding of complex processes of meandering rivers, such as secondary circulation and sediment transport patterns, were published (e.g. Hooke, 1975; Jackson, 1975; Bridge and Jarvis, 1976; Bathurst et al., 1977; Bluck, 1982; Dietrich and Smith, 1983, 1984; Thompson, 1986). These studies were based on empirical measurements of the fluvio-morphological characteristics of the rivers. For example Dietrich and Smith (1983, 1984) measured the three dimensional flow structures and their implications to sediment transport patterns in a field environment with high detail by designing a functional measurement campaign. These studies provided a strong basis for the understanding of the complex processes of meander bends. Since those studies, the understanding of the fundamental mechanics of meander bends has not developed or been challenged notably.

However, the development of empirical measurement techniques during the late 20th and early 21st centuries, especially the close-range remote sensing techniques, enabled riverine investigations with higher spatial and temporal resolution than before and therefore inspection of phenomenon that had earlier been beyond the capacity of the measurement technologies (e.g. Ferguson et al., 2003; Frothingham and Rhoads, 2003; Milan et al., 2007; Hooke, 2008; Gautier et al., 2010; Hooke and Yorke, 2010; Engel and Rhoads, 2012). Even
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though many fluvio-morphological processes, generic for meandering rivers, were observed in those studies (Ferguson et al., 2003; Frothingham and Rhoads, 2003; Engel and Rhoads, 2012) they also highlighted that the meandering rivers are complex systems with nonlinear and unique behaviour (Gautier et al., 2010; Hooke and Yorke, 2011; Hooke, 2007a). During the late 20th century, also the use of computational fluid dynamics (CFD), which enables spatial and temporal resolution of flow and sediment transport data impossible to achieve with field measurements, became a standard approach in fluvial geomorphology (e.g. Ikeda et al., 1987; Shimizu et al., 1990; Ferguson et al., 2003; Lane et al., 2007; Alho et al., 2010; Kleinhans, 2010; Güneralp and Martson, 2012). More recently, mathematical models also have been used in assessment and development of theories of meandering behaviour, challenging the field and laboratory experiments in investigating natural processes (e.g. Booker et al. 2001; Ferguson et al., 2003; Duan and Julien, 2005). Thus, the new research questions of fluvial geomorphology have moved closer to those of the early 20th century with an attempt to create and improve widely applicable physical laws and quantitative expressions (Wohl, 2014). Still, many processes and phenomena are beyond the measurement techniques’ capacity today and can only be approached implicitly. Also, computational models, which are always simplifications of the real world, have their deficiencies, such as sub-grid scale processes, which cannot be modelled but have to be parameterised. Sediment sorting and transport are the main challenges of computational modelling in the second decade of the 21st century. Therefore, in fluvial geomorphology, it has become increasingly popular and supported to combine various study approaches simultaneously, i.e. empirical observations and modelling, as they represent nature in different ways and the deficiencies of one approach can be compensated by others (e.g. Darby et al., 2002; Lane et al., 2007; Casas et al., 2010; Kleinhans, 2010; Güneralp and Martson, 2012; Ottevanger et al., 2012; Lotsari et al., 2014a).

The full potential of the new methodological approaches, including close-range remote sensing techniques and computational fluid dynamics, has not yet, however, been fully exploited in deriving new understanding in fluvial geomorphology, neither have their functionality and sensitivity been assessed in an applied purpose in a sand-bed meandering river. It can be hypothesized that the increased spatial and temporal resolution achieved by combining conventional field measurements with a range of modern technologies will provide new insights to the spatial patterns of the flow-sediment interaction in meandering streams, which have perceived to show notable variation in space and time.

In this thesis, the processes of a sand-bed meandering river are approached by combining existing theories, empirical methods and computational modelling of flow and morphology (Fig. 1). The main aim of this thesis is to combine and assess the conventional field measurements, close-range remote sensing and computational fluid dynamics in order to improve the spatial and temporal resolution of the fluvio-geomorphological data and, by exploiting this methodological approach, to increase the scientific understanding of fluvio-morphological processes on sand-bed meandering rivers. The following research questions are addressed: How are the fluvio-morphological processes distributed in sand-bed meander bends in space and time? What are the factors influencing the spatial patterns of flow-sediment interaction over a sandy meander bend? What kinds of new perspectives can the exploited study approaches provide to fluvial geomorphology of meander bends? What are the challenges and shortages of the used methodological approaches and the remaining gaps in the data gathering and understanding of the fluvio-morphology of meander bends?

The study is realised in Sub-Arctic Finland, in a meandering, unregulated River Pulmanki. The channel is sand-bedded and mobile, and it is under continuous morphological change with limitless sediment sources. Normally, one significant flood event, a snow-melt-induced spring flood, occurs annually, which is typical for Arctic and
sub-Arctic rivers. The following objectives have been drawn in order to answer the research questions (Fig 1):

a) To demonstrate and assess:
   - study approaches combining conventional field measurements, close-range remote sensing and computational fluid dynamics (all papers)
   - the sensitivity and functionality of hydro- and morphodynamic models in natural meandering river environment (paper II).

b) To derive new insights to the spatial and temporal patterns of sub-bend scale fluvio-morphological processes over sand-bed meander bends based on the demonstrated study approaches (papers I, III, IV).

c) To analyze the factors influencing the spatial patterns of flow-sediment interaction over a sandy meander bend (papers I, III, IV)

Fig. 1. The study approach of the thesis. The objectives are located at the top of the figure. The framework of the methodology (A-H) and measured processes are in the grey box. The main outcomes of the thesis are presented in four papers, which are shortly described at the bottom of the figure within the white boxes. The methodological approaches (A-H) of each paper are marked inside the boxes. For simplicity, some interconnections of the methods have been left out of the figure; for example the RTK-GPS was exploited to locate many of the other measurements. Further, the remote sensing based data and sediment samples were used to build the computational models.

Paper I presents a field-based study of the morphological changes over two meander point bars and their association to the 3D flow structure of three different discharges during a flood event. The morphological changes are mapped with high accuracy using terrestrial and
mobile laser scanning (TLS and MLS, respectively). The 3D flow structure over the bends is measured using an ADCP. The dominant processes and controlling factors over different parts of the bends and the role of the 3D flow structures are analysed based on state-of-the-art field measurements.

Paper II focusses on the sensitivity and functionality of hydro- and morphodynamic models in river bend. The 3D flow structures, curved shape of the channel and transverse differences in bed level cause several challenges for the mathematical modelling of processes in meandering rivers. In natural environments, many unpredictable factors are present, making the modelling of natural rivers demanding. Further, many processes are adjusted or controlled by user-defined parameters in the simulation approaches, and thereby the selection of the parameters influences the model outcome. In this study, the models’ sensitivity to various user-defined parameters (grain size distribution, roughness, transverse bed slope effect, secondary flow and sediment transport relation) is analysed in a meandering river environment. In addition, 2D and 3D hydro- and morphodynamic models are compared with detailed field measurements (TLS, MLS, ADCP-based flow structure) to assess the model functionality in a natural meander bend.

In paper III, a combined approach of detailed field measurements and a 2D hydrodynamic model is used to study the spatial and temporal distribution of sub-bend scale fluvio-morphological processes of a meander bend. Even though many fluvial and morphological processes are known to occur generally on meander point bars, the role of the flood magnitude and the duration of different phases of the flood to the morphological changes over point bars have not been studied extensively. In this study, the TLS and MLS approaches provide detailed change detection data of a meander point bar, and the hydrodynamic model enables the analysis of the temporal occurrence of flow characteristics and erosional and depositional processes over the point bar.

Paper IV represents a study of fluvio-morphological processes over three meander beds during a flood event. A study approach exploiting a combination of field survey, close-range remote sensing and computational fluid dynamics (CFD) information of flow and sediment transport was applied. The geometry of the CFD data is based on MLS, TLS and sonar. The interpretation of the fluvial formations over the point bars is improved using UAV-based aerial photography (grid resolution of 0.05 m). The pre- and post-flood grain size distribution (GSD) data is used to further explain the processes. The hydrodynamic model with sediment transport provides spatially and temporally extensive information of the fluvio-morphological processes and enables the examination of sediment movement during a flood and the estimation of the temporal occurrence of bed-level changes.
2 BACKGROUND

2.1 Fluvial geomorphology: processes and terminology

Due to the importance of rivers for human societies as water and food suppliers and transport routes, fluvial geomorphology has been a focus of scientific research for a long time. Thus, many fundamental terms, theories and equations were developed before the 21st century. As the flowing water in an open channel is affected by gravity and friction, the potential energy of the water is converted to kinetic energy of the water and transported particles and dissipates. Many factors affect the channel development, such as the soil type, sediment size and availability, channel geometry, internal friction of the water, the friction of the channel boundaries and the slope. The internal friction can be quantified using the concept of viscosity, which describes the resistance of the fluid to its motion. Molecular viscosity is the internal viscosity of the water, which resists flowing. The ratio of molecular viscosity and fluid density is called kinematic viscosity (Fox and McDonald, 1978) \((V_k, \text{m}^2 \text{s}^{-1})\). With increasing water temperature, the molecular and kinematic viscosity decrease. Eddy viscosity \((V, \text{m}^2 \text{s}^{-1})\), by contrast, is a result of turbulent fluctuations in the flow; it describes the vertical and horizontal transport and dissipation of energy (Robert, 2003). Turbulence may have an important impact on the processes in the river, as it also affects the sediment transport, especially in san-bed channels, and allows the mixing of dissolved material and particles vertically and horizontally in the water. In laminar flow, the water flows in parallel layers, and no transfer of momentum or mixing between the layers occurs.

The friction between the water and the channel boundaries leads to movement of the sediment particles and evolution of the river. The resistance of the river bed to the flowing water can be expressed using bed shear stress \((N \text{m}^{-2})\), which has been widely used in fluvial geomorphology to determine the flow-channel interaction. A simple and widely used way to calculate the bed shear stress is using the following formula (e.g. Bathurst et al., 1979; Andrews, 1980; Baker and Costa, 1987; Magilligan, 1992; Rüther et al., 2010):

\[
T = \rho g D S \quad \text{Equation 1}
\]

where \(\rho\) is the density of water \((\text{kg m}^{-3})\), \(g\) is the gravitational acceleration \((\text{m s}^{-2})\), \(D\) is the flow depth \((\text{m})\) and \(S\) is the slope. Stream power is used to describe the rate of energy dissipation of water against the channel bed. The so-called total stream power \((\text{W m}^{-1})\) (e.g. Reinfelds et al., 2004; Barker et al., 2009) can be calculated based on discharge and stream slope as follows (Bagnold, 1966):

\[
SP = \rho g Q S \quad \text{Equation 2}
\]

where \(Q\) is the flow discharge \((\text{m}^3 \text{s}^{-1})\). Another form of stream power, i.e. the unit stream power, was later created to better describe the spatial variation of stream power within a channel. In the unit stream power \((\text{W m}^{-2})\), the discharge is replaced by separate terms of flow velocity \((\text{m s}^{-1})\) and depth \((\text{m})\). The unit stream power is the rate of energy dissipation of water against the channel bed per unit area and is calculated as follows (Bull, 1979):

\[
\omega = \rho g D S v \quad \text{Equation 3}
\]

where \(v\) is the flow velocity. The unit stream power has been used by many researchers to analyse the energy dissipation of flow and its spatial variation over a channel (Baker and Costa, 1987; Lewin and Brewer, 2001). The bed shear stress and stream power are strongly
related to the sediment transport capacity of the stream flow, and the flow velocity is very sensitive to the frictional forces. Thus, critical thresholds for initiation of sediment movement of different sizes of particles have been defined based on the flow parameters. Thresholds based on flow velocity (e.g. Hjulström, 1935; Rouse, 1937), bed shear stress (e.g. Shields, 1936) and stream power (Bagnold, 1966, 1980) for the initiation of motion of different particle sizes were developed, and the relations led to the development of sediment transport algorithms (e.g. Einstein, 1942, 1950; Meyer-Peter and Müller, 1948; Bagnold, 1966, 1980; Engelund and Hansen, 1967; van Rijn, 1984a,b).

One of the simplest transport algorithms still in use (e.g. Hèquette et al., 2008; Wu et al., 2008; Bolle et al., 2010; Schuurman et al., 2013) was developed by Engelund and Hansen (1967). The formula does not separate suspended load and bed load. However, especially in sand-bed rivers, finer sediments are lifted into suspension and larger grains move as bed load by rolling or sliding, specific algorithms were also established for bed load and suspended load transport (e.g. van Rijn, 1984a, b). Thus, the algorithms were developed further to cover also mixed grain size distributions, for example (Bagnold, 1980; van Rijn, 1993). Amongst the widely used sediment transport algorithms, that of van Rijn (1993) is the most physics-based (Pinto et al., 2006).

Based on the sediment transport algorithms, which includes the initiation of motion as well as particle settling, the changes in the bed material can be calculated. The algorithms are simplifications of the real sediment transport, as many unpredictable factors, such as sediment supply from upstream (cf. Lane et al., 1996), run-off, vegetation and other biological factors affect the actual transport rate, but they provide valuable new insights to the flow-sediment interaction.

The spatial and temporal variation of the flow characteristics and grain sizes causes variation in the distribution and form of erosion and deposition. As a consequence of the flow-sediment interaction, different formations are developed. The riverine sedimentary formations can be divided into meso-, macro- and microforms according to their size (e.g. Jackson, 1975; Kennedy, 1969; Engelund and Fredsøe, 1982). Mesoforms include floodplains and channels, while the term macroform refers to relatively large, sub-channel scale formations, such as point bars, scroll bars and side bars. Microforms include ripples and dunes, for example. The incision, development and required circumstances of these formations have been a focus of many studies, and the developments in the measurement technologies have led to ‘a new wave’ of bed form studies (e.g. Bennett and Best, 1995; Carling et al., 2000; Seminara, 2010; Nelson et al., 2011; Coleman and Nikora, 2011). On a more general scale, the magnitude and frequency of the flow discharge and the sediment supply fluctuations from upstream have been noted to be the major controls of sediment transport and the morphological changes in rivers (e.g. Carling and Beven, 1989; Ferguson, 1994; Lane et al., 1996).

2.2 Progress in empirical study approaches of fluvial geomorphology

In this chapter, the progress in those empirical study approaches that have been used in fluvial geomorphology and are related to the current work is introduced briefly. Thus, many study approaches and methods, geochronological studies and laboratory experiments, for example, are not covered in this chapter but have nevertheless had a notable contribution in the development of fluvial geomorphology. Empirical approaches include both conventional field methods and more modern remote sensing techniques.

The studies in fluvial geomorphology during the early 20th century were based on empirical observations in the field (e.g. Lane, 1935) and on laboratory experiments (e.g. Gilbert, 1914; Friedkin, 1945; Schumm and Khan, 1972; Hooke, 1975). The flow velocity
was measured in one dimension using a mechanical current meter, and the discharge calculation was based on the velocity measurements. The measurement of the river geometry (both topography and bathymetry) was realised along cross-sections over the river, the locations of which depended on the research question (Bridge and Jarvis, 1976; Dietrich and Smith, 1983; Ferguson and Ashworth, 1992; Warburton et al., 1993). Common methods to determine the differences of elevation between the points along a cross-section were levelling (see Bitelli et al., 2000) and theodolite (e.g. Low, 1952; Ritchie et al., 1988), which were used widely during the 20th century.

The increasing availability of aerial photographs since the beginning of the 20th century encouraged photogrammetric surveys and an increasing amount of statistical studies determining the geometrical characteristics of the river channel patterns (Tieje, 1929; Smith, 1941; Ray, 1960; Schumm, 1963; Brice, 1974). However, still during 1970s and 1980s the photogrammetric surveys were expensive and challenging to realize due to the precise requirements for image and camera orientation and the expensive analogue plotters needed for the post-processing (cf. Statham, 1990). Since critical developments in analytical photogrammetry in during 1980s, the airborne surveying became more popular in creating topographical maps also in fluvial geomorphology. It became possible to deal with oblique images and to use relatively cheap non-metric cameras and soon the images were processed and analysed mostly using computers (e.g Lane et al., 1992). Thus, during 1990s aerial photography became involved in DEM based topographical surveys of rivers (e.g. Lane et al., 1994). Since then, the airborne techniques have been exploited in a wide range of research subjects among fluvial geomorphologists, from bathymetric surveys (Winterbottom and Gilvear, 1997; Bryant and Gilvear, 1999; Williams et al., 2014) to grain-scale characterisations of the rivers (Carbonneau et al., 2004; Dugdale et al., 2010). In addition, the digital photogrammetry facilitated the use of ground based oblique photographs in geomorphological studies (Chandler et al., 2002). The main advantages of photogrammetry are that it enables access to areas that are remote and difficult to reach (Dean and Morrissey, 1988; Duncan et al., 1998) and enables surveys over extensive areas (Westaway et al., 2003). Recently, the unmanned aerial vehicles (UAV) also have become increasingly used in collecting high-resolution digital images, but their application in fluvial geomorphology has thus far been limited (Lejot et al., 2007; Flener et al., 2012). The biggest advantages of the UAV technique are the cost efficiency and very high data resolution compared to traditional aerial photographs.

Despite methodological achievements in fluvial geomorphology, measuring the bed load transport remains problematic still today. Bed load is difficult to measure, because, for example, catching the real variability of bed load requires a large number of samples because bed load transport varies a lot in space and time and the presence of a sampler on the river bed disturbs the flow and sediment transport characteristics nearby (Gomez, 1983; Rennie et al., 2002). Important achievements among the sediment transport measurement techniques occurred during the 1970s (Wohl, 2014). These include pressure-difference bed load samplers, for example (Helley and Smith, 1971), and acoustic and optical backscattering techniques to measure the suspended sediment (Gray and Gartner, 2009). The pressure-difference samplers were designed so that the velocity of the flow entering the device and the surrounding flow velocity are equal, as the samplers walls diverge towards the rea creating a pressure drop at the sampler exit. Sediment is retained in ta mesh bag mounted behind the sampler. Even though bed load measurement techniques, which improved the spatial and temporal resolution of the measurements, were developed during the 1980s (e.g. Reid et al., 1980, Birkbeck bedload sampler), the simple Helley-Smith sampler has been widely used until today (Ashworth and Ferguson, 1986; Lane, 1996; Ryan et al., 2005; Rathburn et al., 2013). However, various factors affect the measurement result gained with the Helley-Smith
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sampler (cf. Gomez and Troutman, 1997). As the sampler touches or even shovels into the river bed in the beginning of the measurement, especially in a sand-bed rivers, it results to an over catch (Gomez et al., 1990; Gaweesh and van Rijn, 1994; Lotsari et al., 2014a). Further, as the aperture of the device is normally 152 mm in height, it measures also other than bed load, as all the material moving immediately above the bed is collected (Einstein, 1948). So called sampling efficiency, defined as the ratio of the measured bed load to the actual bed load (Hubbel, 1964) has been used to describe the correctness of the measurement and previous studies have shown varying results regarding to the sampling efficiency of the Helley-Smith sampler (Emmett, 1980; Hubbel et al., 1981; Glysson, 1993). However, the level of the bed load measurement accuracy of Helley-Smith sampler is competitive compared to other available measurement techniques and the problems with the measurement uncertainties are more related to the poor sampling techniques and the problems to catch the spatial and temporal variation of the transport (Gomez et al., 1991).

Before 1990s, the flow velocity measurements were based on propeller type, and, after 1970s the electromagnetic current meters (e.g. Bathurst et al., 1977). With the emergence of the acoustic measurement technologies (e.g. acoustic Doppler velocimeters (ADV) and acoustic Doppler current profilers (ADCP)) the three-dimensional velocity data gathering became possible (e.g. Hodskinson and Ferguson, 1998). ADV is used to measure the flow field in an individual point while ADCP can measure flow field from a moving platform. During 1990s, only the ADVs were used to measure the 3D flow fields in shallow rivers (e.g. Voulgaris and Trowbridge, 1998) while the use of ADCPs was limited to deep rivers because of the large blanking depth and poor vertical resolution (e.g. Simpson et al., 1990). The acoustic techniques are based on the Doppler effect of transmitted sound waves, which are scattered from small particles in the water column. The sensor transmits a sound pulse with a certain frequency, and the backscattered sound is affected by the Doppler shift, because the particles are moving in the water relative to the device (Gordon, 1996). The flow velocity is calculated based on the velocity of the particles relative to the sensor, while the sensor records its own velocity relative to the river bed. Since then the acoustic technologies have been developed and the ADCP can nowadays be applied in shallow waters as well. This has led to an emergence of a wide range of studies exploiting ADCP and dealing with flow structure, turbulence and its changes in different circumstances (Dinehart and Burau, 2005a; Nystrom et al., 2007; Rennie and Church, 2010; Claude et al., 2014). Thus far, the ADCP based flow field measurements have been mostly carried out along a series of river transects (e.g. Dinehart and Burau, 2005a; Williams et al., 2013). The discharge can be measured using an ADCP by moving the device perpendicularly across the river. The frequencies used range from ~70 kHz to several megahertz (Gordon, 1996; Sontek/YSI, 2010). The lower frequencies are used in deep waters. Thus, devices with multiple frequencies enable measurements in shallow and deep areas. Today, ADCP devices do not measure the flow velocities at distances less than 0.2 m from the river bed (side lobe interference) or the water surface (blanking distance) (cf. Yorke and Oberg, 2002).

The echo sounding techniques became widely used in scientific bathymetric measurements during the latter half of the 20th century (Dost and Mannaerts, 2008). The working principle of an echo sounder remains that of an ADCP. A transducer, which is placed on the water surface, sends a sound wave to the target (e.g. river bed), and the sound wave is reflected back from the target. The depth of the water column is calculated based on the travelling time of the sound wave. Nowadays, very high resolution and efficient devices with multiple beams are used in detailed fluvio-morphological surveys (e.g. Parsons et al., 2005; Laustrup et al., 2007; Kaeser et al., 2013). Typically, the achieved point spacing is more than 0.2 m (cf. Parsons et al., 2005). The frequencies of the sound pulses used in
riverine environments range from 200 kHz to 1 MHz (Parsons et al., 2005; Sontek/YSI, 2010; Kaeser et al., 2013). Lower measurement frequencies are used in deep waters.

The use of geographical information systems (GIS) became common during the 1980s and 1990s, enabling new kinds of spatial analyses and spatial data management. One of the most important improvements linked to GIS is the gathering and management of spatially covered topographic and bathymetric data and the construction of the digital elevation model (DEM). The DEMs have markedly improved the observations of the formations, changes and processes of fluvial environments (e.g. Brasington et al., 2000). By subtracting DEMs of different occasions, i.e. creating a DEM of difference (DoD), it is possible to determine the volume of erosion and deposition on the surveyed area between the two surveys (e.g. Lane et al., 1996; Brasington et al., 2003; Wheaton et al., 2010). DEMs also provide the topographic boundary data for higher order (i.e. 2D and 3D) computational fluid dynamics (e.g. Horritt and Bates, 2002). First, the DEMs applied in fluvial geomorphology were based on, for example, ground-based or aerial photogrammetry or theodolite and total station measurements (e.g. Lane et al., 1996; Butler et al., 1998; Heritage et al., 1998; Kleim et al., 1999; Chappell et al., 2003; Fuller et al., 2003; Mottershead et al., 2008). With these methods, however the measurements were mostly limited in measuring a small area in detail or a large area with low spatial resolution (Heritage and Hetherington, 2007; Large and Heritage, 2009) although the photogrammetric methods provided improvement to this problem (Lane et al., 2003; Westaway et al., 2013).

At the same time, the developments in the satellite navigation systems changed the culture of geometric data positioning, making the data gathering faster and improving the positional accuracies and thereby boosting the shift from cross-sectional to aerial surveys (e.g. Dunbar et al., 1999; Brasington et al., 2000). The drop in prices and improved functionality of the global navigation satellite system (GNSS) facilitated the definition of the spatial reference of the topographic and bathymetric measurements and thereby DEM generation (Brasington et al., 2003; Kaplan, 2006). The GNSS includes NAVSTAR global positioning system (GPS) and GLONASS and enables fast and accurate definition of the horizontal and vertical location of a survey point. A moving GNSS device receives radio wave signals from satellites orbiting the earth. The signals carry information about the distance between the device and the satellites, and the location of the device on earth can be calculated based on that (Oguchi et al., 2011). At least four satellites are needed to calculate a 3D position. Because the standard GPS system only allows for a positional accuracy of ~10 metres, various methods have been developed to enhance the accuracy. In the differential GNSS (DGNSS) system, an accurate location of a reference station is known, and thus the difference between the correct and the measured position of the reference station can be calculated and the correction vector defined based on that (e.g. Farrell and Givargis, 2000). The correction vector is then used to correct the survey point measured by the user. A positional accuracy of ~1 m can be achieved using a DGNSS system. To improve the measurement accuracy further, a real time kinematic GNSS (RTK-GNSS), which is a further developed differential GNSS, can be used (Edwards et al., 1999; Hu et al., 2003). With at least 5 common satellites between the moving device and the base station, an accuracy of few centimetres can be achieved in real time (Bilker et al., 2001; Morales and Tsubouchi, 2007). The correction signal for a RTK-GNSS can also be received from a virtual reference station (VRS) network (Vollath, 2000; Rizos, 2002). The virtual reference stations are linked to a control centre, which provides spatially varying correction over the network. The moving GNSS device receives the correction signals from the virtual station similarly as from a real reference station, reaching an accuracy of less than 5 cm (Landau et al., 2002; Retscher, 2002). The VRS network also increases the flexibility in data correction, as the area is not restricted by the location of the reference station (Gao et al., 1997).
During the first two decades of the 21st century, the light detection and ranging (LiDAR) applications have increased markedly, providing improved and more effective solutions to geomorphological mapping of fluvial environments (e.g. Charlton et al., 2003; Thoma et al., 2005; Heritage and Hetherington, 2007; Notebaert et al., 2009; Rhoades et al., 2009; Hohenthal et al., 2011; Stott, 2013). The LiDAR technique is based on an active instrument that emits and receives laser light. The laser light, originally called ‘light amplification by stimulated emission of radiation’, is actively stimulated coherent light, meaning that all the light waves have the same wavelength and frequency. The LiDAR measurement can be based on the time of flight (TOF) of the laser pulse or the phase-shift of a continuous laser wave (Petrie and Toth, 2009). A TOF instrument calculates the distance of a target from the device based on the travelling time of a short but intense laser pulse to the target and back (Distance = speed of light x time of flight/2). The phase-shift instrument transmits a continuous laser beam and calculates the distance between the scanner and the target based on the known wavelength (L) of the pulse and the phase difference of the emitted and transmitted laser beam (Distance=(nL + ΔL)/2). The main advantages of the LiDAR techniques are the accuracy and very high speed of data collection (Hodgetts, 2009).

The laser scanning can be realised from an aircraft, i.e. airborne laser scanning (ALS) or from the ground, i.e. terrestrial laser scanning (TLS). Together with the high accuracy GPS, the ALS enables the gathering of detailed geometric data of rivers substantially faster than the conventional methods (Petzold et al., 1999). ALS works well in surveys of large areas, and point densities of 5–50 points/m² and accuracies of 0.10 m to 0.5 m can be achieved (e.g. Heritage and Hetherington, 2007; Höfle et al., 2009; Vosselman and Maas, 2010). However, it does not allow for detailed geomorphological surveys. In that case, a TLS can be applied. It further enhances the ability to realise very detailed surveys (Hodge et al., 2009; Heritage and Milan, 2009). TLS surveys are realised by placing the laser scanner on a tripod close to the scanning target. Typically, infrared wavelengths from 700 nm to 1500 nm are used in TLS, and the modern devices are able to measure approximately one million points per second with distance measurement accuracy of a few millimetres (e.g. Faro, 2014; Leica Geosystems, 2014). Due to the very high accuracy and spatial resolution of the TLS, it has had a notable influence in the development of fluvial geomorphology in enabling very detailed observations of fluvial formations, for example (Hodge et al., 2009; Williams et al., 2014), morphological changes (Milan et al., 2007; Pizzuto et al., 2010) and grain size and roughness (Heritage and Milan, 2009).

The TLS surveys are, however, rather time consuming as only relatively small areas can be scanned once with high detail (Alho et al., 2009a; Williams et al., 2014). Mobile laser scanning (MLS) has been developed to overcome this shortage (e.g. Kukko et al., 2007; Hyypää et al., 2009). In MLS, the scanner is mounted on a moving platform, such as a car (e.g. Kukko et al., 2009) or on a boat (e.g. Alho et al., 2009a), and the measured laser point cloud is geo-referred based on the simultaneous measurements of RTK-GPS and inertial measurement unit (IMU). IMU tracks the acceleration and orientation of the device with high frequency (~100 Hz) (Vaaja et al., 2011). The usage of MLS in fluvial geomorphology, however, has thus far been limited.

One of the main challenges for the empirical surveys is how to achieve sufficient temporal resolution to study rapidly evolving fluvial processes and forms in the required level of detail (Heritage and Hetherington, 2007; Guerrero and Lamaberti, 2011). Mostly the techniques still allow for snap-shot measurements and, considering that continuous recording would be possible in some circumstances, the spatial coverage would probably be poor. Also, the prices of certain study equipment still limit their wide usage (e.g. Williams et al., 2014). For example, the recent developments in photogrammetric methods and the prices of the devices are already challenging the mobile laser scanning approach in fluvial geomorphology.
Photogrammetric approaches have also shown high potential for closing the existing gap between the topographical and bathymetric data quality (e.g., Westaway et al., 2003; Flener et al., 2013; Williams et al., 2014). The future will show what will be the most feasible approach to capture the whole river channel geometry with reasonable resolution, effort and cost.

2.3 Computational fluid dynamics approaches in fluvial geomorphology

In this chapter, the term modelling refers to computational fluid dynamics, which uses the Reynolds-averaged Navier-Stokes shallow water equations (conservation of mass and momentum) to simulate movement of flow and sediment particles. The Reynolds averaging means that, as the computational grids are too coarse to resolve turbulent fluctuations, the original Navier-Stokes equations are Reynolds-averaged and introduced with additional terms, i.e. Reynolds stresses, which represent the effects of the turbulence on the mean flow. Reynolds stresses are defined using the horizontal eddy viscosity concept (cf. Prandtl, 1945). They neglect the shear stress along closed boundaries. Constant values may be defined for the eddy viscosity coefficient, or they may be computed using a turbulence closure model. The turbulence closure models have been implemented to better describe the transport of turbulence by the mean flow, in other words to overcome the limitation of a constant value approaches (Rodi, 1980; Lane, 1998). One of the most widely used turbulence models is the $k$-$\varepsilon$-model (e.g. Booker et al., 2001; Lesser et al., 2004; Rodriguez et al., 2004; Rüther and Olsen, 2007), which is also used in this study. It solves the transport equations for the turbulent kinetic energy $k$ and for the energy dissipation $\varepsilon$ (see for example Rüther and Olsen, 2007), and it does not require any empirical input (Wilson et al., 2003). Later, the standard $k$-$\varepsilon$-model has been modified using a renormalization group theory (RNG model) in which an extra production term for $\varepsilon$ is introduced (Yakhot and Orszag, 1986). The RNG model attempts to describe the different scales of turbulence and thereby to improve the description of turbulence further. The RNG model has been noticed to represent better complex flow structures, for example zones of separation and reattachment, compared to the standard $k$-$\varepsilon$-model (Yakhot et al., 1992; Lien and Leschziner, 1994; Bradbrook et al., 1998).

Based on the Reynolds-averaged Navier-Stokes shallow water equations, the model calculates the flow motion along the model domain for the given hydraulic conditions. The geometry of the model domain can be represented using cross-sections or a grid. The solution of the fluid equations can be further used to simulate the sediment transport and morphological changes. The main components needed to build a hydrodynamic simulation are channel geometry (grid, mesh or cross-sectional), (spatially and temporally varying) boundary conditions and the estimates of the roughness of the river bed. In the morphodynamic model, for example, the grain size distribution and sediment transport algorithm must be specified.

The equations can be resolved in 1, 2 or 3 dimensions and as steady- or unsteady-state. In this study, 2- and 3-dimensional unsteady approaches are applied, and thereby the river channel geometry is represented as a grid. Normally, structured grids are applied in CFD. In this study, two types of structured grids, i.e. rectangular and curvilinear, are used. A rectangular grid consists of equally sized and shaped rectangles, while the boundaries of a curvilinear grid follow the boundaries of the river, and the grid cells are not rectangles but quadrilateral. The curvilinear grid allows for finer grid resolution over the areas of interest and also more accurate simulation of the processes along the river boundaries. In the case of a multidimensional model, the fluid motion is resolved in each grid cell over a series of boundary conditions, which change in time. In the case of a morphodynamic model, the sediment dynamics are also computed in each grid cell based on the hydrodynamic
calculations. In 2-dimensional models, the depth-averaged flow velocity and direction is solved. In such models, the effect of the vertical flow structure may be represented by a secondary circulation sub-model, which aims to achieve the more correct estimation of the real 3D flow field (e.g. Blanckaert and de Vriend, 2003; Rodriguez et al., 2004; Nicholas, 2013; Schuurman et al., 2013). In 3-dimensional models, the vertical flow velocities and spiral flows are also solved (Lane et al., 1999). In a quasi-3D model, the vertical momentum equation is reduced to the hydrostatic pressure equation, following the shallow water assumption, as the vertical accelerations can be assumed to be small compared to gravitational acceleration. The quasi-3D approach enables the modelling of 3D flow structures and consequent morphodynamics to a certain level, but it is computationally much more efficient to run compared to a fully 3D model.

The sediment transport is calculated based on the solutions of the hydrodynamic equations using one of the many established equations (e.g. Engelund and Hansen, 1967; van Rijn, 1984a–c), and the bed update may be calculated based on the sediment transport in each grid cell. Also, the transportation of other elements, such as salt, heat and nutrients, can be modelled, but this is out of the scope of this research.

The hydro- and morphodynamic models have been increasingly applied by fluvial geomorphologists since the 1990s due to increased computational power and personal computers (e.g. Bridge et al., 1992; Hodkinson and Ferguson, 1998; Lane and Richards, 1998; Nicholas and Smith, 1999). The main advantages of the hydraulic modelling or CFD include the good spatial and temporal resolution and the possibility to simulate past or hypothetical events. Thereby, it can be exploited to, for example, test (e.g. Booker et al., 2001) or specify theories of fluvial geomorphology (e.g. Bradbrook et al., 1998; Hodkinson and Ferguson, 1998; Ferguson et al., 2003), model past events (e.g. Carling et al., 2010) and estimate future conditions (Lotsari et al., 2010). In all of the applications, the model is used to replace or enhance the spatial and temporal resolution of field measurements. The first models applied were one dimensional, and therefore the transverse and turbulent flow structures were not modelled. The application of two-dimensional models allowed for the examination of the spatial variation of the flow velocity and direction over a river reach, which is especially important in curved channels (e.g. Carling et al., 2010). This widened greatly the research questions to which the hydraulic models were applied. Two-dimensional models enabled the modelling of spatially varying flow velocities and processes, such as bank erosion (Darby et al., 2002) as well as meander migration (Duan et al., 2001). Especially in curved channels, with a highly 3-dimensional flow field, at least a 2D model with of secondary flow correction is required (e.g. Nicholas, 2013).

Even though the first 3-dimensional approaches date back to the 1990s (e.g. Shimizu et al., 1990; Hodkinson and Ferguson, 1998), the 1- and 2-dimensional approaches were still the most widely used at the beginning of the 21st century (Lesser et al., 2004). Due to the increased computational power, however, a growing amount of studies applying 3-dimensional models have been published during the first decades of the 21st century (Dargahi, 2004; Rodriguez et al., 2004; Rüther and Olsen, 2007; Khosronejad, 2007; Nicholas et al., 2012). The 3D approach is especially advantageous in modelling complicated flow fields, such as recirculation zones, which are present in meandering streams or the distribution of shear stresses over the bends (Lane et al., 1999; Rodriguez et al., 2004). Also, the improvements in the measurement techniques have enabled construction of more and more detailed simulations. For example, the interaction of spiral flow structures and riverine morphodynamics has been studied (Casas et al., 2010). The turbulent fluctuations are still, as mentioned above, mostly handled as sub-grid scale process and thus modelled based on semi-empirical parametrisation (e.g. Lesser et al., 2004; Rüther and Olsen, 2007).
Other examples of common user-defined parameters are grain size distribution and sorting, bed and bank friction, and transverse bed slope effect. The parametrisation may significantly affect the model outcome (Bates et al., 1998; Lane et al., 1999; Wilson et al., 2003; Horritt et al., 2006; Schuurman et al., 2013). For example, the commonly used uniform grain size value over the modelling area in sediment transport equations has been noted to lead to erroneous sediment transport and morphological change magnitudes (Nicholas, 2000; Papanicolaou et al., 2008; Nicholas, 2013). Also, the choice of the sediment transport algorithm has been found to have an important effect (Pinto et al., 2006). In addition, the quality of the boundary conditions as well as the grid resolution notably affect the modelling results (Lane et al., 1999; Bates et al., 1998; Horritt et al., 2006).

Thus, despite the evident advantages of CFD as a tool for fluvial geomorphologists, it should still be treated as simplified representations of real-world phenomena, and users should be aware of the trade-offs made between sufficient field data, computational expensiveness and model reliability (Nicholas, 2003; Hardy et al., 2003; Bates, 2004; Rodriguez et al., 2004). Compared to the hydrodynamic model, the morphodynamic models have even more sources of uncertainty (e.g. Pinto et al., 2006). They are also rather infrequently used today, and their functionality in natural environments has not been studied to a large extent. In this study, the functionality and sensitivity of hydro- and morphodynamic models in naturally meandering channels are assessed.

2.4 Fluvial geomorphology of meander bends

The planform of a meandering river is characterised by bends and inflection reaches connecting the bends. A meander bend usually consists of a gentle point bar attached to the convex side and a deep pool by the steep concave side (Leopold and Wolman, 1960). A riffle is located at the inflection point. Many quantitative parameters characterising the meander planform have been implemented. Various definitions to the parameters can be found in the literature and care must be taken in deriving scientific facts based on the parameters (Hooke, 1984). Sinuosity stands for the ratio of the length of the river along the thalweg to the length of the valley (e.g. Friend and Sinha, 1993). Meander wavelength is the distance between the inflection points of successive bends on the same side of the river, and amplitude is the straight distance between the bend apices of successive bends perpendicular to the down valley axis (Leopold and Wolman, 1960) (Fig 2). The planform types can be classified into simple symmetric, simple asymmetric, compound symmetric and compound asymmetric (Brice, 1974) (Fig 3).
Fig 2. Terminology and parameters of a meander planform. The planform of the figure consists of two bends. Head, tail, platform and margin are parts of a point bar and are marked in the bend on the left. The r stands for radius of curvature.

Fig 3. Examples of meander bends of different planform types after Brice (1974).

The curved shape of the channel and the transverse bed slope of the point bar induce a certain three-dimensional flow field, which in turn controls the sediment transport and
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channel-bed morphology, maintaining the channel curvature and meander evolution (Hooke, 1975). When the flow enters a meander bend, the high velocity core (HVC) is situated near the inner bank, shifting gradually towards the outer bank along the bend due to the shoaling of the flow over the point bar and the bend curvature (Leopold and Wolman, 1960; Dietrich et al., 1979; Dietrich and Smith, 1983) (Fig 4). The outward flow causes a super elevation at the concave (outer) bank, which enforces a downwards flow along the outer bank, continuing as an inwards near-bed flow and upwards flow at the inner bank (e.g. Bathurst et al., 1979; Bridge and Jarvis, 1982; Dietrich and Smith, 1983; Termine and Piraino, 2011) (Fig 4). This circulating cell is called secondary circulation of flow (Fig 4). The outward flow may, however, dominate the entire water column at the upstream part of the point bar, limiting the secondary circulation to the pool and downstream part of the point bar (Dietrich and Smith, 1983). Further, at bends with a steep outer bank, a small cell of reverse rotation may appear near the outer bank (e.g. Bathurst et al., 1979; Thorne et al., 1985; Blanckaert and Graf, 2001). These flow structures cause the near bed flow velocities to be stronger downstream of the bend apex compared to the upstream part. This is called the submergence of the HVC (e.g. Rodriguez et al., 2004) (Fig 4). The strength of the secondary circulation has been noted to increase proportionally to the relative curvature and discharge (e.g. Engelund, 1974; Bathurst et al., 1979; Ferguson et al., 2003). With very high discharge, however, it has been noted to diminish or saturate (Bathurst et al., 1979). Other studies have shown that the secondary circulation may not form with a large width-to-depth ratio (Leopold and Wolman, 1960; Termine and Piraino, 2011) or in channels with very high curvature (Blancaert, 2009; Ottewanger, 2012).

The flow structures have major effects on the meander bend morphodynamics (Dietrich and Smith, 1984). Due to the transverse shift of the HVC towards the outer bank, the maximum stream power and sediment flux shifts from the inner bank towards the outer bank with distance downstream. The outwards flow throughout the water column at the upstream part of the bend and over the point bar head, combined with the gravitational force enforcing large particles towards the pool, intensifies the outwards-directed sediment transport (Dietrich and Smith, 1984). As the high velocities locate close to the concave bank at the bend exit, low flow velocities control the bar tail. This, accompanied with a recirculation zone that may be generated at the point bar margin beyond the apex, leads to deposition of fine material over the point bar platform (i.e. top) and tail (Bridge and Jarvis, 1976; Ferguson et al., 2003; Frothingham and Rhoads, 2003; Pyrce and Ashmore, 2005). Due to the inwards, near-bed flow and the recirculation, scroll bars may form on the point bar margin beyond the apex (Gautier et al., 2010; Kleinmans and van den Berg, 2011).

During very high discharges, the flow might straighten its way across the point bar platform as a chute current, eroding a chute channel at the inner bank with chute bars and a high concentration of coarse grain sizes over the point bar head and chute (e.g. McGowen and Garner, 1970; Bridge and Jarvis, 1976; Dietrich and Smith, 1984). With lower discharge, the HVC is located closer to the outer bank at the bend entrance and shifts towards the outer bank further upstream compared to high discharge (Hooke, 1975). Thereby, during low discharges, the current over the bar head also remains weak and diminishes, which enables filling of small particles further upstream on the point bar margin (McGowen and Garner, 1970; Pyrce and Ashmore, 2005).
The 3-dimensional flow-sediment interactions maintain a continuous development of the meandering channel; many conceptual models describing the meander evolution have been produced (e.g. Brice, 1974; Hickin, 1974; Hooke, 1977). The erosion at the point bar head and convex bank beyond the apex and deposition over point bar tail are key factors of the meander evolution. They lead to a gradual increase in the meander amplitude, and the bend becomes sharp. The sinuosity increases, and the point bar grows laterally towards the outer bank (Brice, 1974; Hickin, 1974; Hooke, 1977; Blanckaert, 2011). Thus, the point bar of a mature meander bend experiences deposition mostly over the margins, and the emphasis of the deposition shifts from downstream to upstream of the apex (Pyrce and Ashmore, 2005). The outer bank erosion occurs further upstream, and the asymmetry of the bends increases, forming a compound bend and continuing to a cut-off, a sudden decrease in curvature (Hickin, 1974; Hooke, 1995). The bend deformation also has implications to the flow over the bend, as the bend curvature and point bar geometry effect on the secondary flow formation and location of the HVC (e.g. Ottewanger et al., 2012). It has been stated that the secondary flow strengthens as the curvature increases; however, in very sharp bends the secondary circulation is saturated and no further increase in secondary flow is expected (Blanckaert, 2009). This may inhibit the meander migration (Blankaert, 2011).

Even though general features exists in meandering rivers around the world, many recent studies have also indicated that individual characteristics of the bends and local factors of the streams may have a strong influence in the fluvio-morphological processes of the meander bends and on the evolution of the river (e.g. Hooke, 2007b; Gautier et al., 2010; Seminara, 2010; Hooke and Yorke, 2011; Kleinhans and van den Berg, 2011). In addition, the flow structures and thereby morphological changes of one bend depend on the bend upstream (Leopold and Wolman, 1960; Engelund, 1974; Dietrich and Smith, 1983). The deeper understanding of the mechanisms of meandering require detailed measurements of bed
geometry and its changes and flow characteristics over several bends (Hooke and Yorke, 2010). With the possibilities provided by the new measurement technologies and computational models, these individual processes may be investigated in detail and with higher spatial and temporal resolution than has been possible previously.
3 FLUVIO-GEOMORPHOLOGICAL BACKGROUND OF THE STUDY AREA

This study is performed on a sand-bed meandering river in Sub-Arctic Finland, where typically one significant flood event, the snow-melt induced spring flood, occurs annually in the rivers. The coldest temperatures in the region during the winter are from -45°C to -50°C, and the average annual temperature (1981-2010) is between -1°C and -2°C (Finnish Meteorological Institute, 2014) (Fig 5a). On average, the thermal winter (i.e. when the temperature is permanently below zero) starts in mid-October. The surface water of the rivers is frozen normally from October to May. The spring flood starts rising soon after the ice break up, which takes place during May. The vegetation of the area is dominated by low alpine birches and sprigs. The whole area is characterised by the moraine and formations generated by the retreat of the last continental ice ~10000 years ago.

The study is located in the meandering Pulmanki River, which is a tributary of the Tana River draining to the Arctic Ocean (Fig 5b). The Pulmanki River flows in the valley of Pulmanki, on the floor of which tens of metres of glacio-fluvial material has been deposited during the retreat of the continental ice (Mansikkaniemi and Mäki, 1990). Thus, the sediment availability is guaranteed, which is often the case in the proglacial river valleys (e.g. Ferguson and Ashworth, 1986; Warburton, 1990). The Pulmanki River has eroded a 30 m deep and 20–50 m wide channel into the sediments, on which it evolves actively; oxbow lakes and recent neck-cut-offs have been reported (Mansikkaniemi and Mäki, 1990). The river is divided into two parts by Lake Pulmanki, and the study reach is located upstream of the lake (Fig 5b). The total catchment area of the Tana River is 5095 km², and the sub-catchment area of Pulmanki River upstream of Lake Pulmanki is about 480 km² (Fig 5a). The highest point of the catchment is 443 m.
Fluvio-Geomorphological Background of the Study Area

Fig 5. a) The study site is located in the sub-arctic Finland, close to the border of Finland and Norway. The catchment of Pulmanki upstream of Lake Pulmanki is marked in the figure in dark grey. It is a part of the Tana catchment. b) The study area at Pulmanki River is located upstream from Lake Pulmanki. Downstream of the lake, Pulmanki River converges into Tana River. c) The study reach and the studied bends. The aerial photograph was taken in 2013 during low water stage. The second bend downstream is not examined in this study. During the high water stage, a chute cut-off develops through the bend. The cut-off is unvegetated.

The study reach is 2.5 km long (along the thalweg) and is restricted to Lake Pulmanki on the downstream side (Fig 5c). The slope of the reach is ~0.02%. It consists of five meander bends, four of which are examined in this study (Table 1, Fig 6). The water level of Lake Pulmanki is ~13.4 m above sea level, and the water surface elevation during the low water stage upstream of Bend 1 is ~15.8 m. The discharges vary between 1.5 and 70 m³ s⁻¹. The typical spring flood peak discharge is 40–55 m³ s⁻¹ during May. By the middle of June, the discharge normally decreases to 2–8 m³ s⁻¹, remaining low for the rest of the unfrozen period.
Fluvio-Geomorphological Background of the Study Area

Table 1. The quantitative characteristics of the four bends examined in this study and the numbers of the papers in which a certain bend has been studied. Even though a certain bend might have been a part of the modelled area in a paper, if it is not investigated, it is not considered a part of that paper. The locations of the bends are marked in Fig 5. The width and radius of curvature are the values at the bend apex. The planform types are A=simple symmetric, B=simple asymmetric, C=compound symmetric, D= compound asymmetric

<table>
<thead>
<tr>
<th>Bend</th>
<th>Sinuosity</th>
<th>r. of curvature</th>
<th>Width (low flow)</th>
<th>Width (bankfull)</th>
<th>Point bar size</th>
<th>Paper</th>
<th>Planform type</th>
<th>Erosion protection</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.6</td>
<td>120 m</td>
<td>15 m</td>
<td>100 m</td>
<td>14390 m²</td>
<td>IV</td>
<td>B</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>1.2</td>
<td>47 m</td>
<td>17 m</td>
<td>65 m</td>
<td>3520 m²</td>
<td>IV</td>
<td>A</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>1.4</td>
<td>110 m</td>
<td>17 m</td>
<td>60 m</td>
<td>3800 m²</td>
<td>IV, II, III</td>
<td>A</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>1.8</td>
<td>155 m</td>
<td>20 m</td>
<td>79 m</td>
<td>16100 m²</td>
<td>I</td>
<td>D</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The meander point bars of the studied bends are normally inundated only during the spring flood (Fig 6). The concave banks are steep and highly sensitive to erosion. The river is unregulated but some of the bends on the study reach have a man-made erosion protection along the concave bank due to the high rate of bank erosion (Table 1). The stream bed is not vegetated. The bed and bank material is mostly sand. Steep concave banks consist of the smallest grains (D₅₀ < 0.5 mm). On point bars and in the main channel the D₅₀ of the bed material can vary between 0.2-3 mm. Around the thalweg, grains up to few centimetres can be found. The bed material is mostly poorly sorted.

Sandy bed load (transport rate ~1 x 10⁻⁴ m³ s⁻¹) dominates the sediment transport of the study area during both high and low discharges. The highest suspended load concentration takes place during the rising flood stage (180–280 mg/l). During the low summer flow, the suspended load is minimal. Thus, as the discharge decreases, the percentage of bed load out of the total load increases. Increased run-off from the surrounding areas may have a notable effect on the suspended load transport also during the low discharge. Flood events induce notable changes in the channel and point bars: vertical changes of +/- 0.5 metres are normal on the point bar areas.

The Pulmanki River was selected for a study area because it experiences notable and predictable flooding annually, and the channel is dynamic with meandering planform and migration and its bends are in different phases of development. The characteristics of the study area are comparable to many other study reaches on which studies over small spatial and temporal scale have been realized (see Table 1 in Paper III). However, the effects of the ice cover to the revers hydro- and morphodynamics has not been dissected in this study and the research concerning to it is limited in general (cf. Ettema, 2002). The ice cover and the associated intensive flood events are, though, typical to Arctic and sub-Arctic rivers. Pulmanki River is also reasonably small which enables detailed measurements. Pulmanki Thereby, Pulmanki River provides an ideal natural laboratory to study the fluvio-geomorphological processes of a meandering river in natural environment.
Fig 6. The four studied bends during high (left) and low (right) water stage. a-b) Bend 1 c-d) Bend 2 e-f) Bend 3 g-h) Bend 4
4 METHODS

In this thesis, sophisticated close-range remote sensing methods (ADCP, MLS, TLS, UAV) were exploited in parallel with conventional field measurements in order to explain and quantify the processes in meander bends with increased reliability and detail. In addition, the spatial and temporal resolution of the data was enhanced using hydro- and morphodynamic models. The methods used in each paper are presented in Table 2.

Table 2. The data and approaches exploited in the four papers of this thesis, and the methods used to collect the data

<table>
<thead>
<tr>
<th>Method</th>
<th>Paper I</th>
<th>Paper II</th>
<th>Paper III</th>
<th>Paper IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow discharge (ADCP)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Flow velocity (ADCP)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>3D flow velocity (ADCP)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water level changes (level loggers + RTK-GPS)</td>
<td>x</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>GSD (dry-sieved sediment samples)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Bed load (Helley-Smith sampler)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suspended load (depth-integrated water sampler)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTM (TLS + MLS)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>DoD (TLS + MLS)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Bathymetric model (Standard echo sounder)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bathymetric model (Side scanning sonar)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bathymetric model (remote controlled ADCP)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D hydrodynamic model (TUFLOW, Delft3D)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>3D hydrodynamic model (Delft3D)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morphodynamic model in 2D and 3D (Delft 3D)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sediment transport model in 2D (Delft3D)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-resolution aerial photograph (UAV)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Field observations of fluvial formations (located with RTK-GPS)</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

4.1 Close-range remote sensing and field data collection and processing

4.1.1 Flow characteristics

As the study reaches of each paper are slightly different, the locations of the flow measurements also vary between the papers. However, the same principles were used in each study. The flow characteristics measured include water level, discharge and flow velocities in 3D. The measurements were carried out between 2009 and 2013. The variation of the water level was derived based on water pressure sensors (Solinist Levelogger Gold, Model 3001),
Methods

which measure the changes in the height of the water column above the sensor based on water and air pressure. The depth sensors were installed into the river bed immediately after the ice break up, and the logging interval was set to 15 minutes. The air pressure was measured near the study area with the same recording interval to compensate for the water pressure sensor measurements. The water depth was recorded throughout the unfrozen period. The water level sensors were located in the upstream and downstream boundaries and in the middle of the study reach depending on the year and study. In paper I, only the water level recorded at the upstream boundary was used. In all other papers (II, III and IV), three water level records were exploited in building and calibrating computational models. The water depth measurements were tied to a geographical coordinate system using RTK-GPS measurements from various discharge magnitudes.

Discharge measurements were carried out using ADCP at the upstream boundaries of the study reaches. Another criterion when choosing the discharge measurement location was that the river reach should be as straight as possible. The sensor used in this study was RiverSurveyor M9, which has four 3 MHz and four 1 MHz transducers and a vertical beam. Discharge was measured by transferring the device slowly across the river. At least four discharge measurements, which all fell within 5% of each other, were required before accepting the result. Discharge rating curves were then built using a regression model, which converges the discharge measurements with the continuous water level record of the same location. The discharge rating curve of the upstream boundary of the study reach was used in each paper of this study.

The ADCP device was also used to measure the flow velocities along river cross-sections in three dimensions. The locations of the transects were chosen visually to represent the radius of curvature of the bend in that location. The device was equipped with a differential global positioning system (DGPS) to link the flow measurements to a geographical coordinate system. The depth-averaged flow velocity measurements were used to calibrate and validate computational models (papers II, III and IV). The 3D cross-sectional flow fields were used to analyse the fluvio-morphological processes over meander point bars (paper I) and to assess the 3D computational reconstruction of the flow field in a meander bend (paper II).

4.1.2 Sedimentological data

Conventional methods were used in deriving the information related to sediment size and transport. Grain sizes of the sediments on the river bed and point bars were defined based on sediment samples (papers I, II, III and IV). The samples of approximately 0.5 kg were taken from the river bed and point bar surfaces after each flood event. A van Veen type of sampler was used to take a sample from inundated locations. The locations of the samples were measured using RTK-GPS. The locations of the samples varied between the studies according to the focus of the study. All of the sediment samples were dry sieved with a sieve interval of half phi.

The grain size data were used to analyse the morphological changes over the point bars (papers I, III, and IV) and as input data in morphological models (papers II and IV). In the case of a morphological model, the sampling was realised over the modelled area, and the D50 values of the samples were interpolated to cover the whole area.

Sediment transport was measured during high and low discharge using a hand-held Helley-Smith-sampler on one river cross-section in the middle of the study reach (papers II and IV). The Helley-Smith-sampler was chosen, because it is cost efficient and has been proven to provide relatively reliable estimates of the actual bed load transport (e.g. Hubbel et al., 1981). It is also one of the most used devices to measure the bed load in sand-bed rivers.
(e.g. Rennie et al., 2002; Hicks and Gomez, 2003; Rathburn et al., 2013). The sampler used had a 152 x 152 mm opening and 3.22 expansion ratio and the polyester mesh bag with 0.02 mm mesh. The measurements were taken at three verticals along the cross-section. To ensure the representativeness of the samples, three samples of three-minute durations were taken from each vertical. Thus, in total nine samples were taken to measure the total bed load through the cross-section. The average value of the dry mass of the three samples of each vertical was then calculated and the bed-load transport rate through the cross-section was composed by dividing the resultant average value with the product of the width of the intake opening and sampling period. The measurement campaign was repeated a few times during different discharge circumstances (high, medium and low) depending on the year. Sampling efficiency of 1.5 was assumed (Glysson, 1993). The divergence of the measured bed load of the same vertical during one measurement campaign remained below 20 %.

The temporal variation of the sediment input from the upstream parts of the river to the study reach is notable due to, for example, the slumping and mass failures of the high river banks over the bends. Also the measured bed load transport of this study showed notable temporal variation and no connection between bed load transport rate and discharge or flow velocity was observed. Large spatial and temporal variations in bed load transport are common according to other studies as well due to, for example, bedforms migrating past the sampling points (e.g. Gomez et al., 1990; Rennie et al., 2002). Concurrently with the bed load measurements, depth-integrated water samples, based on which the suspended load was defined, were taken from each of the three verticals. The sediment transport rates were used to calibrate the morphological models in papers II and IV.

4.1.3 Topographical survey (LiDAR-based approaches)

The topographical data in this study were based on close-range remote sensing methods. In each paper of this study, one flood event (varying between the papers) and its effects on the particular study reach is examined. Therefore, the topographical survey campaigns always consist of the collection of pre- and post-flood data. The topographical data were collected using TLS and MLS (papers I, II, III and IV). The laser scanning campaigns were conducted during the low water stage, because infra-red LiDAR, which was used in this study, requires a dry scanning target. Thus, the pre-flood topographical data were collected before the winter, when the exposed area was largest. The terrain areas were assumed to remain unchanged under the snow cover during the winter.

TLS was used to collect detailed topographical data over the meander point bars and to provide reference data for MLS data verification and accuracy (Table 3, Fig 7a). The locations of the scan stations and sphere targets were positioned using the RTK-GPS. The scans were transformed to global coordinates (WGS84) based on the measured locations of the scanner and the sphere targets: the sphere targets were detected from the laser data of each scan, and the centre point of the target was defined based on the points reflected from the target. Noisy points (i.e. points below and above ground surface) were removed from the TLS data. An absolute accuracy on ~0.01 m was achieved for the point clouds (point density of ~3000 points/m².)
Table 3. The applied TLS scanners in papers I-IV. The year of the measurement campaign is marked in the first row.

<table>
<thead>
<tr>
<th>Year</th>
<th>Scanner</th>
<th>Type</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>LeicaHDS600</td>
<td>Phase-based</td>
<td>I, III</td>
</tr>
<tr>
<td>2009</td>
<td>LeicaHDS600</td>
<td>Phase-based</td>
<td>I, II, III</td>
</tr>
<tr>
<td>2010</td>
<td>LeicaHDS6100</td>
<td>Phase-based</td>
<td>II</td>
</tr>
<tr>
<td>2012</td>
<td>FAROFocus3</td>
<td>Phase-based</td>
<td>IV</td>
</tr>
<tr>
<td>2013</td>
<td>FAROFocus3D</td>
<td>Phase-based</td>
<td>IV</td>
</tr>
</tbody>
</table>

In order to enhance the topographical data collection, three different MLS setups were used in this study (Table 4, Fig 7 b-d). A boat-based mobile mapping system (BoMMS) was exploited in papers I, III and IV (Fig 7b). A cart-based mobile mapping system (CartMMS) was used in papers I and III (Fig 7c). In paper IV, a backpack-based MLS setup (Akhka) was used (Fig 7d). All of the MLS systems include a temporally synchronised TLS and a navigation system, which includes a GPS receiver and an IMU. The details of each measurement campaign are presented in Table 4. The BoMMS was used to enhance the data collection over the river banks, which are not easily achievable or measurable using TLS. The two other MLS setups, i.e. the cart- and backpack-based, were used to improve the spatial coverage of the BoMMS and TLS.

Fig 7. The LiDAR setups applied in the study. Further details of the scans and setups are collected in Tables 2 and 3. a) Terrestrial laser scanner b) Boat-based mobile mapping system (BoMMS) c) Cart-based mobile mapping system (CartMMS) d) Backpack-based mobile mapping system (Akhka)

Table 4. Details of the MLS campaigns realised in this study. The types of the MLS platforms (‘mobile system’) are numbered as follows: 1= BoMMS, 2= CartMMS, 3= Akhka

<table>
<thead>
<tr>
<th>Year</th>
<th>Scanner</th>
<th>RMSE</th>
<th>Scanning freq.</th>
<th>Meas. freq.</th>
<th>Mobile system</th>
<th>Paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>FAROLS880HE80</td>
<td>0.029-0.046</td>
<td>15 Hz</td>
<td>120 kHz</td>
<td>1</td>
<td>I, III</td>
</tr>
<tr>
<td>2009</td>
<td>FAROPhoton80</td>
<td>0.04-0.051</td>
<td>30 Hz</td>
<td>120 kHz</td>
<td>2</td>
<td>I, II, III</td>
</tr>
<tr>
<td>2010</td>
<td>FAROPhoton120</td>
<td>0.015</td>
<td>49 Hz</td>
<td>244 kHz</td>
<td>3</td>
<td>II, III</td>
</tr>
<tr>
<td>2012</td>
<td>FAROPhoton120</td>
<td>0.013-0.015</td>
<td>49 Hz</td>
<td>488 kHz</td>
<td>1, 3</td>
<td>IV</td>
</tr>
<tr>
<td>2013</td>
<td>FAROFocus3D120</td>
<td>0.014-0.018</td>
<td>60 Hz</td>
<td>488 kHz</td>
<td>1, 3</td>
<td>IV</td>
</tr>
</tbody>
</table>
The trajectory of the MLS sensor was calculated afterwards by integrating the observations of the GPS (1Hz) and IMU (100Hz). The point clouds were geo-referenced to the geographic coordinate system (WGS84), and the ground points were classified using the method based on the work of Axelsson (2000) using TerraScan software. The method is based on a progressive TIN densification. The program classifies the lowest local points as the initial ground points from a large area (e.g. using an 80m x 80m grid) and creates an initial TIN. New laser points are then added to the model iteratively based on assigned criteria. Competitive results have been gained with in-ground filtering tests (Sithole and Vosselman, 2004; Meng et al., 2010). The accuracy of the resultant terrain model was defined by comparing the MLS point cloud to the TLS data on the overlapping areas. In the process, GPS- and IMU-based systematic errors were also corrected. The vertical Root Mean Square Errors (RMSEs) of the DTMs of each year are presented in Table 4.

DTMs of certain point spacing (0.1-0.25 m depending on the study) were then created based on the ground point clouds by calculating the average elevation value of the points falling inside a grid cell. The resultant regular grids were used in change detections over the point bars (papers I, II, III and IV) and to build the initial geometry for computational models (papers II, III and IV). The change detection was based on a DTM of difference (DoD), which is a product of subtraction of pre- and post-flood DTMs.

4.1.4 Bathymetric survey (Echo sounding)

The bathymetric data were also collected using close-range remote sensing. The bathymetric data were needed to create the initial geometries for the computational models (papers II, III and IV). Three kinds of echo sounders were exploited. In paper II, the bathymetric data was based on a side-scanning echo sounder (Aquatic Sonar’s Swathe Surveyor) consisting of two side-looking and one down-looking transducers. A point spacing of 0.25 m was achieved. In paper III, a separate echo sounder with one beam attached on an inflatable boat and equipped with RTK-GPS was used. A point spacing of approximately 2 m was achieved. In paper IV, the bathymetric data were collected with a 0.5 MHz echo sounder integrated to an ADCP device (Son-Tek RiverSurveyor M9). The ADCP device was attached to a remote-controlled boat and equipped with an RTK-GPS (Fig 8a). The remote-controlled boat enabled bathymetric surveys on shallower areas compared to a normal boat without disturbing the river bed; its draught is only 0.17 m (Fig 8b). In that case, a point spacing of 1-2 metres was achieved.

The bathymetric surveys were realised immediately after the ice break up, during the rising flood stage. Thus, the initial geometries of the computational models consisted of topographical data collected before the winter and bathymetric data collected after the winter. The initial geometries for the computational models were built by combining the topographic and bathymetric point clouds, after which a seamless digital elevation model (DEM) of the whole modelled area was created.

The post-flood bathymetric data were not collected due to the extremely low water depths of the area. Thus, the change detections were realised only over the exposed areas.
4.1.5 UAV-based aerial photographs

In paper IV, aerial photo mosaic collected from an unmanned aerial vehicle (UAV) was exploited in morphological interpretation of the flood-based formations on the point bars (Fig 9a-b). The photographs were taken from a Droidworx Skyjib 8 octacopter with a Samsung NX300 micro-DSLR camera. The average flying altitude was 84 metres, and the photographs were positioned using RTK-GPS. In total, 1223 images were used in creating the photomosaic of the whole study area. The final resolution of the photomosaic was 5 cm. Some field observations, located with RTK-GPS, were realised in order to assist the interpretation of the photograph.

4.2 Hydro- and morphodynamic modelling approaches

In this study, both 2- and quasi-3-dimensional CFD were used. Each simulation was performed over one spring flood event. The discharge rating curve was used as the upstream and water level variation as downstream boundary condition in each simulation. The hydrodynamic models (TUFLOW and Delft3D) were calibrated to match the water level
recorded from the middle of the modelled reach and flow velocity measurements. The calibration was realised by adjusting the roughness parameters and eddy viscosity. The modelled sediment transport rates (Delft3D) were adjusted to correspond with field measurements of bed load and suspended load transport. The transport magnitudes were calibrated by adjusting user-defined factors in sediment transport formulae.

4.2.1 2D and 3D hydro- and morphodynamic modelling of paper II

In paper II, the 2D and quasi-3D models with sediment transport and morphological change were run over the spring flood event of 2010 using the Delft3D-model. In the quasi-3D approach, the reduced vertical momentum equations read:

$$\frac{\partial P_h}{\partial \sigma} = -\rho g h$$  \hspace{1cm} \text{Equation 4}

P_h \quad \text{= hydrostatic pressure}
\sigma \quad \text{= vertical sigma coordinate}

and the horizontal momentum equations in x- (equation 5) and y- (equation 6) directions are written as follows:

$$\frac{\partial u}{\partial \sigma} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + \omega \frac{\partial u}{\partial \sigma}$$

$$= -\frac{1}{\rho_0} P_x + \frac{1}{d^2} \frac{\partial}{\partial \sigma} \left( V_v \frac{\partial u}{\partial \sigma} \right) + V_h \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right)$$  \hspace{1cm} \text{Equation 5}

$$\frac{\partial v}{\partial \sigma} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + \omega \frac{\partial v}{\partial \sigma}$$

$$= -\frac{1}{\rho_0} P_y + \frac{1}{d^2} \frac{\partial}{\partial \sigma} \left( V_v \frac{\partial v}{\partial \sigma} \right) + V_h \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right)$$  \hspace{1cm} \text{Equation 6}

where:

u and v= velocity components in Cartesian coordinate system (m s⁻¹)
g \quad \text{= gravitational acceleration (m s⁻²)}
P_x,y \quad \text{= pressure (Pa)}
d \quad \text{= water depth (m)}
\rho_0 \quad \text{= reference density of water (kg m⁻³)}
\omega \quad \text{= vertical velocity component in \(\sigma\)-coordinate system (m s⁻¹)}
V_v \quad \text{= vertical eddy viscosity (computed by k-e)}
V_h \quad \text{= horizontal eddy viscosity (user defined)}

In a depth-averaged (2D) approach, the horizontal momentum equations are written as follows:

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + g \frac{\partial h}{\partial x} + \frac{g u \sqrt{u^2 + v^2}}{C^2 h}$$

$$= -\frac{1}{\rho_0} P_x + F_{sec,x} + V_h \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right)$$  \hspace{1cm} \text{Equation 7}
\[
\frac{\partial v}{\partial t} + \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + g \frac{\partial h}{\partial y} + \frac{g v \sqrt{u^2 + v^2}}{C^2 h} = - \frac{1}{\rho_0} p_y + F_{\text{sec,y}} + V_h \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right)
\]

Equation 8

The \( F_{\text{sec}} \) represent the correction terms of the effect of secondary flow correction, which accounts for the horizontal effective shear-stresses originating from the secondary flow (Delft3D-FLOW, 2011, p. 236 onwards). The pressure gradients are calculated as follows (assuming a constant density of water):

\[
\frac{p_x}{\rho_0} = g \frac{\partial h}{\partial x} + \frac{\partial p}{\rho_0 \partial x}
\]

Equation 9

\[
\frac{p_y}{\rho_0} = g \frac{\partial h}{\partial y} + \frac{\partial p}{\rho_0 \partial y}
\]

Equation 10

where:

\( p \) = atmospheric pressure (Pa)

\( h \) = water level (m)

\( C \) = Chezy’s coefficient (m^{0.5} s^{-1})

The final terms of the horizontal momentum equations (eq.5-8) represent the simplified horizontal Reynolds stresses. The horizontal continuity equation (conservation of mass) for 2D and 3D applications is written as follows:

\[
\frac{\partial \zeta}{\partial t} + \frac{\partial [h \tilde{u}]}{\partial x} + \frac{\partial [h \tilde{v}]}{\partial y} = 0
\]

Equation 11

where:

\( \zeta \) = water surface elevation (m)

\( \tilde{u} \) and \( \tilde{v} \) = depth-averaged velocity components (ms^{-1})

The vertical velocity in 3D approach is computed assuming hydrostatic pressure distribution using the following continuity equation:

\[
\frac{\partial w}{\partial \sigma} = - \frac{\partial \zeta}{\partial t} - \frac{\partial [h u]}{\partial x} - \frac{\partial [h v]}{\partial y}
\]

Equation 12

where \( w \) is the vertical velocity (in m s^{-1}).

The hydrodynamic model was calibrated by adjusting the roughness parameters and the horizontal eddy viscosity and diffusivity so that the modelled water surface elevation and flow velocity matched the measured ones. In Delft3D, the sub-grid scale mixing coefficients (horizontal and vertical viscosity and diffusivity) are approached as if they consisted of three parts: 2D turbulence, 3D turbulence and kinematic viscosity (Delft3D-FLOW, 2011, p. 199), 2D turbulence means the horizontal mixing and 3D turbulence means the vertical mixing. In the 2D simulation, constant eddy viscosity and diffusivity coefficients were used to maintain...
model stability. They stand for the combined effect of 2D and 3D turbulences and the kinematic viscosity. In a 3D approach, a value of $1.4 \times 10^{-6} \text{m}^2 \text{s}^{-1}$ was used for the kinematic viscosity, constant values were used for the 2D turbulence and the $k$-$\varepsilon$-turbulence closure model was used to determine the 3D turbulence (Delft3D-FLOW, 2011, p. 231).

The models’ sensitivity to various user-defined parameters (grain size, roughness, transverse bed slope effect, sediment transport formula and secondary flow correction) was tested, and the results were compared and assessed relative to field measurements. Both Manning’s and Chezy’s roughness parametrisations were applied. The transverse bed slope effect was modelled using the following equation:

$$S_{b,x} = |S_b| \alpha_{bn} \frac{u_{cr} \partial \bar{x}_b}{|u_b|}$$  \hspace{1cm} \text{Equation 13}$$

$|S_b|$ = magnitude of the unadjusted bed load transport
$\alpha_{bn}$ = user-defined coefficient (default is 1.5, values 0, 1.5 and 3 were tested in paper II)
$u_{cr}$ = critical (near-bed) velocity
$|u_b|$ = (near-bed) fluid velocity vector
$\partial \bar{x}_b / \partial n$ = bed slope (normal to the unadjusted bed slope transport vector)

The effect of the secondary flow on the bed load transport direction in the 2D model was calculated as follows:

$$\tan(\gamma) = \frac{v - \alpha_I \beta_s}{u - \alpha_I \beta_s}$$  \hspace{1cm} \text{Equation 14}$$

in which

$$\alpha_I = \frac{2}{\kappa^2} \left( 1 - \frac{1}{2} \sqrt{\frac{\beta}{\kappa C}} \right)$$  \hspace{1cm} \text{Equation 15}$$

where

$I_s$ = spiral flow intensity ($\text{m s}^{-2}$)
$\gamma$ = angle between downstream and sediment transport direction
$\kappa$ = Von Kármán constant
$U$ = depth-averaged velocity

and the depth-averaged models’ sensitivity to the secondary flow correction was tested by ignoring the secondary flow correction. The transport formulas of Engelund and Hansen (1967) and van Rijn (1993) were tested. In the Engelund & Hansen approach, the total sediment load is calculated as follows:

$$S_b = \frac{0.05 \beta q_u^5}{\sqrt{g^3 \Delta^2 D_{50}}}$$  \hspace{1cm} \text{Equation 16}$$

where:

$\Delta$ = relative density of sediment under water
$\beta$ = calibration parameter (default=1)
In the van Rijn approach, so-called sink and source terms are used to calculate the sediment transfer between the bed and the flow. The terms appear near the river bed, above the van Rijn reference height (van Rijn, 1993). Bed-load transport occur below and suspended-load transport above the reference height, and the concentration of sediment in the reference layer is calculated as using the following formula:

\[ c_a = f_{sus} \cdot 0.015 \rho_s \frac{D_{50}^{1.5}}{a D_s^{0.3}} \]  

Equation 17

where:

- \( f_{sus} \) = calibration parameter
- \( c_a \) = sediment concentration at reference height (kg m\(^{-3}\))
- \( \rho_s \) = density of sediment particles (kg m\(^{-3}\))
- \( D_{50} \) = median sediment diameter (m)
- \( T \) = dimensionless bed shear stress

The quantities of the source and sink terms for the reference layer are calculated as follows:

\[ Source = \frac{D_v c_a}{\Delta z} \]  

Equation 18

\[ Sink = c_{rl} \left( \frac{D_v}{\Delta z} + W_s \right) \]  

Equation 19

where:

- \( D_v \) = vertical eddy diffusivity (m\(^2\) s\(^{-1}\))
- \( c_{rl} \) = mass concentration of sediment in the reference layer (kg m\(^{-3}\))
- \( \Delta z \) = vertical distance of the reference layer from the reference height \( a \) (m)

The suspended sediment transport is calculated by solving the 3D advection–diffusion equation:

\[
\frac{\partial c}{\partial t} + \frac{\partial uc}{\partial x} + \frac{\partial vc}{\partial y} + \frac{\partial(W - W_s)}{\partial x} = \frac{\partial}{\partial x} \left( D_x \frac{\partial c}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_y \frac{\partial c}{\partial y} \right) + \frac{\partial}{\partial z} \left( D_z \frac{\partial c}{\partial z} \right) + S
\]  

Equation 20

where:

- \( W_s \) = sediment settling velocity (m s\(^{-1}\))
- \( c \) = sediment concentration (kg m\(^{-3}\))
- \( D \) = eddy diffusivity (m\(^2\) s\(^{-1}\))
- \( S \) = source/sink term describing the erosion and deposition fluxes (kg m\(^{-2}\))

In a depth-averaged approach, the 4\(^{th}\) and 7\(^{th}\) terms of the equation 20, which represent the vertical gradients, disappear. Different equations are given to different sizes of sediment in suspension to calculate the fall velocity:
**Methods**

Methods

\[
W_s = \begin{cases} 
\frac{(s-1)gD_s^2}{18V_k} & 65 \mu m < D_s \leq 100 \mu m \\
\frac{10V_k}{D_s} \left( \sqrt{1 + \frac{0.01(s-1)gD_s^2}{V_k}} \right) & 100 \mu m < D_s \leq 1000 \mu m \\
1.1\sqrt{s - 1)gD_s} & 1000 \mu m < D_s 
\end{cases} 
\]

Equation 21

where:

\( s \) = relative density of sediment (kg m\(^{-3}\))

\( D_s \) = diameter of sediment in suspension (m)

\( V_k \) = kinematic viscosity coefficient of water (m\(^2\) s\(^{-1}\))

The magnitude (Equation 22, kg m\(^{-1}\)s\(^{-1}\)) and direction (Equations 23 and 24) of bed-load transport are computed as follows:

\[ |S_b| = f_{bed} 0.5n\rho_s d_{50} u_{*,0} D_{*,0.3} T \]

Equation 22

\[ S_{b,x} = \frac{u_b}{|q_b|} |S_b^-| \]

Equation 23

\[ S_{b,y} = \frac{v_b}{|q_b|} |S_b^-| \]

Equation 24

where:

\( f_{bed} \) = calibration parameter

\( n \) = availability of sediment

\( u_{*,0} \) = effective bed shear velocity (based on the velocity in the bottom layer)

\( D_* \) = dimensionless particle diameter

\( T \) = dimensionless bed shear stress

\( u_b, v_b \) = (near-bed) flow velocity components (depth-averaged in 2D approach) (m s\(^{-1}\))

\( q \) = (near-bed) flow velocity (depth-averaged in 2D approach) (m s\(^{-1}\))

First, the sediment transport rates of both approaches, Engelund & Hnasen and van Rijn, were calibrated to match the field measurements by adjusting the parameter \( \beta \) in equation 16 for the Engelund and Hansen formula and parameters \( f_{sus} \) and \( f_{bed} \) in equations 17 and 22, respectively, for the van Rijn formula.

The grain size distribution over the area evolves as the flow transports the sediment. The initial grain size distribution was based on 210 sediment samples over the reach. The model was implemented over a curvilinear, unstructured grid, with the cell size varying between 0.5 and 2 m\(^2\). The 3D model contained eight vertical layers. The bed shear stress (N m\(^{-2}\)) distribution over a cross-section at a bend apex was extracted at three flow stages from both 2D and 3D implementations. In Delft 3D, the bed shear stress is calculated using the following formula:

\[ \tau = \frac{g\rho_0u|u|}{c^2} \]

Equation 25

In the 3D approach, the flow velocity is the horizontal near-bed velocity, and in the 2D simulation, the near-bed velocity is determined from the depth-averaged velocity, assuming a
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logarithmic velocity profile. As the model was run in water of temperature lower than 10°C, the BSS values were converted to represent the BSS in a water temperature of +5 °C by multiplying the values by the following formula:

\[
\left(\frac{\mu_5}{\mu}\right)^{\frac{2}{3}}
\]

Equation 26

where \(\mu_5\) is the viscosity of the water at +5 °C (1.519 \times 10^{-4} \text{ pa s}^{-1}) and \(\mu\) is the viscosity of the water at +25 °C (8.9 \times 10^{-5} \text{ pa s}^{-1}). The flow velocities and directions, water levels, bed shear stress, sediment transport and morphological change derived from the modelling results were used in the analysis.

4.2.2 2D hydrodynamic modelling of paper III

In paper III, a 2-dimensional hydrodynamic simulation was performed according to equations 7-11. The model was run over the spring flood of 2009 was performed to derive the spatial and temporal distribution of the hydraulic processes over a meander bend for a structured grid of 2 m x 2 m cell size. In this paper, the simulation was realised using the TUFLOW model. Spatially varying Manning’s roughness coefficients were defined according to the surface material and adjusted in the calibration process. The spatial and temporal variation of flow depth and velocity were extracted from the modelling results, and stream power was calculated according to equation 3.

4.2.3 2D hydrodynamic and sediment transport modelling of paper IV

In paper IV, a 2D hydrodynamic model with sediment transport but without morphological changes was run over the spring flood of 2013 using the Delft3D model. The hydrodynamic simulation was equivalent to the 2D model in paper II and the van Rijn (1993) transport algorithm (equations 17-24) was used to model the sediment transport. In the calibration process, the modelled water levels, flow velocities and sediment transport rates were matched to the field measurements. The hydrodynamic model was calibrated by adjusting the horizontal eddy viscosity and diffusivity coefficients and Chezy’s roughness coefficient. The sediment transport rate was calibrated by adjusting the parameters \(f_{\text{sus}}\) and \(f_{\text{bed}}\) in equations 17 and 22, respectively. The initial grain size distribution was based on 192 sediment samples in the field, and the point data of the median size of the sediment was interpolated over the computational grid using a triangular interpolation method. The spatial and temporal distribution of flow depth and velocity, as well as bed shear stress (equation 25) and sediment transport based on the model were used to interpret the morphological characteristics and changes over three meander bends.
5 RESULTS AND DISCUSSION

In this chapter, the main findings of the four papers of this thesis are presented and discussed. The results can be applied to sand-bed meandering rivers where the point bars are mostly exposed and inundated mainly during flood events.

5.1 Sub-bend scale flow structures of meander bends associated with flow stage

The flow structure was investigated using 3D measurements of ADCP (papers I and II) and by 2-dimensional (Papers II, III and IV) and 3-dimensional (paper II) computational models. In general, the measured and modelled location of the HVC supported the findings of many earlier studies in that it shifted from the convex towards concave bank and from near-surface to near-bed with distance downstream (e.g. Leopld and Wolman, 1960; Dietrich et al., 1979; Rodriguez et al., 2004). The results of this study also showed that the flow stage has a major impact on the flow structure and the spatial distribution of flow velocity and stream power in a meander bend (papers I, II, III and IV). Especially, the transverse shift of the HVC is controlled by the changes in the discharge and flow depth, which are usually interconnected (papers I and III). During a bankfull discharge, the flow directs through the bends, across the point bar; the HVC hits the concave bank at the downstream end of the bend (papers I and III). A decrease in depth over the point bar increases the effect of the point bar upon the flow trajectory (papers I and III), a phenomenon also noted in previous studies (e.g. Frothingham and Rhoads, 2003; Engel and Rhoads, 2012). This leads to the transverse shift of the HVC further upstream compared to high discharge (papers I and III), a result supported by findings of Hooke (1975) and Dietrich and Smith (1983). Thus, a minor difference in the discharge may denote considerably different flow velocities on certain parts of a bend (paper III). In particular, the spatial analysis in paper IV showed that the experienced flow structure over the point bar depends greatly upon the flow depth over the point bar, not only upon the discharge magnitude. In papers I and IV, the backwater effect was noted to have a significant effect on the flow structure by increasing the flow depth and decreasing the flow velocities. On areas affected by the backwater effect, the same discharge magnitude may produce very different flow velocities and flow depths depending on the strength of the backwater effect. The results of papers I and IV also indicated that the phase of the bend development influences the flow field. In a mature stage bend with high amplitude, the flow depth over the point bar remains low, and the flow is concentrated in the main channel due to the high width-to-depth ratio (paper IV). Thus, the HVC does not influence the point bar as much in mature-stage bends compared to early-stage bends (paper IV). The impact of the flow on the point bar platform has been noted to diminish in well-developed bends in previous studies as well (Hickin, 1974; Hooke, 1995; Pyrce and Ashmore, 2005). Conversely, the effect of the point bar and the bend curvature on the flow trajectory is emphasised in mature bends with high curvature.

The secondary circulation of flow has been noted to be generic for meander bends in various earlier studies (e.g. Rozovskii, 1957; Bathurst et al., 1977; Bridge and Jarvis, 1982; Engel and Rhoads, 2012). Three-dimensional flow fields were measured in papers I and II and modelled in paper II in this study. According to the ADCP measurements, the transverse flow was directed towards the outer bank upstream of the bend apices, downwards close to the concave bank and inwards beyond the bend apices (papers I and IV). Thus, the secondary cell was not fully developed and was weaker in Bend 4 (high curvature, 1.8) compared to Bend 3 (curvature 1.4) (paper I). According to the 3D simulation (paper II), however, the secondary cell was fully developed in Bend 3. In previous field-based studies, a distinct and clear secondary circulation cell has been observed (Bridge and Jarvis, 1976; Bathurst et al., 1977; Engel and Rhoads, 2012). Other studies have shown the secondary circulation to
strengthen with increased bend curvature, however, saturating in sharp bends (e.g. Blanckaert, 2009; Ottewanger et al., 2012), and increasing in strength in proportion to discharge, but diminishing in very high discharges (Bathurst et al., 1979) and not forming at all with a large width-to-depth ratio (Leopold and Wolman, 1960; Termini and Piraino, 2011). In meandering channels, the width-to-depth ratio often increases with increasing discharge and depth. According to paper I, the secondary circulation weakened as the flow depth decreased. Further, it seems that a sufficient flow velocity is required for the secondary circulation to develop, and, similarly to the shift of the HVC, the circulation occurred further upstream with lower discharges (paper I), indicating a strong dependence on the point bar morphology. Thus, combining the results of this study with earlier findings, it seems that the strength of the secondary circulation is a product of many factors interacting over a meander bend: the point bar and bend morphology together with the flow velocity and depth introduce complex interactions leading to various flow structures in natural channels, which cannot yet be explained fully with the existing theories. Even though valuable new insights to the governing factors can be gained in simplified laboratory channels (e.g. Blanckaert, 2009; Ottewanger et al., 2012), this study showed that field investigations are necessary to fully understand the processes and their various modes in nature.

The outwards flow throughout the water column has also been noted in previous studies to occur at the upstream part of the bend due to the shoaling of the flow over a point bar (e.g. Dietrich and Smith, 1983). The impact of point bar upon the flow also affects the secondary circulation: with decreasing discharge, the secondary circulation cell occurs further upstream (paper I). In previous studies, the strength of the secondary flow has also been noted to depend upon the flow stage: the decrease in flow depth caused the secondary currents to diminish (Hooke, 1975; Ferguson et al., 2003). However, some studies have shown that the secondary flow is strongest at medium discharges (Bathurst and Thorne, 1979). The results of the current study also indicate that the flow stage has an impact on the intensity and location of secondary circulation in a meander bend, but there is not enough evidence to draw any specific conclusion on the process. Further, the measured or modelled 3-D flow fields of this study did not show clear evidence of outer bank circulation cell, reported in many field studies (e.g. g. Bathurst et al., 1979; Thorne et al., 1985). However, as this study focused on the processes over the point bars, the outer banks were not dissected with high detail. The secondary flow structures in natural meandering channels and their dependence on the bend morphology and flow stage need further research, as the secondary flow has a major impact on the meandering river evolution.

Few detailed investigations of the spatial distribution of the flow velocities over a meander point bar with changing discharge have been implemented prior to this study (see Bathurst et al., 1977; Dietrich et al., 1979; Dietrich and Smith, 1983; Hodkinson and Ferguson, 1998; Ferguson et al., 2003). According to the results of the current study, the point bar platforms experience low inundation periods during a flood event, but, as they are inundated during the high discharges, they experience high flow velocities (papers I, III and IV). The hydrodynamic models of papers III and IV also showed that the point bar margins are characterised with long inundation periods that include both high and low discharge periods and stream powers. In addition, the bar margin area beyond the apex is often affected by a recirculation of flow (a weak reverse flow) (Rozovskii, 1957; Frothingham and Rhoads, 2003; Ferguson et al., 2003), which, according to the results of the current study, does not require secondary circulation to occur, but a sufficient, not too shallow, not too deep, flow stage over the point bar (paper I). The bar head area experiences very high stream powers and is affected by the HVC during high discharges (papers I, III and IV). It also depends upon the bend upstream as the location of the HVC may be strongly affected by the previous bend (paper IV). The stream power and flow velocity over the point bar tail are mostly low relative
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5.2 Spatial patterns of the flow-sediment interaction within a meander bend

According to the analysis of paper IV, the flood event plays a key role in the channel evolution in Arctic and sub-Arctic meandering rivers, with significant annual flood events, unlimited sediment availability and exposed point bars for most of the year, by being responsible for the changes in the point bars. Furthermore, the bend and point bar morphology itself has a notable impact on the experienced morphological changes over the bend. This agrees with the studies by Gautier et al. (2010) and Hooke and Yorke (2011). A long-term scale study by Hooke (2008) also showed that the river geometry is highly responsive to the experienced flow structure during a flood event. According to the results of this study (papers I, III and IV), the annual variation in the sediment budgets of one point bar can be considerable. Similar remarks have been made in other field studies as well (e.g. Gautier et al., 2010; Hooke and Yorke, 2011). Furthermore, the net changes of a point bar are not clearly interconnected to the peak discharge magnitude, but the duration of a certain discharge seems to play a more important role (paper I, II and IV). This is consistent with the finding of Rinaldi and Darby (2008), who stated that the magnitude of erosion depends on the duration of the competent flow. Also, Asselman and Middelkoop (1998) noted that the spatial variability of erosion and deposition over study areas along the Rhine and Meuse rivers, Netherlands, depend on flood magnitude and duration. Lotsari et al. (2014b), however, stated that the area of net deposition over point bars is larger with higher spring-flood discharge magnitude. The detailed LiDAR-based change detections of this study showed that impacts of a certain discharge or flow stage of particular duration, however, cannot be interconnected to the net erosion and deposition on a whole point bar. However, the point bars consist of different units, which have varying responses to a certain flow. The morphological changes caused by previous flood events also affect the experienced erosion and deposition caused by the following flood (papers III and IV). The same phenomenon has been noted in other study sites as well (Gautier et al., 2010). In addition, the study area is influenced by the backwater effect, which considerably modifies the experienced erosional forces caused by a certain discharge (papers I and IV).

In addition, the spatial patterns of the net erosion and net deposition caused by a certain flood event vary considerably between point bars within a reach (papers I, II, III and IV). Similarly, Hooke (2007) showed that there is no clear association of changes in one bend with another. Results of paper IV indicated that usually each part of a point bar experiences both scour and fill during one flood event. Whether net erosion or net deposition occurs in one part of a point bar depends on at least: the relative differences in stream power, cross-stream flow components, flow depth and flow velocity and duration of each discharge, grain size distribution and the shape of the bend and bar, i.e. the stage of the bend development (papers I and IV). Also, the magnitude of the sediment transport and the net morphological change over a certain part of a point bar are not interconnected: areas of net erosion and deposition may have experienced either high or low sediment transport rates during the flood event (paper IV).

Based on the temporal analysis of the erosional and depositional processes in papers III and IV, erosion occurs during high discharge and deposition during the falling and low
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water stage. Thus, the period of the moderate discharges during the flood’s descent has a major impact on the point bar accretion. Lotsari et al. (2014b) stated that the longer the point bar is submerged, the more likely it is that it experiences net deposition. The results of this study are partly contradictory to their statement. Based on the results of this study (papers III and IV), it seems that, instead of an entire point bar, a certain part of a point bar is more likely to gain net deposition, the longer it is inundated. Thus, the share of net deposition of a point bar is strongly dependent on the point bar morphology. The transverse shift of the HVC also plays a very important role in the erosional and depositional processes, as it determines the distribution of the erosional forces (papers I and III). Especially, the processes over the point bar head are interconnected to the shift of the HVC, which is dependent on the flow stage (paper I). Thus, even though many studies and conceptual models of meander development (McGower and Garner, 1970; Hooke, 1975; Gautier et al., 2010) state that the point bar head is an area of net erosion, the results of this study show that as the discharge decreases, the outward shift of HVC reduces the stream power over the bar head, enabling filling to occur over the bar head during moderate and low discharges (papers I and III). Thus, the duration of certain (moderate) flow stages in relation to the point bar head elevation may significantly increase the point bar head accumulation. The bend upstream also influences the flow trajectory and affects especially the morphological changes of point bar head (paper IV). The findings of Pyrce and Ashmore (2005) support the results of the current study.

According to this study, point bar margins mostly experience net deposition (papers I, III and IV). They are also under high flow depths and stream powers during the flood, which indicates that the deposition occurs during low flow period of descending discharge, which lasts relatively long over the vertically low point bar margins (paper IV). The bar margin deposition also seems to be independent of the phase of the bend development (papers I and IV). The 3D flow field measurements of paper I showed that the point bar margin beyond the apex is especially likely to gain net deposition due to the transverse shift of the HVC with decreasing discharge, the inward near bed flow and the recirculation zone. This is consistent with many previous studies and conceptual models of meander development (e.g. Hickin, 1974; Bridge and Jarvis, 1976; Dietrich and Smith, 1984; Ferguson et al., 2003; Gautier et al., 2010). Net erosion is, however, also possible at the downstream part of the point bar margin given that the flow depth over the point bar is high enough to inhibit the secondary circulation and transverse shift of the HVC and that the duration of the moderate flows are short enough (paper III). The results of the current study are partly contradictory to the conceptual models of meander development in that the emphasis of the bar margin deposition shifts from downstream to upstream of the apex as the bend develops (e.g. Hickin, 1974; Hooke, 1995; Pyrce and Ashmore, 2005). In this study, major net deposition occurred also upstream of the apex on the bar margin, independent of the stage of the bend development (paper I and IV).

By contrast, the results of paper IV, in which the morphological changes of three point bars were examined, suggested that the stage of the bend development seems to control the morphological changes over the point bar platform. In mature bends, the morphological processes are concentrated at the point bar margins (paper IV), while the platforms of bends of the early stage may experience notable erosion (papers I and IV) or deposition (paper II) as a consequence of a flood. The position of the HVC, which is also dependent on the bend and point bar shape, controls the point bar platform processes (paper III). Based on the results of this study, it can be stated that the top of the point bar may experience erosion even with relatively low discharge or, by contrast, deposition during high discharge (papers I, II, III and IV). The shape of the point bar and the experienced water level play very important roles in the point bar platform development (papers I and IV). The shape of the point bar may enhance the erosion by enabling the gravitational force to intensify the sediment transport
towards the pool, or the backwater effect may increase the flow depth over the point bar, decreasing the flow velocities and enabling a filling event on the top of the point bar (paper I). Previous studies have also given unclear and contradictory results of the point bar platform development. Many studies have stated that there is a fining upwards sequence on the grain size distribution over a point bar (Bridge and Jarvis, 1976; Dietrich and Smith, 1984), while other studies have shown that coarse grains are typical for chute fill (McGowen and Garner, 1970). In the current study, both coarse and fine grains were found on the bar platforms independent of whether the area experienced net erosion or deposition. Thus, it can be expected that the scour and fill will have an oscillation at the platform, although it will depend on the flow stage and stream power. The morphological changes and grain size distribution based on the previous flood event play important roles in the point bar platform morphodynamics (paper I). Clear chute channels were not observed in the current study, even though they have been noted to develop in the study area based on previous studies (Alho and Mäkinen, 2010).

In previous studies, the point bar tail is almost unquestionably considered as an area of net deposition (Leopold and Wolman, 1960; McGowen and Garner, 1970; Jackson, 1976; Thompson, 1986). The identified reasons are the secondary circulation, shift of the HVC and the recirculation at the inner bank (Dietrich and Smith, 1983). In addition, the sudden increase in flow depth after the point bar crest decreases the experienced stream power over the bar tail, enhancing the filling further (McGowen and Garner, 1970; Dietrich and Smith, 1983). The results of the current study, however, showed rather varying morphological changes over the bar tail areas (papers I, II and IV). Even though the net deposition dominated the bar tails, the deposition was often concentrated only on the bar tail margin (papers II and IV). The formations over the bar tails seem to be notably dependent on sufficient water levels relative to the point bar height (paper IV), and the scroll bars over the bar tails require secondary circulation to develop (paper I). Thus, the local planform characteristics, including the shape of the bend upstream, affect the bar tail evolution (paper IV).

Altogether, the results of this study agree with the recent field-based studies of Gautier et al. (2010) and Hooke and Yorke (2011) in that the point bar and bend morphology itself modifies the experienced fluvio-morphological processes over the point bar and bend. The spatial distribution of the morphological changes seems to depend both on flow depth and velocity and the duration of certain flow conditions, consistent with Middelkoop and Asselman (1998). The effect of the sediment supply and sediment pulses from upstream and its timing relative to discharge magnitudes most likely have an effect on the meander bend morphodynamics during a flood (Lane et al., 1996). However, as the sediment transport rates in this study were mainly based on the hydraulic model, the estimations of the sediment transport variation in space and time were not reflecting the actual sediment supply or transport pulses. Continuous sediment transport measurements with sufficient spatial resolution should be performed in order to fully discuss the subject. This, however, would require a large number of samples and would therefore be extremely labour-demanding (c.f. Gomez et al., 1990).

5.3 New perspectives to fluvial geomorphology of meander bends provided by close-range remote sensing methods

State-of-the-art, close-range remote sensing methods were exploited in this study in collecting topographical and bathymetric data and in flow field and discharge measurements. In paper IV, the use of the UAV-based ortophotos was also piloted in fluvio-geomorphological interpretation. In each of the papers of this study, the morphological
changes over the meander point bars were measured using TLS and MLS. The results of this study provided extensive demonstration of the advantages of TLS and MLS in meso-form scale determination of fluvial formations, morphological changes and sediment budget in a naturally meandering river environment. Even though the infrared-wavelength LiDAR is not water penetrating, often large areas can be surveyed during low water periods with high precision using TLS and MLS.

Different MLS setups used in this study enhanced notably the spatial coverage of the TLS data and enabled measuring of relatively large areas in a reasonable amount of time. Efficiency in data collection is important in fluvial geomorphology, as the changes in riverine environments may be quick; there is often a negative relationship between scale of change and rapidity of change (Knighton, 1998). Average MLS point densities of 500-7400 points/m² (paper I) was achieved in this study with the MLS approaches, depending on the approach used (i.e. BoMMS or CartMMS). The reach covered by the MLS survey in the current study is more than 2 km long and consists of 5 meander bends with exposed point bar areas between 3500 and 16000 m². The achieved data densities were notably higher compared to those typically achieved with ALS (5–50 points/m², e.g. Höfle et al., 2009; Vosselman and Maas, 2010) or alternative field measurement techniques. For example, Brasington et al. (2000) surveyed a reach of 200 x 80 metres in size with a point density of 1.1 points/m², while Fuller et al. (2003) achieved a point density of ~0.06 points/m² using total station in an area of ~20 000 m². In paper IV, the use of MLS allowed for investigation of three bends, which enabled comparisons between bends in different phases of development.

Due to the high spatial resolution and accuracy of the collected LiDAR data, very detailed interpretation of the spatial patterns of the net erosion and deposition as well as fluvial formations was possible. DTMs of 0.1 to 0.25 m² cell sizes were produced based on the LiDAR point clouds. The importance of the spatial coverage and accuracy of the geometrical data has been noted in many previous studies (e.g. Brasington et al., 2000; Bates, 2004; Heritage and Hetherington, 2007; Alho et al., 2009b) and the crucial nature of the high vertical precision is emphasised when computing morphological change volumes based on DoD (Brasington et al., 2003). The traditionally used cross-sectional measurements of the river geometry (e.g. Dietrich and Smith, 1983; Ferguson and Ashworth, 1992; Warburton et al., 1993; Frothingham and Rhoads, 2003;) and DEMs produced with more traditional methods, often presuming a trade-off between spatial extensiveness and spatial resolution (Lane et al., 1994; Heritage et al., 1998; Brasington et al., 2000; Fuller et al., 2005), may lead to a discontinuous picture of the river reach and maybe to an incorrect interpretation of the phenomenon (Heritage and Hetherington, 2007). In this study, meso-form scale formations, such as dunes, chute bars and scroll bars were observed from the LiDAR-based DTMs (papers I, II and IV). In paper I, the level of detail in the change detection, based on MLS data, was approximately ~0.1 metres, and the vertical RMSE of the DTMs was less than 0.05 m. As the quality of the MLS measurements is mainly limited by the accuracy and quality of the GPS measurements, the MLS data resolution was not sufficient for micro-form scale analysis of meander bend fluvio-morphology (paper IV).

The laser scanning technique allows for measurement of areas that are difficult to achieve using traditional methods or, for example, GPS, as it does not require physical contact with the measured object. Therefore, it also minimises the measurement errors caused by the disturbance of the measurement equipment or the measurer entering the study site. The BoMMS used in papers I, III and IV provided a practical scanning angle for surveying the river banks and vertical parts of the channel. The main limitation of the infrared wavelength laser scanners is that it cannot be used in bathymetric surveys (cf. Williams et al., 2014). Furthermore, the laser scanning campaign is dependent on the weather conditions, as the scanners cannot be used in the rain. The advantages of the TLS and MLS have been noted,
and the approaches have been exploited to some degree in previous studies of fluvial geomorphology (e.g. Heritage and Hetherington, 2007; Milan et al., 2007; Morche et al., 2008; Hodge et al., 2009; Heritage and Milan, 2009; Brasington et al., 2012).

In addition, the high resolution measurements of the river geometry enabled building of detailed computational reconstructions (papers II, II and IV). In paper II, the LiDAR-based change detection over the point bars was also used to assess the functionality of a morphodynamic model. The bathymetric measurements for the initial geometry of hydraulic models were carried out using side-scanning sonar (paper II), single-beam sonar attached to a rubber boat (paper III) and an ADCP sonar attached to a remote-controlled boat (paper IV). The remote-controlled boat enabled bathymetry measurements on shallow areas without disturbing the river bed (paper IV). Due to lower spatial resolution of the bathymetric data (point spacing varied between 0.25 m and 2m) compared to the topographical data, no change detection was realised over the areas that were continuously inundated. The bathymetric surveys often suffer from lower spatial resolution and accuracy compared to the topographical surveys (e.g. Brasington et al., 2003; Westaway et al., 2003). The point densities achieved with the remote-controlled boat in paper IV (point spacing of 1-2 m) could be improved, but the time required for executing the survey increases in proportion to the spatial resolution achieved. The side-scanning sonar enables better spatial resolution (point spacing of 0.25 m in paper II) in significantly shorter time but requires more flow depth (e.g. Parsons et al., 2005; Kaeser et al., 2013). There have also been attempts to develop new methods that would enhance the bathymetric data resolution and density by using, for example, optical methods (e.g. Legleiter, 2012; Flener, 2012; Williams, 2014). Accurate and dense bathymetric measurements, combined with the LiDAR-based topographical data, should be used in the future in comprehensive change detections that would cover the entire river channel and also in assessing the computational model functionality.

The ADCP was exploited in this study also to measure the discharge (papers I, II, III and IV). It allowed for a rapid and reliable discharge measurement and thereby building of discharge rating curves with increased reliability (e.g. Oberg and Mueller, 2007). In paper I, the discharge was measured during 10 different flow stages with ADCP. In paper I, the 3D flow field measurements using ADCP during three flow stages enabled linking the morphological changes to the complex flow field of two river bends. The ADCP technique is especially functional when doing measurements in rapidly changing discharge as it is more rapid to use compared to ADV, for example (e.g. Engel and Rhoads, 2012). Thus, it enables the 3D flow field mapping without the discharge changing (paper I). It also enables detailed flow field measurements in deep waters (compare to ADV, e.g. Rehmel et al., 2007). The ADCP and ADV techniques have been exploited in many previous studies, which has provided new insights into riverine processes for decades now (e.g. Simpson et al., 1990; Claude et al., 2014). However, achieving a high spatial resolution of the flow data is rather time consuming, and covering large areas without discharge changing may thus still be impossible in the field, even though attempts have been made to map the flow field in high resolution with spatially continuous ADCP data (cf. Williams et al., 2013; Flener et al., submitted manuscript). Thus, a continuous record of the flow structure over a river reach with changing discharge cannot yet be produced in natural environments using the current field measurement techniques (paper IV).

In paper IV, a study approach combining detailed field measurements (GSD, observations of formations, RTK-GPS measurements), remote sensing (MLS, TLS, UAV-based aerial photographs) and computational modelling (2D CFD with sediment transport) was exploited. Based on the results of paper IV, combined study approaches are highly recommended in fluvial geomorphology because the methods complement each other. The close-range remote sensing provides accurate data over large areas, and the temporal
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The interpretation of the LiDAR-based DTMs over the point bars was improved using a low altitude photomosaic of the UAV. The UAV enables collection of very high resolution (grid resolution of 0.05 m in this study) geo-referred aerial photographs. UAV-based aerial photographs have not been applied to any large extent in fluvial geomorphology thus far. The high-resolution aerial photography proved to be practical in improving and confirming the analysis made based on the LiDAR data. However, the full potential of the UAV-based high-resolution aerial photographs should be exploited and investigated in the future. Based on this study, for example, the supporting field observations would enhance the interpretation of the photographs. Therefore, based on this study, field observations are still necessary when studying natural environments and cannot be replaced fully using close-range remote sensing methods.

5.4 CFD in investigation of a natural curved channel

The results of papers II, III and IV provided an insight on the weaknesses, strengths and possibilities of CFD in the fluvio-geomorphological analysis of a natural river. According to this study, CFD allows for spatial and temporal resolution of flow and sediment transport data, unachievable by field measurements (papers II and IV). They are therefore extremely suitable in supporting and enabling fluvio-geomorphological analysis of natural environments and over remote areas, where continuous measurements of flow and sediment transport is not possible (papers III and IV). However, their representativeness in natural rivers should be ensured with field measurements, and the user should understand the simplifications present in the simulation results (paper IV). Furthermore, the spatial resolution of the simulation results depends on the resolution of the boundary data. In this study, CFD were applied in a naturally meandering river, and the boundary conditions were based on the field measurements of flow and morphology. CFD were used in papers II, III and IV to simulate the flow field over the study area during the entire flood event. In papers II and IV, the prevailing sediment transport rate was also simulated based on the hydrodynamic calculations and measured grain size distribution. In paper II, the changes in the bed level caused by the sediment transport were simulated and compared with the actual changes measured in the field.

A 2D model was applied in each case. In paper II, both 2D and 3D models were used to model the flow and morphodynamics. The models’ sensitivity of various user-defined parameters was tested and the results of the 2D and 3D simulations were compared with each other and with detailed field measurements to assess their functionality. Based on the comparisons, a 3D hydrodynamic model is preferred when investigating the flow characteristics in a meander bend, because many flow features of curved channels, such as secondary flow and vertical location of the HVC, can only be simulated with a 3D model. The 2D model, however, produced the depth-averaged flow field satisfactorily. In paper III, the depth-averaged model was not able to model the flow separation at the inner bank beyond the apex. The shortages of the 2D model are emphasised downstream of the apex, as noticed also in previous studies (Alho and Mäkinen, 2010), where, for example, the near-bed inward flow plays an important role in the point bar deposition. For example, the scroll bar formation is a consequence of the three-dimensional flow field (paper III). Also, Rodriguez et al. (2004) stated that a 3D approach is required when simulating complex flow structures such as transverse velocity components, helical flow, the recirculation zone and the submergence of an HVC. Even though the depth averaging was noted to have a significant effect on the erosional power of the flow (e.g. bed shear stress), there was no notable difference between the 2D and 3D morphodynamic reconstruction over the same flood event (paper II). The
turbulence closure model used in the 3-D simulation (i.e. standard k-ε model) may not be the most reliable approach for estimating the turbulent fluctuations, which, in turn, affect the sediment transport patterns. Previous studies for example by Rodriguez et al. (2004) and Bradbrook et al. (1998) have shown that the RNG k-ε model, which is a more sophisticated version of the standard k-ε model, performs better in recirculation regions and regions with high shear. The RNG model should, therefore, be applied in the future in curved channel reaches and to clarify the different factors involved in the morphodynamic models performance. Further, applying a fully 3D model, instead of the quasi-3D approach applied in this study, could improve the modelling results and thereby highlight the differences between the simulated morphodynamics of 2D and 3D models.

The results of papers II, III and IV indicated that the 2D hydrodynamic model provides a well-functioning tool for estimating the main flow distribution over large areas and over changing discharge with high spatial resolution, but it should be used with caution in a curved channel environment. In addition, it requires notably less computational power compared to the 3D approach. CFD also provide a convenient tool for estimating the sediment transport rates over a large area with high spatial and temporal resolution given that sufficient calibration data of the sediment transport rate is available (papers II and IV). Modelling the short-term morphological changes, however, has major uncertainties, which are related to difficulties in calibration and validation as well as to the correct determination of the user-defined parameters (paper II). In a natural environment, there also are various unpredictable phenomena, such as runoff and sediment supply changes, which cannot be taken into account in a simulation without detailed field observations but which may have a notable effect on the modelled morphodynamics.

The models’ (2D hydro- and morphodynamic models) sensitivity to many user-defined parameters was tested in paper II. Based on the sensitivity analysis, the roughness parametrisation influences the spatial distribution of flow velocities and thereby the morphodynamics as well. When using the Chezy roughness, the roughness height is related to water depth (Equation 13 in paper II). When a uniform Chezy roughness is applied over the whole modelling area, the roughness height over the point bars remains lower compared to the pools. Based on the sensitivity analysis of paper II, this leads to lower point bar height and smaller pool depth compared with other roughness parametrisation methods. Even though the effect of the roughness parametrisation on the simulated morphodynamics has not been studied much before, some previous studies have also stated that it has a significant effect on bed morphology (Nicholas, 2003; Lesser et al., 2004; Schuurman et al., 2013).

The grain size parametrisation, used as the initial sediment size in the morphodynamic model, is critical when simulating the morphological changes in naturally meandering rivers (paper II). This has been noted in many previous studies and in various environments (e.g. Nicholas, 2000; Pinto et al., 2006; Papanicolaou et al., 2008; Nicholas, 2013; Lotsari et al., 2014a). Also, the transverse bed slope effect parametrisation and the selected sediment transport relation have a notable effect on the morphodynamics. The simulated transport rates with the two algorithms tested in this study (Engelund and Hansen, 1967 and van Rijn, 1993) were pronounced with high discharge and flow velocities. The exclusion of secondary flow did not have much of an effect on the point bar morphodynamics in the test simulation of paper II. The simulation period of one flood event (17 days) is, however, too short to make a comprehensive conclusion on the importance of the secondary flow correction to the curved channel morphodynamics. Based on the results of paper II, though, the grain size parametrisation, transverse bed slope effect and sediment transport relation have more of an effect on the modelled bed level changes compared to the secondary flow correction in the 2D approach. The co-effect of the parameters was not tested, but it seems that especially the chosen sediment transport relation might affect the impact of the other parameters. For
example, the suspended load is not modelled separately in all of the transport relations (e.g. Engelund and Hanasen, 1967). In that case, the underestimation of suspended load transport would directly diminish the importance of the secondary flow correction, as the secondary currents mostly transport the suspended load. The modelled bed load transport rate, on the other hand, is strongly related to the transverse bed load effect (Nicholas, 2013).
6 CONCLUSIONS AND DIRECTIONS FOR FUTURE RESEARCH

This study contributes to improving the understanding of the sub-bend scale fluvio-morphological processes over meander bends, with special emphasis on point bars, by exploiting a combined approach of conventional field measurements, close-range remote sensing and computational fluid dynamics. Mainly, the results of this study follow well the existing theories and results of previous studies. However, the improved spatial and temporal resolution of the data provided some new insights to the flow-sediment interaction in a natural sand-bed meander bend. This study also demonstrates the advantages and limitations of various modern technologies in fluvial geomorphology and indicates the future directions. The main conclusions of this PhD thesis are the following:

1. This study was implemented in a sand-bed meandering river, in which point bars are inundated only during the snow-melt-induced spring floods, and the sediment availability is unlimited, originating from the glacio-fluvial deposit. The spring flood events play an important role in deforming the meander bends over the reach, and they are especially responsible for the morphological changes over the point bars, which, in turn, affect the fluvial geomorphology of the entire bend. Based on this study, it can be stated that the spring flood events have a notable contribution in the meander evolution in such meandering rivers in sub-Arctic and Arctic areas. Therefore, climate change, which has been reported to influence the flood regime in Arctic areas (Lotsari et al., 2010; Veijalainen et al., 2010), may have a notable influence on the dynamics of meandering rivers in Arctic areas.

2. The flow structure over a meander bend depends greatly upon the flow depth over the point bar, not only upon the discharge magnitude. Thus, the bend and point bar morphology, and thereby the phase of the bend development, also affects the flow structure. An increase in flow depth decreases the effect of the point bar on the flow trajectory, influencing the location of the HVC and secondary circulation. The shift of the HVC from inner bank to outer bank also occurs further upstream in mature bends with high amplitude and curvature. Thus, the HVC does not influence the point bar as much in mature, compared to early stage bends. The experienced flow strength over the bar head and bar tail are especially dependent on the transverse shift of the HVC. In the very low water stage and with high width-to-depth ratio, as well as low flow velocities, the secondary circulation may not be able to develop. The dependence of the strength of the secondary circulation on the bend curvature and discharge characteristics seems to be a more complex subject; the various forms of secondary circulation in naturally meandering channels need further research.

3. The net morphological changes of meander point bars are not directly related to the peak discharge magnitude, but the durations of influential discharges and water levels seem to play a more important role as point bar and channel modifiers. In general, erosion occurs during high and deposition during the falling and low flow stage. The impacts of a certain discharge or flow stage of particular duration, however, cannot be linked to the sediment budget of the entire point bar. However, the point bars consist of different units, which have varying responses to the flow stages. The spatial patterns of erosion and net deposition caused by a certain flood event may also vary considerably between point bars within a reach as the point bar and bend shape modifies the experienced flow patterns:
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- The transverse shift of the HVC affects the fluvio-morphological processes over the point bar head. During the flood’s descent, the duration of certain (moderate) flow stages in relation to the point bar head elevation may significantly increase the point bar head accumulation leading to net deposition, which is contradictory to conceptual models of meander development, according to which the point bar head is an area of net erosion. Also, the shape of the bend upstream affects the bar head evolution by controlling the flow trajectory over the bar head.

- Point bar margins experience mostly net deposition as a consequence of flood events. As they experience high flow depths and stream powers during the high discharges, the deposition occurs mostly during a relatively long-lasting period of low discharge and velocity on the vertically low point bar margins. No clear connection between the stage of the bend development and the morphological changes over the bar margins can be found based on this study, which is contradictory to the conceptual models of the meander bend development (e.g. Hickin, 1974; Hooke, 1995; Pyrce and Ashmore, 2005). However, in mature bends, the morphological processes are focussed over the point bar margins.

- Only minor morphological changes occur over the point bar platforms of mature meander bends, while the platforms of early stage bends may experience notable changes as a consequence of a flood. The shape of the point bar and the experienced water level relative to the elevation of the point bar platform play very important roles in the point bar platform development.

- Also, the morphological changes and formations over the bar tails seem to greatly depend upon the influential water level relative to the point bar height. The bar tails may experience both net erosion and net deposition as a consequence of a flood, independent of the peak discharge magnitude. This differs from the findings of many previous studies. The transverse shift of the HVC and the recirculation at the inner bank are responsible for the filling over the bar tail. Secondary circulation is not required. The scroll bars over the bar tail, however, require secondary circulation to develop. Thus, the local planform characteristics and the shift of the HVC towards the convex bank with distance downstream with decreasing discharge play important roles in the bar tail fluvio-morphodynamics.

4. Close-range remote sensing techniques (MLS, TLS, ADCP, echo sounding, UAV) provide accurate, spatially efficient and objective ways of measuring the fluvial forms and processes in rapidly evolving riverine environments. They also allow for surveys without disturbing the measurement target. Mobile terrestrial laser scanning enhances notably the spatial coverage and temporal efficiency of the TLS, still allowing for very high point densities (500-7400 points/m$^2$ in this study) and absolute vertical accuracies (RMSE 0.013-0.051 m in this study) compared to traditional terrestrial survey methods or airborne laser scanning. The ADCP allows for rapid 3D flow field measurements and is thus valuable in rivers with rapidly changing discharges. The measurements can be used in fluvio-morphological analysis and in assessing the functionality of hydrodynamic models. However, spatially coverage flow field measurements over a large area cannot yet be realized with ADCP. In addition, the data acquisition efficiency and achieved spatial resolution of the bathymetric measurements is not yet competitive to the terrestrial survey methods but need further development.
5. Computational fluid dynamics are suitable and efficient approaches in fluvio-geomorphological studies of natural rivers in enhancing the spatial and temporal resolution of flow and sediment transport data. They are especially practical in studies of remote areas, where continuous measurements of flow and sediment transport are not possible to implement. The reliability of the modelling results depend, at least, on the model dimension, quality of the boundary and input data, the user-defined parameters and the chosen sediment transport algorithm. The achievable resolution of the simulation results depend upon the boundary data resolution and computational power. A 3D hydrodynamic model should be preferred when investigating complex flow structures of a meander bend. The secondary circulation was, however, overemphasised by the 3D simulation performed in this study. A 2D hydrodynamic model is a suitable tool for simulating the main flow distribution and sediment transport with high spatial and temporal resolution. The depth-averaged results of the curved channel environment should, however, be interpreted with caution. CFD may also be used in estimating the sediment transport rates, if calibration data is available. Simulation of short-term morphological changes, however, has major uncertainties related to, for example, a correct determination of the user-defined parameters of the model. The parametrisation of the grain size plays an especially important role. Also, the transverse bed slope effect and the used sediment transport relation affect the modelled bed level changes.

6. A study approach combining various methodologies is fruitful in fluvial geomorphology. A combination of conventional field measurements and observations, close-range remote sensing and computational modelling enables a detailed fluvio-geomorphological analysis over relatively large areas in natural riverine environments and thereby provides potential to deepen the understanding of the fluvial processes. The close-range remote sensing techniques allow for rapid and accurate surveys of river geometry, distribution of fluvial forms and flow characteristics. The computational fluid dynamics provide a unique way of observing a wide range of fluvio-morphological processes in three dimensions with spatial and temporal resolution unachievable with field measurements. Conventional field measurements and observations are, however, still mandatory when investigating a natural river environment. The opportunities of these approaches and their combinations has not yet, however, been utilised to a wide extent in fluvial geomorphology. In particular, the processes in natural environments, which, in the end, are the focus of the scientific work, can be studied with completely new precision in the future by combining field observations, close-range remote sensing and computational modelling.

Surveying morphological changes with the precision presented in this study over several years and flood events and including detailed bathymetric measurements in the time series will definitely increase the understanding of the meander bend fluvio-morphology and the important factors involved in it. Thus, longer time scale measurements and modelling would be important in the future. Subjects that need further research include the effects of turbulence, secondary flow structures, sediment transport and sorting, vegetation and the processes over a whole catchment to the meander dynamics in natural environments. These could be approached with completely new precision and spatial and temporal resolution by exploiting a combined study approach of field observations, close-range remote sensing and computational modelling. Furthermore, the impact of snow and ice cover in the meander and point bar dynamics over sub-Arctic and Arctic areas is an important subject of future research. For example, ADCP can be used in sediment transport measurements (cf. Dinehart and Burau, 2005a; Merckelbach, 2006; Rennie and Church, 2010), in flow field mapping
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over large areas (cf. Guerrero and Lamberti, 2011), as well as in observing turbulent fluctuations (Gargett, 1994; Nystrom et al., 2007), secondary currents (Dinehart and Burau, 2005b) and detecting changes in river bed (Dinehar and Burau, 2005a). Even though these methods have been demonstrated and assessed in the literature, the application of such approaches in fluvial geomorphology is still limited (cf. Parsons et al., 2007). In the meander bend environment with high spatial variability of flow velocities and sediment transport, efficient field mapping is highly recommended in the future. Mobile laser scanning will enable mapping the changes in the riverine topography with very high accuracy and spatial resolution. The efficiency and resolution of the bathymetric data should be improved and detailed change detection realized over the inundated areas as well. With these detailed measurements, more reliable computational reconstructions of natural river channels also can be built over large areas, an objective that will open a countless amount of new opportunities in fluvial geomorphology. The calibration and validation of hydro- and morphodynamic models of long time periods and over many meander bends with different planform characteristics should be pursued in order to increase their reliability and to point out the limitations. ADCP and MLS will provide functional and efficient data collection methods for that purpose. Further, a more sophisticated turbulence closure model (for example the RNG k-ε model) should be applied in modelling the turbulent fluctuations in curved channels. At the same time, more investigation is needed of the models’ sensitivity to user-defined parameters, their spatial variability and their different combinations in different natural environments.
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