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Abstract

The topic of this thesis is garbling schemes and their applications. A garbling scheme is a set of algorithms for realizing secure two-party computation. A party called a client possesses a private algorithm as well as a private input and would like to compute the algorithm with this input. However, the client might not have enough computational resources to evaluate the function with the input on his own. The client outsources the computation to another party, called an evaluator. Since the client wants to protect the algorithm and the input, he cannot just send the algorithm and the input to the evaluator. With a garbling scheme, the client can protect the privacy of the algorithm, the input and possibly also the privacy of the output.

The increase in network-based applications has arisen concerns about the privacy of user data. Therefore, privacy-preserving or privacy-enhancing techniques have gained interest in recent research. Garbling schemes seem to be an ideal solution for privacy-preserving applications. First of all, secure garbling schemes hide the algorithm and its input. Secondly, garbling schemes are known to have efficient implementations.

In this thesis, we propose two applications utilizing garbling schemes. The first application provides privacy-preserving electronic surveillance. The second application extends electronic surveillance to more versatile monitoring, including also health telemetry. This kind of application would be ideal for assisted living services.

In this work, we also present theoretical results related to garbling schemes. We present several new security definitions for garbling schemes which are of practical use. Traditionally, the same garbled algorithm can be evaluated once with garbled input. In applications, the same function is often evaluated several times with different inputs. Recently, a solution based on fully homomorphic encryption provides arbitrarily reusable garbling schemes. The disadvantage in this approach is that the arbitrary reuse cannot be efficiently implemented due to the inefficiency of fully homomorphic encryption.

We propose an alternative approach. Instead of arbitrary reusability, the same garbled algorithm could be used a limited number of times. This gives us a set of new security classes for garbling schemes. We prove several relations between new and established security definitions. As a result, we
obtain a complex hierarchy which can be represented as a product of three directed graphs. The three graphs in turn represent the different flavors of security: the security notion, the security model and the level of reusability.

In addition to defining new security classes, we improve the definition of side-information function, which has a central role in defining the security of a garbling scheme. The information allowed to be leaked by the garbled algorithm and the garbled input depend on the representation of the algorithm. The established definition of side-information models the side-information of circuits perfectly but does not model side-information of Turing machines as well. The established model requires that the length of the argument, the length of the final result and the length of the function can be efficiently computable from the side-information function. Moreover, the side-information depends only on the function. In other words, the length of the argument, the length of the final result and the length of the function should only depend on the function. For circuits this is a natural requirement since the number of input wires tells the size of the argument, the number of output wires tells the size of the final result and the number of gates and wires tell the size of the function. On the other hand, the description of a Turing machine does not set any limitation to the size of the argument. Therefore, side-information that depends only on the function cannot provide information about the length of the argument. To tackle this problem, we extend the model of side-information so that side-information depends on both the function and the argument. The new model of side-information allows us to define new security classes. We show that the old security classes are compatible with the new model of side-information. We also prove relations between the new security classes.
Tiivistelmä


iii
voikin käyttää vain tietyyn, ennalta rajatun määrän kertoja. Tämä näkökulman avulla voidaan määritellä lukuisia uusia turvallisuusluokkia. Todistamme useita relaatioita uusien ja vanhojen turvallisuusmääritelmien välillä. Relaatioiden avulla garblausskeemojen turvallisuusluokille saadaan muodostettua hierarkia, joka koostuu kolmesta komponentistasta.
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Chapter 1

Introduction

Today, billions of users are connected to the Internet via various devices like computers, laptops, smartphones and tablets. In addition, devices like washing machines, cameras and televisions can be connected to computer networks. Recent innovations of computer networks have increased the computational power and eased everyday tasks in several ways. Unfortunately, new innovations in the field of computer networks have not been developed without problems. Security and privacy of network-based solutions are among the main concerns.

Attempts to hide secret information have been present as long as people have communicated with each other. Already in the Ancient Rome, Caesar used a cryptographic method to hide messages. Since then, cryptographic methods have evolved greatly, from encryption machines into cryptographic algorithms run on personal computers. The Internet era has brought new challenges to data protection. The Internet has allowed data to be publicly retrievable. However, the question of right to retrieve, possess or process data still remains one of the biggest concerns. It is relatively easy to protect locally stored data on personal computers. A bigger issue is data stored in cloud environment: Who owns the data, who is allowed to access the data and who can only view the data and who can also modify it?

Encryption of data is often used as a method to secure data when it is stored in potentially malicious environment. However, recent advances in distributed computing and cloud computing have enabled also outsourcing computation to potentially untrustworthy parties, which requires further protection methods. There are different approaches to protecting information in such scenario. On one hand, the input data to the computing algorithm should be protected. There are various cryptographic methods that enable this. On the other hand, the algorithm itself may require protection mechanisms. Often, the first aim of an attacker is to understand the behavior of the system or the software. This can be achieved by monitoring
data flow and control flow when various processes in the system are run. Therefore, it is important to have protection mechanisms which prevent an attacker from gaining sensitive information about the algorithm or sensitive parts of it.

During past decades, several proposals for secure computation have been suggested. There are both theoretical and practical solutions for computations on encrypted data. Theoretical solutions often provide strong provable security while being impractical in certain aspects (e.g. fully homomorphic encryption). On the other hand, practice-oriented solutions may not provide as strong theoretical security but these solutions may have efficient implementations that still provide sufficient level of security from the practical point-of-view. Some theoretical solutions also seem to evolve into practical solutions (e.g. garbled circuits).

The main topic of interest in this thesis is secure computation between two or more parties. More specifically, we study garbling schemes which can be used for securely evaluating a function in a potentially insecure environment. We provide both theoretical and practical results: we consider security definitions of garbling schemes and design privacy-preserving applications based on garbling schemes achieving security under certain security definitions.

1.1 Structure of this thesis

This thesis consists of three parts. The first part summarizes the thesis by introducing related research and the contributions of this work. The second part contains the original publications on which this thesis is based. The third part is devoted to proofs that have been omitted from the original publications.

Part 1 consists of five chapters and the chapters are divided into several sections. Chapter 1 is an introduction to the topic of this work and explains the structure of this thesis.

Chapter 2 is a review of different methods used for securing computations. We start by describing software protection methods, such as code obfuscation and white-box cryptography. Thereafter, we handle oblivious transfer which is a central tool for secure multiparty computation. Secure multiparty computation protocols are the topic of Section 2.3.

In Chapter 3 we focus on a specific secure multiparty protocol, Yao’s garbled circuits and garbling schemes. Section 3.1 contains the fundamental security definitions related to secure multiparty computation and related to garbling. Section 3.2 contains a literature review on the research related to Yao’s garbled circuits. In Section 3.3, we move to garbling schemes, which
are generalizing and formalizing Yao’s garbled circuit protocol. Section 3.4 introduces applications for garbling schemes.

Contributions of this thesis in the field of garbling schemes are presented in Chapter 4. This thesis contains both theoretical and practical results. Sections 4.1 – 4.5 are devoted to the theoretical results, whereas section 4.6 introduces proposals for applications using garbling schemes as a privacy-enhancing tool.

Chapter 5 concludes Part I by presenting the conclusions and suggestions for future work.

Part II contains the original publications. There are in total 8 publications on which this thesis is based. The first six papers contain theoretical results related to garbling schemes while the last two papers deal with applications of garbling schemes. Three of the original publications have been published in scientific journals, whereas the rest five have been published in conference proceedings with referee practice.

Part III is a collection of proofs that have been omitted in the original publications, because of strict length limitations of conference proceedings.

1.2 Contributions of the author

All eight papers included in this thesis are joint works. The author of this thesis has contributed to the joint work by writing the first version of each paper based on the joint ideas with the co-authors. In publication VIII, the author of this thesis was entirely responsible for the actual writing of the paper. Arto Lepistö contributed in publication VIII by being responsible for the programming of garbled circuits and the test environment needed for the performance evaluation.
Chapter 2

Secure computation

Software as well as their inputs can be vulnerable to leaking sensitive information. In this section we introduce various methods for securing computation. We begin with software protection methods, which aim at protecting software code or parts of it. Then we present techniques which aim at protecting the computation itself as well as the input to the computation.

2.1 Software protection

As the number of personal computers and other computation devices has increased, e-piracy, copying and reselling electronic material (e-books, music, movies, software, games) illegally, has become a serious issue. Many technologies have been developed to tackle electronic piracy acts. For example, Digital Rights Management technologies have been developed especially for preventing illegal copying of e.g. computer games, music, films and e-books.

Another threat against computer security is reverse-engineering. Reverse-engineering allows “attackers to understand the behavior of software and extract proprietary algorithms and data structures (e.g. cryptographic keys) from it” [148]. Especially, observing control or data flow of software gives valuable information about the software behavior. Therefore, various protection methods to prevent reverse-engineering of software are needed. A widely used solution is to make control and data flow more complex while the observable behavior is still the same. There are also other approaches for software protection.

According to van Oorschot [158], there are four main approaches to software protection. Code obfuscation is a technique against reverse-engineering. White-box cryptography protects secret keys against malicious hosts. Program integrity is protected by software tamper resistance methods. A protection against automated attack scripts and widespread malicious programs is provided by software diversity techniques.
Next we give a brief introduction of each of these four protection techniques. Then we discuss code obfuscation and white-box cryptography in more details in sections 2.1.1 and 2.1.2.

Trying to understand software code is often the first task of an attacker since it gives valuable information for further attacks. To gain understanding of a program, one needs to reverse-engineer the software code. Since software code is often intellectual property, the code needs to be protected against such reverse-engineering attempts. As mentioned above, code obfuscation is a method that is designed to protect against reverse-engineering. There are basically two possible ways of obfuscating code: obfuscate data flow or control flow. Data flow can be obfuscated by dead code insertion: the algorithm contains sections which are executed as a part of the original source code but whose results are never used in any other part of the program execution. Control flow can be obfuscated by implanting some auxiliary steps to the code. One of the earliest papers on obfuscation is the one of Cohen [39] in which obfuscation is suggested as a defense method against computer viruses. The first theoretical paper on software protection was from Goldreich and Ostrovsky [73], whose protection of software code was based on encrypting the code. After that, other ideas were proposed, all of which base on the idea of transforming the program code into a code which is functionally equivalent to the original program. The idea of transforming code was first introduced by Collberg et al. in [40, 41]. We provide more detailed discussion on code obfuscation in section 2.1.1.

Unfortunately, code obfuscation does not prevent all attempts of reverse-engineering. For example, code obfuscation does not have method for protecting against \textit{class breaks}. A class break is an attack that is developed for single entity but can easily be extended to break any similar entity. The first scheme against class breaks was proposed by Anckaert et al. [5].

Another approach in software protection is white-box cryptography, which aims at protecting secret keys when evaluating a cryptographic software. The reason for such a protection method arises from the threat of \textit{untrusted host environment} which is related to \textit{malicious host problem}: How should a trusted program be protected from a potentially malicious host. Malicious hosts are a serious threat in \textit{white-box attack context}. In such context, an attacker can freely control the execution platform as well as the software implementation, analyze the binary code and intercept system calls among other actions. In white-box context, extracting cryptographic keys is also a potential threat. White-box cryptography (WBC) is a technology that aims at protecting cryptographic keys in the white-box attack context. We will discuss WBC in section 2.1.2.

Attacks against software integrity are usually followed by reverse-engineering. Software tamper resistance is a method which protects against such violations of integrity. Fundamentals of software tamper-resistance
were provided by Aucsmith [8], who defines software tamper-resistance as ability to resist observation and modification as well as ability to function properly in hostile environments. Aucsmith and Graunke [9] also provided an architecture against tampering, which checks integrity of critical code segments. Since that, different techniques for tamper-resistance have been proposed, see e.g. [41, 34, 87, 33].

The fourth technique for code protection is software diversity. The idea of software diversity is very simple, and it is adapted from the nature: genetic diversity protects an entire species from becoming extinct by a single virus or disease. The same idea adapted to the computer world would mean that diversity of software would provide protection against exploitation vulnerabilities and program-based attacks, such as computer viruses. Diversity as a software protection mechanism was first suggested by Cohen [39]. Transforming a software code into a new, functionally equivalent code is the trick against reverse-engineering of one software. However, the same technique can be used for creating several instances of equivalent code, providing a method for software diversity [158]. Other techniques for software diversity can be found in [153, 53, 148].

2.1.1 Code obfuscation

One of the first techniques to protect software code was introduced by Goldreich and Ostrovsky [73]. They introduced the concept of software-protecting compilers. Their idea relies on the following idea. The program code is encrypted. A central processing unit (CPU) is able to run the code if it has the corresponding decryption key. The task of an attacker is to reconstruct the code from the encrypted code by executing the program on a random-access machine (RAM) on arbitrary inputs and by possibly modifying the data between the CPU and the memory.

Definitions of a code obfuscator proposed after this first proposal do not usually consider encrypted program codes. Next, we provide a definition of a code obfuscator for pseudo-random functions, following [82]. We start with a definition of a function ensemble, adapted from [68, p.149] which is needed for the definition of a code obfuscator. For simplicity we consider ensembles of length-preserving functions.

Definition 2.1.1 Let \( \ell : \mathbb{N} \to \mathbb{N} \). A function ensemble is a sequence \( \mathcal{F} = \{F_n\}_{n \in \mathbb{N}} \) of random variables such that the random variable \( F_n \) assumes values in the set of functions that map bit strings of length \( \ell(n) \) to bit strings of the same length.

A code obfuscator should hide the program code of an algorithm in such a way that the obfuscated code still has the same functionality as the original code. The following definition describes a code obfuscator as a machine
that transforms the original program code into a functionally equivalent, obfuscated program code.

**Definition 2.1.2** Let $F = \{F_n\}_{n \in \mathbb{N}}$ be a function ensemble. A code obfuscator $C$ for $F$ is a probabilistic polynomial time (PPT) machine which takes code $\pi(f)$ of a function $f \in F_n$ as input and returns another, functionally identical code $\Pi(f)$ as output.

Code obfuscator $C$ is said to be secure against adversary $A$, if everything that $A$ gains from having access to code $\Pi(f)$ can also be gained by a PPT machine having only black-box access to $f$. By black-box-access we mean that an attacker is allowed to see only the input and output functionality of the program and is not allowed to have control on the execution platform or the software implementation. Furthermore, analyzing the binary code or intercepting system calls is not allowed, unlike in white-box context.

Code obfuscators, according to [83], should have two properties:

1. **functionality**, which requires that the obfuscated program has the same functionality as the original
2. **virtual black-box property**: an adversary having access to the obfuscated program can gain same information from the obfuscated program as it would gain by having a black-box access to the functionality.

These two properties are also explicit in the above definition.

It was long an open question whether code obfuscators exist at all. On one hand, Chow [38] presented an obfuscation technique whose resistance relates to a $\mathcal{PSPACE}$-hard problem. Wang states in his PhD thesis [160] that analyzing transformed programs statically is $\mathcal{NP}$-hard. On the other hand, Hada [82] showed the first impossibility result which states that there is no secure obfuscator for a certain class of functions. Another negative result was given by Barak et al. [11, 12], which states that there is no secure obfuscator for general classes of functions represented as logical circuits or Turing machines, when assuming the virtual black-box property.

Also positive results have been reported for special classes of functions. For example, Lynn [112] showed that a reduction between classes of functions imply that if one is obfuscatable then so is the other. Another positive result was reported by Wee [162], who proposed a secure obfuscator for point functions.

Goldwasser and Kalai [76] provided another negative result. They modified the definition of virtual black-box property by including an auxiliary input. Goldwasser and Kalai show that many useful circuits cannot be obfuscated w.r.t. auxiliary input. Barak et al. extended the impossibility results in [11, 12]. In addition, they proposed an alternative definition for virtual black-box property: *indistinguishability obfuscation*. This definition
guarantees that obfuscations of two equal-sized, distinct programs which implement identical functionalities are computationally indistinguishable from each other. The first candidate for indistinguishability obfuscator was proposed by Garg et al. [59]. Recently, Sahai and Waters have proposed a new technique, *punctured programs*, to apply indistinguishability obfuscation towards cryptographic problems. Indistinguishability obfuscators have also had influence on secure multiparty computation [58].

Even though the purpose of code obfuscation is to protect against adversaries performing reverse-engineering, obfuscation can also be used for malicious purposes. Code obfuscation can, for example, be used as method to prevent virus detection. A reliable static detection of a particular class of metamorphic viruses has been shown to be an $NP$-complete problem [28]. As an application, Borello and Mé [28] present an obfuscating approach which is resilient enough to defeat static analysis tools for metamorphic viruses. A more recent example of obfuscated malware is VirTool:Win32 and its many variants, including the recent exploit of Adobe Flash vulnerabilities [124].

### 2.1.2 White-box cryptography

Like any algorithm, also cryptographic algorithms are targets of reverse-engineering. The aim of attacking cryptographic algorithms is to recover the cryptographic keys used by the algorithm. Traditionally, the threat models against encryption schemes are *chosen-plaintext attacks* and *chosen-ciphertext attacks*. In these threat models, the attacker has access only to the input and output to the cryptographic algorithm but not to the actual algorithm. This kind of scenario is known as *black-box attacker context*. However, it is also a realistic threat that the attacker has control over the encryption/decryption algorithms, i.e. can access the internal state of these programs. The scenario in which the attacker has the black-box attacker capabilities in addition to the aforementioned capabilities is known as *white-box attacker context*. White-box cryptography provides solutions against white-box attackers by protecting the cryptographic keys.

Some of the first known results concerning white-box cryptography are due to Chow et al. [36, 37]. In these two papers, Chow et al. present a white-box implementation for symmetric key block ciphers Data Encryption Standard (DES) and Advanced Encryption Standard (AES). Their implementation relies on a technique that transforms a cipher into a series of key-dependent look-up tables. The look-up tables contain the hard-coded secret key which is protected by randomization techniques.

Unfortunately, the two WBC implementations proposed by Chow et al. [37, 36] have been broken. The weakness of WBC implementation of DES as well as the WBC implementation of AES is related to the look-up table approach.
The WBC implementation of DES was broken by Goubin [79] and Wyseur [167]. The main reason for the insecurity of the WBC implementation of DES is that it is possible to distinguish the Feistel structure of DES from the look-up table presentation [166].

The WBC implementation of AES was broken by Billet et al. [24]. The attack uses an algebraic cryptanalysis technique against the strategy of randomizing the look-up tables. Wyseur showed that algebraic attacks can be used to defeat the whole look-up table based WBC approach [165]. After these results, other WBC implementations have been proposed, see e.g. [111, 125] for more details.

The first theoretical formulation of security of WBC was proposed by Saxena et al. [147]. They relate code obfuscation to white-box cryptography by defining white-box property (WBP) of an obfuscator under certain security notion. They also provide the following impossibility and possibility results. There is a set of programs (e.g. encryption and digital signature schemes) for which certain security notions cannot be satisfied if adversaries have white-box access to the functionality whereas the same notions can be achieved when the adversary has black-box access to the functionality. On the other hand, Saxena et al. show that there is an obfuscator for a symmetric encryption scheme for which Chosen Plaintext Attack (CPA) security, among other security measures, is preserved also in the white-box setting. The results of Saxena et al. imply a way of transforming a security notion from black-box context into white-box context, which can also be seen as a way to turn a secure symmetric encryption scheme into a secure asymmetric encryption scheme. The security notions related to WBC have recently been extended by Delerablée et al. [46]. For example, they introduce the concept of white-box compiler which turns a symmetric encryption scheme into randomized white-box programs.

2.2 Oblivious transfer

This section is devoted to oblivious transfer, which is an important protocol widely used in other cryptographic protocols. The protocol is run between two parties: a sender and a receiver. The sender has potentially many pieces of secret information. The receiver would like to learn this secret information. On one hand, the sender wants to reveal only one of the potentially many pieces of information. On the other hand, the receiver does not want the sender to learn which pieces of the secret information he has learned. A protocol that solves this problem is called oblivious transfer.
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1. The sender sends $N$, $e$ and $m^e \mod N$ to the receiver.
2. The receiver picks a random $x \in \mathbb{Z}_N$ and sends $z = x^2 \mod N$ to the sender.
3. The sender computes the square root $y$ of $z$ and sends it to the receiver.

**Figure 2.1:** Rabin’s oblivious transfer protocol

### 2.2.1 Rabin’s oblivious transfer protocol

The first oblivious transfer protocol was proposed by Rabin [139]. This protocol does not directly share pieces of secret information as described above. Instead, in this protocol there is only one secret which is revealed to the receiver with probability $\frac{1}{2}$. Let us now study how Rabin’s OT protocol works.

The steps of the protocol are shown in fig. 2.1. Before the actual protocol is started, the sender generates RSA public modulus $N = p \cdot q$ where $p$ and $q$ are large prime numbers. The sender chooses also $e$ relatively prime to $(p - 1) \cdot (q - 1)$. The sender encrypts the secret message $m$ as $m^e \mod N$.

The sender starts the protocol by sending the modulus $N$, the public key $e$ and the encrypted message $m^e$ to the receiver. The receiver chooses a random element $x$ from $\mathbb{Z}_N$ and sends $z = x^2 \mod N$ to the sender. Then the sender computes a modular square root of $z$, i.e. tries to find an element $y \in \mathbb{Z}_N$ such that $y^2 = z \mod N$. The sender then sends $y$ to the receiver.

Now, the receiver can decrypt $m^e$ with probability $\frac{1}{2}$. First of all, there is an overwhelming probability that $\gcd(x, N) = 1$, which implies that there are four square roots of $x^2 \mod N$. If the square root computed at step 3 is $x$ or $-x$, then the receiver cannot obtain information about the secret $m$. Instead, if $y \neq \pm x$, then the receiver can factorize $N$ by computing $p = \gcd(x + y, N)$, $q = \frac{N}{p}$ and hence recover $m$.

### 2.2.2 1-out-of-2 oblivious transfer

A more sophisticated form of oblivious transfer, 1-out-of-2 oblivious transfer, was proposed by Even, Goldreich and Lempel in [51]. This 1-out-of-2 protocol turns out to be equivalent to Rabin’s protocol [43]. Compared to Rabin’s OT protocol, there is one fundamental difference. In 1-out-of-2 protocol the sender has two messages $m_0$ and $m_1$ whereas in Rabin’s protocol there is only one message. In 1-out-of-2 protocol, the sender stays oblivious to which of the two messages is sent. In addition, the receiver does not learn the contents of the other message that he did not receive.

Next, we provide the description of this protocol. 1-out-of-2 protocol is of great significance from secure multi-party computation point-of-view. Kilian [96] showed already in 1988 that it is possible to securely evaluate any
1: The sender chooses two random values $x_0, x_1$ and sends them along with $(e, N)$ to the receiver.

2: The receiver chooses $b \in \{0, 1\}$ and selects $x_b$ based on his choice of $b$.

3: The receiver then generates a random value $k$ and computes $v = (x_b + k^e) \mod N$ and sends $v$ to the sender.

4: The sender computes $k_0 = (v - x_0)^d \mod N$ and $k_1 = (v - x_1)^d \mod N$. Then he combines $k_i$ with message $m_i$ by computing $m'_i = m_i + k_i$ for $i \in \{0, 1\}$. After that, he sends $m'_0$ and $m'_1$ to the receiver.

5: The receiver now chooses $m'_b$ and computes $m_b = m'_b - k$

**Figure 2.2:** 1-out-of-2 oblivious transfer protocol

$\mathcal{PT}$ function using an implementation of OT protocol without any additional cryptographic primitives. In the next chapter, we discuss a SFE protocol that is based on 1-out-of-2 oblivious transfer, which provides another reason to discuss the 1-out-of-2 protocol in more details.

The sender first generates RSA public/private key pair, i.e. $(e, N)$ and $(d, N)$. Then, both parties follow the protocol presented in fig. 2.2. Note that on step 4, the sender computes two values $k_0$ and $k_1$, one of which represents the value $k$ chosen by the receiver. However, the sender does not know which of the two values represent the correct $k$. On the other hand, on step 5, the receiver is able to recover $m_b$ because he knows the correct $k$.

### 2.2.3 Private information retrieval

There are further generalizations of OT protocols - 1-out-of-n OT and k-out-of-n OT. The first of these generalizes transferring one of the two messages into transferring one of $n$ messages to the receiver. In the latter one, some $k$ messages out of the total $n$ messages are transferred to the receiver. The 1-out-of-n OT generalizations have been introduced by several authors, including Aiello, Ishai and Reingold [4], Naor and Pinkas [127] as well as Laur and Lipmaa [101]. The k-out-of-n OT was proposed by Ishai and Kushilevitz [90]. This solution is based on 1-out-of-2 OT protocol. More recently, k-out-of-n OT based on secret sharing schemes have been proposed by Shankar et al. [150] and Tassa [155].

Oblivious transfer is closely related to private information retrieval (PIR). PIR allows a user to retrieve an item from a database, let us say of size $n$, without revealing which item was retrieved. Therefore, PIR can be thought of a weaker version of 1-out-of-n OT, which would in addition require that the user does not learn anything about the $n - 1$ items in the database. It is also sometimes said that 1-out-of-n is a symmetric case of PIR, because of the symmetric nature of hiding information from other party. This is justified by the result of Di Crescenzo et al. [44]: single-database PIR implies 1-out-of-n OT.
2.3 Secure multi-party computation

In this section we present cryptographic protocols that are used for computing security-related functionalities by using cryptographic primitives. The protocols describe how two or more parties should interact in order to achieve a certain (security) goal. There is a wide variety of cryptographic protocols designed for a specific task. These protocols include entity authentication, key agreement, secret sharing methods and multi-party computation, among many others. The protocols can be combined to obtain further protocols. As an example, the communications security of modern networks is based on TLS protocol, containing protocols for entity authentication and key agreement.

Next we focus on secure multi-party protocols (MPC) and secure function evaluation protocols (SFE). SFE protocols are a special case of MPC protocols and they are also known as secure two-party protocols. In secure multi-party computation, several parties aim at computing a functionality in such way that none of the parties learns more than their own share of input and the output. More formally, secure multi-party computation is defined as follows. Suppose that there are \( n \) parties, each having their private input data \( d_1, d_2, \ldots, d_n \). Parties would like to compute a value of a jointly agreed functionality \( f \) with the private values \( d_1, d_2, \ldots, d_n \). Each party should learn the outcome of the computation \( f(d_1, d_2, \ldots, d_n) \). In addition, party \( i \) should not be able to learn \( d_j \) for \( j \neq i \). For example, Alice and Bob would like to find out which of them earns more money without revealing their salary to the other party. To solve the problem, Alice and Bob could use a protocol solving the well-known Yao’s Millionaire Problem [168].

Zero-knowledge proofs, homomorphic encryption and garbled circuits are just some examples of secure multi-party computation protocols. We discuss zero-knowledge proofs and homomorphic encryption in brief in this section. Garbled circuits are covered in details in the next chapter.

The basic properties of secure function evaluation protocols are input privacy, correctness, fairness and validity [151]. A protocol computing a public function (chosen and known by all the parties) should not reveal \( d_i \) to any party \( j \neq i \). However, the output of the function might reveal some information about the inputs, without violating the input privacy property. There are two ways to characterize correctness of a secure multi-party protocol. A protocol is called robust, if honest parties are able to output the correct result in spite of the fact that any proper subset of the \( n \) parties behaves in a malicious manner, e.g. by sharing information or deviating from the protocol. Another approach is to let honest parties abort the protocol if they find that some of the parties is cheating. This kind of protocol is called MPC protocol with abort. The fairness property requires that none of the parties should learn the result of the evaluation if they deny sharing
it with the other parties. The validity property in turn requires that the insecure version of the MPC protocol computes the same output as the secure version, given the same inputs. By secure and insecure version of the MPC protocol we mean the following. In the insecure version the protocol run with the real participants. In the secure version of the protocol, the function is computed by a trusted party.

The idea of MPC was introduced by Yao in [168], where he described the famous Millionaire's Problem. Yao’s protocol was the first formally introduced two-party computation protocol. Since that, secure computation has been generalized to multi-party setting. Moreover, a wide set of protocols computing different functionalities has emerged ever since. In this section, we present some of these protocols. First, we introduce zero-knowledge proofs in which one party tries to convince another party of the validity of a certain statement without revealing anything beyond the validity of the assertion. There are two alternative ways of realizing SFE: garbled circuits and homomorphic encryption. Homomorphic encryption is presented later in this section whereas garbled circuits are handled in the following chapter.

2.3.1 Zero-knowledge proofs

Zero-knowledge protocols are designed to solve the following scenario. A party called the prover has a fact whose truth arises suspicions in another party called the verifier. The prover tries to convince the verifier about the fact by generating a proof. However, the prover does not want to reveal the contents of the proof to the verifier. The proof presented by the prover should still convince the verifier.

Zero-knowledge proofs of knowledge have their origins in interactive proof systems, first introduced by Goldwasser et al. [78]. In an interactive proof system, a prover has unlimited resources of time and space, whereas the verifier is a PPT machine. The prover presents a proof that an element $x$ belongs to a language $L$ and the verifier checks the correctness of the proof. The prover and verifier take a polynomial number $p(|x|)$ of interaction steps before the verifier must decide whether $x \in L$, with only a $\frac{1}{3}$ chance of error.

An interactive proof system must fulfill two requirements, which are completeness and soundness. The completeness of interactive proof system requires that if $x \in L$ then the prover must be able to convince the verifier to accept a certificate of the proof with probability greater than $\frac{2}{3}$. The soundness of interactive proof systems requires that if $x \notin L$, then the verifier is not able to convince the verifier with probability exceeding $\frac{1}{3}$. In other words, the two requirements state that a prover is able to convince the verifier of true statements with overwhelming probability (which is obtained by iteration of the protocol), whereas the verifier will reject a proof of a false statement with overwhelming probability.
Every language in $NP$ has an interactive proof system [68, p. 194]. Therefore, the class containing all languages having interactive proof systems ($IP$) contains complexity class $NP$. Also the class of decision problems solvable by a probabilistic Turing machine in polynomial time and with a bounded error probability ($BPP$) is included in $IP$ for a very natural reason (each language in $BPP$ has a polynomial time verifier that determines the membership without interaction). In addition, Shamir proves that the class of decision problems solvable by a deterministic Turing machine in polynomial space ($PSPACE$) equals to $IP$ [149]. This result implies that any language in $PSPACE$ has an interactive proof system.

A natural question related to interactive proofs is how much knowledge should the prover transfer to the verifier in order to get the verifier convinced of the given statement. It turns out that in some cases it is possible that no knowledge needs to be transferred - these kind of interactive proof systems are called zero-knowledge interactive proofs. A proof is said to be zero-knowledge, if any information obtained by efficient computation after interacting with the prover on input $x \in L$ can also be computed from $x$ without any interaction. Formulated in another way, a verifier learns nothing about the proof but the assertion of the statement. In addition, the verifier cannot reconstruct the proof after the interaction with the prover.

There are three flavors of zero-knowledge: perfect, statistical and computational. To define perfect zero-knowledge, let $(P,V)$ be an interactive proof system with computationally unlimited, probabilistic prover $P$ and polynomially bounded, probabilistic verifier. We use here the definition of [68, p. 201]: $P$ is perfect zero-knowledge, if for every $PPT$ interactive verifier $V^*$ there exists a $PPT$ algorithm $M^*$ such that for every $x \in L$ the following random variables are identically distributed

- $\langle P,V^* \rangle (x)$, which is the output of the verifier $V^*$ after interacting with prover $P$
- $M^*(x)$ the output of machine $M$ on input $x$

The concepts of statistical and computational zero-knowledge relax the requirement of the two distributions being identical. In the case of statistical zero-knowledge, there is a statistically negligible\(^1\) difference between the distributions (in terms of the length of $x$). Computational zero-knowledge in turn requires that the aforementioned distributions are computationally indistinguishable: there is no efficient algorithm to distinguish between two distributions\(^2\).

The most commonly used definition of zero-knowledge is auxiliary-input zero-knowledge. This definition takes into account the information that the

---

\(^1\) Negligibility is formally defined in section 3.1

\(^2\) Computational indistinguishability is formally defined in section 3.1.
adversary might have prior to entering interaction with the prover and which can improve the chances of the verifier to gain unwanted knowledge from the prover. The traditional definition proposed by Goldwasser, Micali and Rackoff in [78] was improved by Goldreich et al. in [72], after which auxiliary-input zero-knowledge became the more commonly used definition.

Zero-knowledge proofs were introduced by Goldwasser, Micali and Rackoff in the same paper [78] where they introduced the IP hierarchy. Goldreich et al. [71] showed that all languages in \( \mathcal{NP} \) have a zero-knowledge proof by assuming unbreakable encryption. Their proof shows how to create a zero-knowledge interactive proof system for the graph coloring problem with three colors, which is an \( \mathcal{NP} \)-complete problem (so any other problem in \( \mathcal{NP} \) is efficiently reducible to this problem). In a different paper, Goldreich et al. [21] show that anything that can be proved by an interactive proof system can be proved by a zero-knowledge proof, assuming only existence of one-way functions.

There is also a variant of zero-knowledge proofs that does not require interaction between the prover and the verifier - non-interactive proofs (NIZK) introduced by Blum et al. [26]. A NIZK proof system, for input \( x \in L \), with witness \( w \), consists of three algorithms: Key Generator, prover and verifier. The first of these algorithms generates a reference string \( \sigma \) used by both the prover and the verifier. Prover algorithm generates the proof \( \pi \) based on the reference string, \( x \) and the witness \( w \). Verifier either accepts or rejects the proof by using \( \sigma, x \) and \( \pi \) as its inputs. Non-interactive zero-knowledge proofs are used for digital signatures and message authentication [15] as well as voting [80], among many other applications.

Zero-knowledge proofs can be composed in three ways: sequential, parallel and concurrent. In sequential composition, the protocol is invoked polynomially many times, where the next protocol is invoked after the previous has terminated. It was shown in [68] that the protocol in [78] is not closed under sequential composition, whereas the auxiliary-input ZK protocol is [70]. In parallel composition, polynomially many instances of ZK protocol are invoked at the same time and the protocols proceed at the same pace. According to [67, 49], there exist zero-knowledge protocols for \( \mathcal{NP} \) that are closed under parallel composition. In general, zero-knowledge is not closed under parallel composition. Concurrent composition is a generalization of the other two types of composition. In the concurrent composition, polynomially many zero-knowledge proofs can be invoked at arbitrary times and proceed at arbitrary pace. There are two models for concurrent composition: purely asynchronous model and asynchronous model with timing. The traditional way of defining zero-knowledge proofs yielded the first known impossibility results in purely asynchronous model, even in the auxiliary-input model of zero-knowledge proofs [69, 32].
Until 2001, all zero-knowledge proofs relied on black-box simulation. A proof is called zero-knowledge, if for every verifier strategy $V^*$ there exists a simulator that uses algorithm $V^*$ as random oracle (i.e. as a black-box). However, Barak showed that the algorithm $V^*$ can be used by the simulator also in non-black-box manner [10], which broke some of the impossibility results related to concurrent purely asynchronous zero-knowledge. Barak’s non-black-box technique is also closely connected to code obfuscation.

Zero-knowledge proofs are also connected to MPC and SFE protocols. In presence of an adversary who deviates from the protocol, there is a need for a mechanism which ascertains that the cheating party has not gained unwanted information by cheating. The earliest solutions used zero-knowledge proofs as a countermeasure. However, due to ineffectiveness of constructing zero-knowledge proofs, other methods were introduced.

### 2.3.2 Homomorphic encryption

In this section, we focus on homomorphic encryption. The aim of homomorphic encryption is to perform computations on encrypted data. Performing computations on encrypted data is advantageous. For example, it is more secure to outsource computation to a party if the input or the algorithm is not revealed to the party.

There are three types of homomorphic encryption: group homomorphic encryption, somewhat homomorphic encryption and fully homomorphic encryption. Briefly, the three types of homomorphic encryptions differ in the following way. Group homomorphic encryption enables arbitrary computations based on only one binary group operation. Somewhat homomorphic encryption enables arbitrary computations with one binary group operation and limited number of computations with another binary group operation. Fully homomorphic encryption in turn enables arbitrary number of computations with two different binary operations in the set, enabling computations on arbitrary functions.

Next, we briefly discuss each three types of homomorphic encryption. To do this, we need some definitions. We start by defining what is a group homomorphism.

**Definition 2.3.3** Let $G$ be a group with binary operation $\cdot$ and let $G'$ be another group with binary operation $\circ$. A group homomorphism from $(G, \cdot)$ to $(G, \circ)$ is a function $h : G \rightarrow G'$ such that for all elements $x_1, x_2 \in G$ it holds that

$$h(x_1 \cdot x_2) = h(x_1) \circ h(x_2).$$

The history of computing on encrypted data traces back to 1978, when Rivest et al. [142] introduced the term privacy homomorphism which could
do the task. By privacy homomorphism we mean an encryption function $\mathcal{E} : (G, \cdot) \rightarrow (G', \circ)$ which is a group homomorphism satisfying
\[
\mathcal{E}(x_1, pk) \circ \mathcal{E}(x_2, pk) = \mathcal{E}(x_1 \cdot x_2, pk),
\]
where $pk$ is the public key used for encrypting group elements $x_1$ and $x_2$.

It was shown by Brickell and Yacobi [30] that all other privacy homomorphisms presented in [142] but RSA were insecure. Unpadded RSA was the first example of a group homomorphic encryption. The homomorphic property of unpadded RSA is shown below:
\[
\mathcal{E}(x_1, pk) \circ \mathcal{E}(x_2, pk) = \mathcal{E}(x_1 \cdot x_2, pk) .
\]

Another example of a multiplicative homomorphic encryption scheme is the ElGamal cryptosystem [50]. In ElGamal cryptosystem, the encryption of $x$ is $\mathcal{E}(x) = (g^r, x \cdot h^r)$, where $g$ is a generator in a cyclic group $G$ of order $q$, $h = g^{sk}$ ($sk$ denotes the secret key) and $r$ is a randomly chosen value from the set $\{0, 1, \ldots, q - 1\}$. The public key is $pk = (G, q, g, h)$. The homomorphic property of ElGamal is then
\[
\mathcal{E}(x_1, pk) \circ \mathcal{E}(x_2, pk) = \mathcal{E}(x_1 \cdot x_2, pk).
\]

There are also several additive homomorphic encryption functions, like the ones proposed by Goldwasser-Micali [77], Benaloh [22](which is an extension of Goldwasser-Micali cryptosystem allowing blocks of bits to be encrypted) and Paillier [135] cryptosystems. Let us consider Goldwasser-Micali cryptosystem as an example of an additive homomorphic encryption. In Goldwasser-Micali cryptosystem, the public key $x$ is a quadratic non-residue modulo $n$, where $n$ is a composition of two prime numbers $p$ and $q$. The encryption of a bit $b$ is $\mathcal{E}(b, x) = x^b \cdot r^2$ mod $n$ where $r$ is a random value in $\{0, 1, \ldots, n - 1\}$. The homomorphic property in $(\mathbb{Z}_2, \oplus)$, where $\oplus$ is the binary operation corresponding to logical exclusive-OR, is then
\[
\mathcal{E}(b_1, x) \circ \mathcal{E}(b_2, x) = x^{b_1}r_1^2 \cdot x^{b_2}r_2^2 = \mathcal{E}(b_1 \oplus b_2, x) \mod n.
\]

Other well-known homomorphic encryptions can be found in [126, 133, 45, 91].

After finding several secure homomorphic encryptions, a natural question was asked: is it possible to find an encryption scheme that would be homomorphic on both additive and multiplicative operations. This was an open question until Gentry [63] presented the first construction of a fully-homomorphic encryption in 2009. Before that, there were several attempts
to find even somewhat homomorphic encryption schemes, which allow arbitrarily many computations of one operation and limited number of computations of the other operation. Boneh-Goh-Nissim [27] was the first somewhat homomorphic encryption scheme, based on bilinear pairings of elliptic curve groups. Boneh-Goh-Nissim allows arbitrary number of additions but only one multiplication. Also other somewhat homomorphic encryptions have been proposed [146, 114, 66].

The major breakthrough in the research of homomorphic encryption was the discovery of the first fully-homomorphic encryption scheme which allows arbitrarily many additions and multiplications. Gentry’s construction [63] uses ideal lattices and is based on the hardness of learning with errors (LWE) problem (see [141]). Gentry’s idea is to transform a somewhat homomorphic encryption scheme into a bootstrappable scheme. This bootstrappable scheme can then be transformed into fully-homomorphic scheme. Bootstrapping is a method used for reducing the noise of LWE-based ciphertexts. Unfortunately, bootstrapping technique is quite costly and increases the computational overhead. In [61], some methods to overcome this issue are presented, either by removing the need of bootstrapping (by using quantum error correction) or by eliminating the noise overall (Nuida’s pure noise-free FHE using non-abelian groups [131]).

The first working implementation of Gentry’s fully-homomorphic scheme was presented in [64]. Recently, another implementation based on AES block cipher was provided for a more recent fully-homomorphic scheme. This scheme uses approximately 40 minutes to evaluate a block [65]. At the present, fully-homomorphic encryption schemes are still considered to be impractical.

An attractive alternative for fully-homomorphic encryption is Yao’s garbled circuits and other garbling techniques. The most important reason is the fact that garbled circuits have efficient implementations: for instance, JustGarble [94] garbles and evaluates an AES128 circuit with 36 500 gates in roughly 0.1 milliseconds, compared to the 40 minutes/block if FHE were used [65].

Garbling schemes, of which garbled circuits are a special case, are the main topic of this work. We extend the security notions for practical purposes and study the relations of the various security notions. We also introduce two scenarios in which garbling schemes can be naturally used in a context combining Internet-of-Things technologies with cloud services.
Chapter 3

Garbling techniques

In previous chapter we introduced several ways of protecting algorithms against various threats. Code-obfuscation is designed to protect algorithms from reverse-engineering. White-box cryptography protects the private keys when executing cryptographic algorithms. These two methods protect the code of the algorithm (i.e. the functionality to be computed). Secure multiparty protocols in turn aim at protecting the private inputs of the parties willing to evaluate a publicly chosen functionality, without a need for a trusted party. We presented zero-knowledge proofs and homomorphic encryption as examples of MPC protocols in the previous section. In the strict sense, zero-knowledge proofs are not used for securely evaluating a function. Instead, one party generates a proof which is verified by another party in the zero-knowledge protocol. Homomorphic encryption comes closer to the topic of interest - homomorphic encryption can be used for evaluating algorithms on encrypted data.

Unfortunately, there are no efficient implementations known for FHE. In this chapter we introduce an alternative cryptographic primitive for secure function evaluation which can be efficient and can be used for protecting both the algorithm (function) and its input (argument). We start with the well-known two-party protocol, garbled circuits, first introduced by Yao in [168, 169]. Then we present related research concentrating on implementations and optimizations of garbled circuit protocol. Garbling technique can also be applied to functions represented in computation models other than circuits. This idea leads to a generalization of garbled circuits, called garbling schemes.

3.1 Basic security definitions

We start this section by presenting basic definitions and notations. We first need the concepts of negligibility and computational indistinguishability.
Then we discuss security definitions used for garbling protocols, especially those related to garbled circuits.

**Definition 3.1.4** Let \( \mu(c) \) be a function \( \mu : \mathbb{N} \to \mathbb{R} \). Function \( \mu \) is a negligible function, if for any positive integer \( c \) there exists an integer \( N_c \) such that for all \( x > N_c \)
\[
|\mu(x)| < \frac{1}{x^c}.
\]

The following definition formalizes the concept of two probability distributions "looking the same". To tell two distributions apart, we use a computationally bounded algorithm called a distinguisher. The notation \( x \leftarrow X \) means that an element from distribution \( X \) is assigned to variable \( x \). In this context, notation \( \mathsf{A}(x) = 1 \) is used for denoting that the distinguisher algorithm \( \mathsf{A} \) is evaluated with input \( x \) and it outputs a decision bit \( \mathsf{A}(x) \) with value 1.

In the definition below, we use the concept of non-uniform probabilistic polynomial-time algorithm. Informally, a non-uniform probabilistic polynomial time algorithm is a Turing machine which is allowed to seek advice before it outputs its decision. Using other words, a non-uniform Turing machine takes two inputs: an input of length \( n \) and an advice of length polynomial in \( n \). Traditional Turing machines are uniform in the sense that they work on all inputs of arbitrary lengths. Supplying an advice whose length depends on the length of the input makes the Turing machine non-uniform, since the machine uses different instructions for different input lengths.

**Definition 3.1.5** Let \( E = \{E_k\}_{k \in \mathbb{N}} \) and \( D = \{D_k\}_{k \in \mathbb{N}} \) be two distribution ensembles, indexed by security parameter \( k \). Ensembles \( E \) and \( D \) are computationally indistinguishable if for any non-uniform probabilistic polynomial-time (nuPPT) algorithm \( \mathsf{A} \), the quantity \( \delta(k) \) defined below is a negligible function in \( k \).

\[
\delta(k) = \left| \Pr_{x \leftarrow D_k} [\mathsf{A}(x) = 1] - \Pr_{x \leftarrow E_k} [\mathsf{A}(x) = 1] \right|
\]

Computational indistinguishability of \( E \) and \( D \) is denoted by \( E \approx D \).

In the above definition, the quantity \( \delta(k) \) can be considered as the success probability that a nuPPT distinguisher is capable of distinguishing the distribution ensemble \( E \) from distribution ensemble \( D \). Ensemble \( E \) is computationally indistinguishable from \( D \), if the success probability \( \delta(k) \) is negligible in \( k \).

Next we discuss security definitions used with secure multi-party computation and with garbled circuits. Traditionally, the adversarial models used in secure multi-party computation are based on the full simulation ideal/real-model paradigm [107]. This paradigm has two adversaries: a real-model adversary and an ideal-model adversary. In the ideal-model, the protocol
Figure 3.1: A game consists of codes for INITIALIZE, FINALIZE and other named procedures. An adversary playing the game is also treated as code which can interact with the other named procedures.

is run with a trusted party. The trusted party computes the function and sends the outputs to the original parties. In the real-model, there is no trusted party. The protocol is run with the original parties. A protocol is said to be secure, if the result of a real execution of $f$ is computationally indistinguishable from the result of an ideal execution, where $f$ is computed by the trusted party.

There are also different models for adversaries. A semi-honest adversary follows the protocol but he also controls one of the protocol parties in order to gain more information than intended by the protocol specification. A malicious adversary can deviate from the protocol and run any efficient strategy to carry out his attack. A covert adversary is a model between semi-honest and malicious adversarial models. A covert adversary cheats always when there is no fear of getting caught. In this context, cheating means that the adversary is able to do something that is impossible in the ideal model. The fear of getting caught is regulated by a concept called deterrence factor, a value between 0 and 1. Deterrence factor tells the probability that the honest parties detect any attempt to cheat by a real adversary. For more formal definitions of different adversarial models, see [84, Chapter 2].

A traditional way to formalize security of cryptographic protocols is to use the ideal/real paradigm which we have already described above. There is also an alternative way of formalizing security for cryptographic protocols. This approach is called code-based game-playing. Code-based game-playing proof is any proof in which adversary’s interaction with its environment is conceptualized as a certain type of game [20]. Following the terminology presented in [20], a game is a collection of procedures (or procedure codes). This collection of procedures may contain three types of procedures: INITIALIZE, FINALIZE and other named procedures. The word “may” is used, since all the procedures in a game are optional.

The entity playing a game is called adversary. When the game is run with an adversary, first the INITIALIZE procedure is called. It possibly provides an input to the adversary, who in turn may invoke other procedures before the FINALIZE procedure. The game ends when the adversary gives an input.
to FINALIZE procedure which then creates a string that tells the outcome of the game typically consisting of one bit of information: whether the adversary has won the game or not. This description of code-based games is quite informal and gives only the intuition behind the concept. Figure 3.1 serves as an illustration of a code-based game. For a more formal description, we refer to [20].

In this work, we use the code-based game-playing approach instead of semi-honest/malicious adversarial models. We share the ideology of [20, 18] that the code-based game playing approach makes proofs more unified by their structure. Moreover, it is easier to verify the correctness of proofs using the code-based game-playing approach. In addition, code-based games make comparing the different security notions for garbling schemes easier.

3.2 Yao’s garbled circuits

Yao presented the idea of secure function evaluation in two seminal papers [168, 169]. However, Yao neither used the term “garbled circuit” nor provided an implementable protocol in these papers. The protocol was formally documented later by other researches [70, 14]. Several applications have utilized garbled circuits, even though a formal proof of security has been missing. The first proof was provided by Lindell and Pinkas in presence of semi-honest adversaries [106]. Later, the protocol has been improved and optimized to be secure also in presence of malicious adversaries. We will discuss these results later in this section.

Next, we provide an informal description of Yao’s garbled circuit protocol. Then we discuss the details of the protocol that are related to an efficient and secure implementation of such a protocol.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1:</td>
<td>Bob generates a logical circuit presentation $C_c$ of function $f$ which takes input $i_B$ from Bob and input $i_A$ from Alice</td>
</tr>
<tr>
<td>2:</td>
<td>Bob creates garbled circuit $C_g$</td>
</tr>
<tr>
<td>3:</td>
<td>Bob sends $C_g$ and the garbled input $I_B$ to Alice</td>
</tr>
<tr>
<td>4:</td>
<td>Alice uses 1-out-of-2 oblivious transfer to get the garbled values $I_A$ from Bob</td>
</tr>
<tr>
<td>5:</td>
<td>Alice evaluates the garbled circuit $C_g$ with garbled inputs $I_A$ and $I_B$ and outputs the result.</td>
</tr>
</tbody>
</table>

Figure 3.2: Informal description of Yao’s garbled circuit protocol

Constructing the garbled circuit includes the following steps. For each gate $g$ in the circuit, the truth table is first transformed into garbled truth table by generating six keys $k^{\alpha}_i$, two for each three wires in the gate. Here $\alpha$ represents the two possibilities 0 and 1 for the value of the wire $i$. The
six keys are generated randomly and independently using a separate key generation algorithm. The next step is to generate an encrypted truth table. The steps to create an encrypted truth table based on the original truth table are shown in fig. 3.3. Finally, the encrypted rows $e_{g}^{00}$, $e_{g}^{01}$, $e_{g}^{10}$ and $e_{g}^{11}$ of the truth table are shuffled using a random permutation. The resulting values $e_{g}^{0}$, $e_{g}^{1}$, $e_{g}^{2}$ and $e_{g}^{3}$ now form the garbled truth table for gate $g$. Permuting the rows of the encrypted truth table ensures that Alice does not know which row in the garbled table corresponds to which row in the original truth table. For a circuit $C$, each gate is treated in a similar manner. As a result, we obtain a garbled circuit, denoted by $G(C)$. Notice that also a NOT gate, which has only one incoming wire, can be implemented as a gate taking two incoming wires: a XOR gate with constant 1 as one of the incoming wires.

<table>
<thead>
<tr>
<th>Truth table for gate $g$</th>
<th>Keys for encrypted truth table</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_1$</td>
<td>$w_2$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Encrypted truth table

Garbled truth table (an example)

$e_{g}^{00} = \text{En}_{k_1^0}(\text{En}_{k_2^0}(k_3^{g(0,0)}))$

$e_{g}^{01} = \text{En}_{k_1^0}(\text{En}_{k_2^1}(k_3^{g(0,1)}))$

$e_{g}^{10} = \text{En}_{k_1^1}(\text{En}_{k_2^0}(k_3^{g(1,0)}))$

$e_{g}^{11} = \text{En}_{k_1^1}(\text{En}_{k_2^1}(k_3^{g(1,1)}))$

$e_{g}^{0} = e_{g}^{01} = \text{En}_{k_1^0}(\text{En}_{k_2^1}(k_3^{g(0,1)}))$

$e_{g}^{1} = e_{g}^{11} = \text{En}_{k_1^1}(\text{En}_{k_2^0}(k_3^{g(1,1)}))$

$e_{g}^{2} = e_{g}^{00} = \text{En}_{k_1^0}(\text{En}_{k_2^0}(k_3^{g(0,0)}))$

$e_{g}^{3} = e_{g}^{10} = \text{En}_{k_1^1}(\text{En}_{k_2^0}(k_3^{g(1,0)}))$

Figure 3.3: Transforming a truth table into a garbled truth table.

Bob’s garbled input to the garbled circuit are the keys for the wires that correspond to his input in the original circuit. Alice knows her input but not the keys for them. Without the keys, Alice cannot correctly evaluate the garbled circuit. In order to get the keys from Bob, Alice and Bob use 1-out-of-2 oblivious transfer. Suppose that Alice wants to find key $k_i^b$ for her input wire $i$ which is assigned with bit $b$. Bob knows both $k_i^0$ and $k_i^1$ but does not reveal both of them. Moreover, Bob should not learn which of the two keys Alice is requesting; otherwise he would learn Alice’s input. The two keys $k_i^0$ and $k_i^1$ are Bob’s secret messages in the protocol. The 1-out-of-2 protocol is run as explained in fig. 2.2. In the protocol, Alice chooses the challenge based on the bit $b$ which guarantees that she learns $k_i^b$ in the end of the protocol.
Alice and Bob need to run 1-out-of-2 OT protocol as many times as is the length of Alice’s input. If Alice’s input consists of $n$ bits, then the OT protocol needs to be run $n$ times before Alice can start evaluating the garbled circuit with the given inputs.

Alice evaluates a garbled gate by decrypting the four elements in the garbled truth table using the keys for the two incoming wires. Only one of the four options should return a correct decrypted value; the others should return ⊥, a symbol used for failure. This requires a special kind of encryption algorithm which provides also authentication: when wrong keys are used then the authentication part in the decryption process fails.

In summary, Alice does not learn any intermediate values, only the keys representing the intermediate values. Similarly, the output consists of keys corresponding to the outgoing wires in the circuit but Alice does not know which bits the keys represent.

In the final step, Alice shares the result, the keys for the outgoing wires, with Bob. Now Bob needs to reveal the final result of the evaluation by revealing whether the keys Alice sent represent bit 0 or 1. It is possible that Bob is behaving maliciously and refuses to reveal the decrypted result to Alice. In the protocol, there is no mechanism to prevent Bob from deviating from the protocol in the end. Also Alice can refuse to reveal the keys for Bob but then neither learns the outcome because only Bob knows the correspondence between a key and the bit value.

Let us next give an example to demonstrate how Yao’s garbled circuit protocol works. For simplicity, we consider a circuit with only three logic gates and one output bit representing a result of a certain decision problem.

**Example 1** Alice and Bob need to choose one out of four candidates who should get a grant. The candidates are numbered from 0 to 3. Alice and Bob need to determine whether they chose the same candidate but if this is not the case then Alice must not learn Bob’s choice and vice versa. To achieve this goal, Alice and Bob agree on using garbled circuit protocol.

Let the input from Alice be $i_A$ and the input from Bob be $i_B$. The function $f(i_A, i_B)$ computes whether the choice of Alice coincides with the choice of Bob, i.e. whether $i_A = i_B$. Let us assume that Alice has chosen candidate 2 whereas Bob has chosen candidate 1. The function $f$ should return $f(2, 1) = 0$ which means that the choices differ.

**Step 1:** Bob generates a logical circuit presentation for function $f$, taking input $i_A$ from Alice and $i_B$ from himself. The inputs $i_A$ and $i_B$ are encoded as two-bit strings. For example, 10 represents Alice’s choice 2 and 01 represents Bob’s choice 1. Let $x_{A,y_A}$ be the two-bit representation for $i_A$ and let $x_{B,y_B}$ be the representation for $i_B$, respectively. The function $f$ now can be presented as a circuit $C$ as shown in fig. 3.4. The circuit takes input $x_A x_{B,y_A} y_B$ and outputs one bit. The equality of the first bits, $x_A = x_B$, is
checked with a XOR gate and the equality of the second bits, \(y_A = y_B\), is checked with another XOR gate. Finally, a NOR gate is used for determining whether the first bits and the second bits were equal. The output bit 1 yields a positive result (the choices are the same) and output bit 0 yields a negative result (the choices differ).

![Figure 3.4: The circuit for testing the equality consists of two XOR gates and one NOR gate.](image)

Let us first justify why the given circuit correctly evaluates the function \(f\). With the input 10 from Alice and 01 from Bob, the circuit is evaluated with input 1001. The first XOR gate returns 1 since the bits are different. Also the second XOR gate returns 1 for the same reason. Finally, the NOR gate returns 0, because \(\text{NOR}(1, 1) = 0\). As another example, let the input from Alice be 10 and let the output from Bob be 10 as well. Now the circuit takes input 1100. Both XOR gates output 0. Now, the NOR gate outputs 1, which is correct since both Alice and Bob chose the same candidate 2. The 14 other cases can be checked in a similar manner.

**Step 2:** Bob creates garbled circuit \(G(C)\) for the circuit in fig. 3.4. He starts by generating two keys, \(k^0_i\) and \(k^1_i\), for each wire \(i \in [1, 7]\), as shown in fig. 3.5.

![Figure 3.5: Each wire \(w_i\) is associated with two keys, \(k^0_i\) and \(k^1_i\).](image)

Then Bob creates encrypted truth tables for all three gates. These encrypted truth tables are shown in fig. 3.6. Bob creates four ciphertexts for each gate \(g_1\), \(g_2\) and \(g_3\). He uses the keys \(k^0_1, k^1_1, k^0_2, k^1_2\) associated with the input wires to encrypt the key for the gate \(g_1\)’s output wire \(w_5\). In a similar manner he encrypts output wires \(k_6\) and \(k_7\) using the associated keys for the input wires of the appropriate gates.

Then Bob shuffles the rows of each encrypted truth table by using a random permutation. For example, after applying a random permutation the garbled truth tables may appear as in fig. 3.7.
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first decrypts values \[ e \] and \[ x \] act as Bob’s secrets. Alice’s choice of \( i \) to Alice. Recall that Bob’s choice was candidate 1, so his input to the function is 01. Therefore, the garbled input sent by Bob is \( I_B = (k_{21}^0, k_{21}^1) \).

**Step 4:** To evaluate the circuit, Alice first needs the keys corresponding to her inputs, i.e. keys \( k_{10}^2 \) and \( k_{10}^3 \). She starts a series of 1-out-of-2 oblivious transfer protocols with Bob to get the needed keys. The keys \( k_{01}^6 \) and \( k_{11}^6 \) for wire \( w_i \) act as Bob’s secrets. Alice’s choice of \( b \) in each round of 1-out-of-2 OT protocol is based on the input values \( x_A \) and \( y_A \). As an example, consider the case of \( g_1 \) where Alice needs key \( k_{11}^1 \), corresponding to input \( x_A = 1 \). Bob’s secrets are \( k_{10}^0 \) and \( k_{11}^1 \). Alice chooses \( b = 1 \) in the 1-out-of-2 OT protocol and if the both participants correctly follow the protocol shown in fig. 2.2 then Alice learns \( k_{11}^1 \). In similar way, Alice receives \( k_{30}^0 \) via another run of 1-out-of-2 OT protocol from Bob.

**Step 5:** Alice starts evaluating the circuit with keys \( k_{11}^1, k_{01}^0, k_{01}^2 \) and \( k_{11}^2 \). She first decrypts values \( e_{g_1}^0, e_{g_1}^1, e_{g_1}^2 \), \( e_{g_1}^3 \) with keys \( k_{11}^1 \) and \( k_{11}^2 \). Only one of the

\[
\begin{align*}
  e_{g_1}^0 &= e_{g_1}^0 \\
  e_{g_1}^1 &= e_{g_1}^1 \\
  e_{g_1}^2 &= e_{g_1}^2 \\
  e_{g_1}^3 &= e_{g_1}^3
\end{align*}
\]

**Figure 3.6:** The encrypted truth tables for gates \( g_1, g_2 \) and \( g_3 \). The permutations used in this example were obtained by using a random sequence generator at random.org.

Bob has now generated three garbled truth tables \( \{e_{g_1}^0, e_{g_1}^1, e_{g_1}^2, e_{g_1}^3\} \), \( \{e_{g_2}^0, e_{g_2}^1, e_{g_2}^2, e_{g_2}^3\} \) and \( \{e_{g_3}^0, e_{g_3}^1, e_{g_3}^2, e_{g_3}^3\} \) which now form the garbled circuit \( G(C) \).

**Step 3:** Bob sends the garbled circuit \( G(C) \) and his garbled input \( I_B = (k_{20}^x, k_{20}^y) \) to Alice. Recall that Bob’s choice was candidate 1, so his input to the function is 01. Therefore, the garbled input sent by Bob is \( I_B = (k_{21}^0, k_{21}^1) \).
decryption attempts is successful, namely $e^3_{g_1}$, returning $k^1_3$. This is the case, because $e^3_{g_1} = e^{10}_{g_1} = \text{En}_{k^1_3}(\text{En}_{k^2_3}(k^0_3))$. Other three decryptions yield $\perp$. In similar way, Alice obtains $k^1_6$ by decrypting the values $e^0_{g_2}, e^1_{g_2}, e^2_{g_2}$ and $e^3_{g_2}$ with keys $k^1_3$ and $k^0_3$. In this case, the output $k^1_6$ is obtained from decrypting value $e^0_{g_2}$ whereas the other three decryptions yield $\perp$. As the final step, Alice finds out $k^0_7$ by decrypting values $e^0_{g_3}, e^1_{g_3}, e^2_{g_3}$ and $e^3_{g_3}$ with keys $k^1_5$ and $k^1_6$. In this case, $k^0_7$ is obtained from decrypting $e^3_{g_1}$; the other three decryptions again yield $\perp$. Then Alice sends $k^0_7$ to Bob, who then reveals that key $k^0_7$ corresponds to output 0.

The result of garbled evaluation is 0, which means that the choices differ. This is the correct answer, since the choice of Alice was candidate 2 and the choice of Bob was candidate 1, which obviously are different choices. This concludes our example.

Yao’s garbled circuit protocol is valid since the protocol always returns the correct final output due to the correctness of the existing constructions. Yao’s garbled circuit protocol also fulfills the requirement for secure function evaluation. In Yao’s protocol, neither party learns other party’s input. However, if the function $f$ is chosen badly, the inputs of the parties can be revealed to the other party, without violating the protocol privacy property. As an example, if Alice and Bob want to know what is their average age, then the result of $f$ always leaks the other participant’s age. In the protocol, there is no mechanism that protects against badly chosen functions. If Alice and Bob are both following the protocol, both parties always learn the final outcome of the computation. However, it is possible that Bob refuses to provide the final outcome of the computation to Alice. This causes a problem with the fairness of the protocol in the presence of a malicious party (Bob, who deviates from the protocol).

The first proof of security of Yao’s garbled circuits is due to Lindell and Pinkas in static semi-honest adversarial model [107]. New techniques are required to extend Yao’s protocol to malicious adversarial model. Let us first consider the vulnerable steps of Yao’s protocol that make the protocol insecure in malicious adversarial model.

The steps in the garbled circuit protocol are all vulnerable to failure or deviation from the protocol: transforming the function into circuit representation, constructing the garbled circuit by generating garbled truth tables, sending garbled values to the second party, oblivious transfer for getting the input from the second party and evaluating the garbled circuit. A malicious adversary might be any of the two parties. First of all, the garbled circuit might not be constructed in an appropriate way. Then, the oblivious transfer step is vulnerable for malicious parties. Thirdly, a malicious party constructing the circuit might also try to give corrupt values to the other
party and in this way gain advantage of getting information from the other input.

In order to fight the threats above, the protocol needs improvements in the following three areas: 1-out-of-2 OT against malicious adversaries, assuring that the garbled circuit is constructed properly and preventing the party constructing the circuit from gaining advantage by sending corrupt values as her input to the other party. There are known solutions to achieve 1-out-of-2 OT against malicious adversaries [19, 127]. There are also two approaches to secure the circuit construction: zero-knowledge proofs and cut-and-choose (see the next section for more details) approach. Zero-knowledge proofs are known to be costlier than the cut-and-choose technique introduced by Lindell and Pinkas [106, 108]. Lindell and Pinkas also solve the problem of corrupted inputs in [106].

In the next section, we present in more detail various improvements of garbled circuit implementations which make garbled circuits less vulnerable against malicious adversaries. Then we discuss circuit and communication optimizations that improve the efficiency of garbled circuit protocol. After that, we present some of the known implementations of secure function evaluation using garbled circuit protocol.

### 3.2.1 Securing circuit construction

As discussed earlier, the construction of the garbled circuit is a major threat in garbled circuits protocol with malicious adversaries. One solution is to use cut-and-choose technique. The first, simple cut-and-choose method was used in this context in Fairplay [113]. The idea of cut-and-choose is the following. Bob creates several garbled circuits and sends them all to Alice. Alice asks Bob to open half of them. If they correspond to the function agreed by Bob and Alice, then Alice evaluates the rest of the functions with certain inputs.

By the above technique, Alice can now ascertain that the function is correct and the garbled circuits are constructed in an appropriate way. However, there is no mechanism that prevents Bob from changing his input when the different garbled circuits are evaluated. Lindell and Pinkas solve this problem by applying the cut-and-choose test both over the circuit and the inputs [106]. The latter test for inputs is realized by commitments which cause quite a big overhead if the number of circuits evaluated is large. To reduce the effect of commitments, Lindell and Pinkas published an improved version of their protocol in [108].

The above approach applies cut-and-choose method to the entire circuit. Another approach is to apply cut-and-choose to single gates in the circuit. This method was introduced by Nielsen and Orlandi in [128]. This method
was improved by Frederiksen [55]. These solutions are described in more details in section 3.2.3. The advantages of Lindell’s cut-and-choose and those of Nielsen’s and Frederiksen’s cut-and-choose techniques were recently combined in the paper by Huang et al. [88]. The protocol in [88] utilizes multiple execution setting, where the different garbled circuits can be evaluated in parallel or sequentially.

A more recent approach for securing the circuit construction is called cut-and-choose and forge-and-loose. This approach combines cut-and-choose approach with the more novel forge-and-loose approach suggested independently by Lindell [104] and Brandão [29]. According to Brandão [29], the cut-and-choose method allows Bob to deviate from the protocol by providing inconsistent input wire keys for the garbled circuits. Alice should have a chance to abort the protocol if she notices that some of the evaluated circuits return a different value than the majority of the circuits, yielding that Bob has deviated from the protocol by changing his inputs. In other words, Alice can catch cheating Bob but cannot do anything to abort the protocol. To overcome this problem, Lindell [104] suggest an additional protocol after the cut-and-choose phase. If there are inconsistencies in the results of the evaluated circuits, Alice generates a proof of inconsistent output values. If Alice’s proof is valid, then Bob must give his input to Alice. In this way, Alice can locally compute the correct value. If Alice’s proof is not valid, then she does not get Bob’s input. The approach of Brandão is somewhat similar. In his protocol [29], Bob must commit to his input keys and the keys on the output wires by using trapdoor commitments. Alice can recover Bob’s input by using a trapdoor if two different output keys are achieved for the same wire in two different garbled circuits.

Both solutions [104, 29] increase the computational overhead of the garbled circuit protocol. The protocol proposed by Frederiksen et al. in [54] uses the cut-and-choose, forge-and-loose approach but does not use any additional secure computation step like Lindell or contain computationally heavy trapdoor commitments like Brandão. The idea in [54] is that, instead of giving Bob’s input to Alice, Bob’s input is hashed with a universal hash function determined by Alice. Alice learns the output of the original function and the hash digest of Bob’s input. If any of the Bob’s input hash digests diverge, then Alice can abort safely without leaking her input to Bob.

### 3.2.2 Optimizations

The most time and memory consuming phases in Yao’s garbled circuit protocol are the construction and evaluation of the garbled circuit as well as the multiple oblivious transfers during the protocol. Different methods to
decrease the computational load in the circuit construction have been discovered. There are three main optimizations: point-and-permute, free-XOR and row-reduction. Next, we shortly introduce each of these circuit optimizations. Then, we briefly discuss how the communication in Yao’s garbled circuit protocol could be improved.

One of the first optimizations for logical circuits is point-and-permute technique, presented by Rogaway in [144]. In Yao’s protocol, the circuit evaluator must decrypt four ciphertexts from which only one gives the correct key, yielding three unnecessary decryptions. Point-and-permute technique uses select bits to reduce unnecessary decryption steps. Each wire is assigned a randomly chosen select bit, which is independent of the actual truth value assigned to the wire. Therefore, the select bit can be revealed to the evaluator. Usually, the select bit is appended to the key (associated to the wire) as the least significant bit. In this way, the select bits can be considered as pointers to the appropriate ciphertexts, reducing the number of decryptions from four to only one.

Next we show how point-and-permute technique works for garbled circuits. The notations are adapted from [35]. Let \( k_i \) and \( k_j \) be the randomly chosen keys for incoming wires \( i \) and \( j \) and for bits \( b_i, b_j \in \{0, 1\} \). Let \( k^0_l \) and \( k^1_l \) denote the randomly chosen keys for outgoing wire \( l \). We choose secret permutation bits for each wire \( i, j, l \) at random - these permutation bits are denoted by \( \pi_i, \pi_j \) and \( \pi_l \). Each of the wires \( i, j \) and \( l \) is assigned with a select bit. For example, the select bit of wire \( i \) having value \( b_i \) is \( \lambda_i = b_i \oplus \pi_i \).

The garbled truth table now consists of the following ciphertexts:

\[
\text{En}_{k^1_i} \left( \text{En}_{k^0_j} \left( \text{En}_{k^1_l} \left( \text{En}_{k^0_i} \left( \text{En}_{k^1_j} \left( g^{(\pi_i, \pi_j)}(\pi_l = g(\pi_i, \pi_j)) \right) \right) \right) \right) \right)
\]

\[
\text{En}_{k^1_i} \left( \text{En}_{k^0_j} \left( \text{En}_{k^0_i} \left( \text{En}_{k^1_j} \left( g^{(\pi_i, 1 \oplus \pi_j)}(\pi_l = g(\pi_i, 1 \oplus \pi_j)) \right) \right) \right) \right)
\]

\[
\text{En}_{k^1_i} \left( \text{En}_{k^0_j} \left( \text{En}_{k^1_j} \left( g^{(1 \oplus \pi_i, \pi_j)}(\pi_l = g(1 \oplus \pi_i, \pi_j)) \right) \right) \right)
\]

\[
\text{En}_{k^1_i} \left( \text{En}_{k^0_j} \left( \text{En}_{k^1_j} \left( g^{(1 \oplus \pi_i, 1 \oplus \pi_j)}(\pi_l = g(1 \oplus \pi_i, 1 \oplus \pi_j)) \right) \right) \right)
\]

in this order.

To evaluate this garbled gate, the party evaluating the gate holds values \( k^1_i || \lambda_i \) and \( k^1_j || \lambda_j \). The keys corresponding to \( k^0_i || \lambda_i \) and \( k^0_j || \lambda_j \) can now be used for decrypting the ciphertext at position \( \lambda_i, \lambda_j \) of the above array. As an example, consider the case where \( g \) is an AND gate, \( b_1 = 1, b_2 = 0, \pi_1 = 0 \) and \( \pi_2 = 1 \). Then the select bits of incoming wires 1 and 2 are \( \lambda_1 = b_1 \oplus \pi_1 = 1 \oplus 0 = 1 \) and \( \lambda_2 = b_2 \oplus \pi_2 = 0 \oplus 1 = 1 \).
The garbled circuit is now

\[
\text{En}_{k_0} \left( \text{En}_{k_1} \left( k_1^0 \| \pi_3 \oplus 0 \right) \right) \\
\text{En}_{k_0} \left( \text{En}_{k_2} \left( k_2^0 \| \pi_3 \oplus 0 \right) \right) \\
\text{En}_{k_1} \left( \text{En}_{k_2} \left( k_3^1 \| \pi_3 \oplus 1 \right) \right) \\
\text{En}_{k_1} \left( \text{En}_{k_2} \left( k_3^0 \| \pi_3 \oplus 0 \right) \right).
\]

The evaluator now wants to evaluate the circuit with \( k_0^1 \| 1 \) and \( k_2^1 \| 1 \). The evaluator now takes the fourth row of the garbled truth table, which corresponds to the position \( \lambda_1 = 1, \lambda_2 = 1 \) and the keys \( k_1^1 \) and \( k_2^0 \). In this way, the evaluator obtains \( k_0^3 \| \pi_3 \), which is correct since \( \text{AND}(1, 0) = 0 \) and \( \lambda_3 = \text{AND}(1, 0) \oplus \pi_3 = \pi_3 \).

The second well-known optimization for circuits is the free-XOR technique. In Yao’s garbled circuit protocol, each gate is equally costly. Free-XOR technique proposed by Kolesnikov reduces the cost of XOR-gates in a simple way [99]. Let \( w_i \) and \( w_j \) be two incoming wires for an XOR-gate \( G \), and let \( w_l \) be the outgoing wire for this gate. The wire values can be garbled in the following way. Randomly choose \( k_0^{i,j}, R \in \{0, 1\}^N \). Then set \( k_0^{i} = k_0^{i,j} \oplus k_0^{j} \), and \( \forall s \in \{i,j,l\} \) set \( k_1^{s} = k_0^{s} \oplus R \). It can be easily verified that the garbled output is obtained by simply XORing the garbled inputs. Using this method, there is no need to randomly choose all labels for the wires in XOR gates. For XOR-rich circuits, the savings can be quite large. The security of free-XOR relies on a cryptographic hash function, which is modeled as a random oracle [99, 35]. A recent variant, flexible-OR introduced by Kolesnikov et al. in [98], utilizes the free-XOR approach to optimize also non-XOR gates. They claim that their flexible-XOR approach makes the garbled circuit even 30\% smaller.

The third optimization technique is called row-reduction and it is based on point-and-permute technique. The basic idea of row-reduction technique was already proposed by Rogaway, but it was improved by Pinkas et al. in [137]. The following simple solution reduces the size of the garbled truth tables by 25\%. Instead of assigning two random values to the output wire of a gate, one of the output wires is defined as a function of garbled values of the two input wires that give this output. Using other words, if \( a \) and \( b \) are two input bits to gate \( G \), we define the garbled value of \( G(a, b) \) as a function of the garbled values of \( a \) and \( b \). The function can be chosen in such a way that the first ciphertext of a gate is a constant, and therefore it does not need to be stored (and hence the 25\% reduction in the size). The solution utilizes a key derivation function, which is assumed to be correlation robust
This assumption supports the use of free-XOR approach. Pinkas et al. also propose another row-reduction method, which provides a 50% reduction but does not support free-XOR technique anymore.

Also other optimizations for garbled circuits have been proposed. Kolesnikov and Kumaresan [97] optimize the communication complexity of secure two-party function evaluation by using information-theoretic garbled circuits and a specific oblivious transfer protocol. Information-theoretic garbled circuits are constructed by using a specific secret sharing scheme. The secrets are the output wire keys, and the constructor produces four secret shares, one for each of the wire keys of each input wire. This approach provides significant reductions especially for shallow circuits. A recent optimization of Zahur et al. [170] introduce a technique called half-gate, where AND-gates require only two ciphertexts instead of the traditional four. Their half-gate method provides 33% reduction in size for many circuits.

3.2.3 Implementations of garbled circuit protocol

One of the first attempts to create a practical implementation of Yao’s garbled circuit protocol, Fairplay, was presented in [113]. Fairplay has some mechanisms against malicious parties. It introduced a simple cut-and-choose mechanism against cheating in the garbled circuit construction phase. Bob sends \( m \) garbled circuits to Alice, who randomly chooses one of them. Bob then exposes the secrets of the \( m - 1 \) circuits not chosen by Alice. Alice then verifies that these \( m - 1 \) circuits represent the original function \( f \). Fairplay provides a chance of \( 1 - \frac{1}{m^2} \) to detect corrupt circuits. However, Fairplay does not have a mechanism to protect against corrupt inputs.

Fairplay was tested against four functions, bitwise AND, "the billionaire’s problem", keyed database search and the median function. The most complex circuit computed with this system contained 4383 gates, taking 320 bits as input. The execution time for this circuit was measured to be on the order of seconds. This result showed for the first time that garbled circuits are more than of theoretical interest.

The next remarkable implementation of garbled circuit protocol was Large Efficient Garbled-circuit Optimization (LEGO) presented by Nielsen and Orlandi [128]. LEGO improves the tolerance against active adversaries. The basic idea is that both parties participate in the construction of the garbled circuit. Bob prepares and sends a set of garbled NAND gates to Alice. Alice permutes the NAND gates and appends them to garbled circuit using a fault-tolerant circuit design. This assures that Alice is still able to compute the desired function even though there might be a few random faulty gates.
in the circuit. After doing this, Alice evaluates the circuit as in the original garbled circuit protocol.

The difference between Fairplay and LEGO is that in the Fairplay protocol, the cut-and-choose method was applied to the entire circuit. In LEGO protocol, cut-and-choose was applied at the gate level, speeding up the protocol. However, the LEGO protocol was considered too complex to implement and use. In addition, it was not compatible with the known optimizations (free-XOR, row reduction, point-and-permute) for Yao’s garbled circuit. These shortcomings were removed in miniLEGO protocol introduced by Frederiksen et al. in [55].

Bellare et al. presented another implementation of Yao’s garbled circuits in [16]. The system JustGarble (see [94]) implements three garbling algorithms, all of which use different circuit optimization techniques. The first of the garbling algorithms uses the point-and-permute technique. The second garbling algorithm augments the first algorithm by free-XOR technique. The third garbling algorithm augments the second algorithm by row reduction technique.

Bellare et al. also presented results of a timing test for their implemented JustGarble system. In JustGarble system a circuit with 15.5 million gates is garbled and evaluated in less than a second. As a comparison to JustGarble, it took approximately 10 seconds to garble and evaluate a 4400-gate circuit in Fairplay system. The speed of JustGarble library bases on the use of AES-NI, which is a set of CPU instructions for encryption/decryption and for the AES key expansion.

A recent improved implementation of garbled circuit protocol is TinyGarble [152], presented by Songhori et al. TinyGarble uses sequential circuit description of garbled circuits, which improves the circuit compactness. The improved circuit-compactness has a major advantage: the memory footprint of the garbling operation fits in the processor cache, which reduces the number of CPU cycles. Songhori et al. also show that TinyGarble allows new garbled objects to be implemented. They implement a new standard hash function called SHA-3 which was introduced by Bertoni et al. in [23] and standardized by NIST in 2015 [132]. In addition, they implement a garbled processor based on TinyGarble.

All these implementations rely on rather strong cryptographic assumptions. As an example, AES is assumed to be secure for related keys. The justification for making strong assumptions is that assuming them, fast garbling can be achieved. Recently, Geuron et al. have posed the question whether such strong assumptions for fast garbling are really necessary. Gueron et al. provide new methods for garbling whose security assume only pseudorandom functions [81].
3.3 Garbling schemes

The previous section shows that garbled circuits have been of great interest in recent research. Both theoretical and practical results show that garbled circuits are a powerful cryptographic tool which can be used in several contexts for secure function evaluation. However, garbled circuits also have their disadvantages. One of these is the presentation of the function as a logical circuit. Complex functions should be transformed into circuits before garbling. This can be time and space consuming. Partly due to this issue, garbling technique has been applied also to other computation models such as Turing machines and random-access machines. Garbled Turing machines were proposed by Goldwasser et al. in [74]. Their construction assumes existence of fully-homomorphic encryption schemes. Garbled random-access machines have been constructed in several papers [110, 62, 2].

Even though circuits, TMs and RAMs are very different as computation models, the process of garbling them consists of similar steps. First, a garbled representation of the function should be constructed. Then, the argument to the function should be garbled. Then follows the garbled evaluation, providing the garbled outcome of the computation. The garbled computation result should then be ungarbled to get the actual result of the computation. All these steps can be modeled as separate algorithms, which together form a set of algorithms, called a garbling scheme.

More formally, a garbling scheme is a 5-tuple of algorithms, \( \mathcal{G} = (Gb, En, Ev, De, ev) \). The last component in this tuple, \( ev \), is the original evaluation algorithm that computes \( y = f(x) \) when \( f \) and \( x \) are given as inputs. The garbling algorithm \( Gb \) is used to compute the garbled function \( F = Gb(1^k, f) \) based on the security parameter \( k \). The second component is an encryption algorithm which is used to compute the garbled argument \( X = En(e, x) \). The third component in the tuple is the garbled evaluation algorithm \( Ev \) which in turn computes the garbled evaluation result \( Y = Ev(F, X) \). The fourth component \( De \) is a decryption function which returns the final evaluation result \( y = De(d, Y) = ev(f, x) \). Figure 3.8 illustrates how a garbling scheme works.

The definition of a garbling scheme does not set any assumptions regarding the function or the argument. However, sometimes it is required that the argument is fed bit by bit to the function. As an example of such application, consider one-time programs [75]. The bit-by-bit property sets additional requirements for the security definitions of garbling schemes. This requirement is captured by the concept of projectivity. Below is the formal definition of what is meant by a projective garbling scheme.

**Definition 3.3.6** Let \( \mathcal{G} = (Gb, En, De, Ev, ev) \) be a garbling scheme which is used to evaluate function \( f \). Let \( x = x_1 \ldots x_n \in \{0, 1\}^n \) and \( x' = x'_1 \ldots x'_n \in \{0, 1\}^n \).
Figure 3.8: Idea behind garbling. The diagram shows that the final value obtained via garbling must coincide with the final value obtained by direct evaluation, i.e. \( \text{ev}(f, x) = y = \text{De}(d, Y) \) where \( F \) is the garbled function, \( Y = \text{Ev}(F, X) \) is the garbled value and \( X = \text{En}(e, x) \) is the garbled argument.

\( \{0, 1\}^n \) be any two arguments for \( f \). Let \( \text{En} \) be a non-deterministic algorithm and let \( r \) denote the explicit randomness value used in computation of \( \text{En} \). We say that garbling scheme \( G \) is projective if the two garbled arguments \( X = \text{En}(e, x, r) \) and \( X' = \text{En}(e, x', r) \) can be presented in form \( X = (X_1, \ldots, X_n) \), \( X' = (X'_1, \ldots, X'_n) \) in such way that the following condition holds: \( x_i = x'_i \iff X_i = X'_i \).

Next we give an example of a garbling scheme which is projective in the sense stated in above definition.

**Example 2** The projectivity is a property related to the garbling of the argument, i.e. the encryption algorithm \( \text{En} \) of the garbling scheme. In this example, we provide an encryption algorithm that has the projectivity property. For constructing the encryption algorithm \( \text{En} \), we use 128-bit AES. Let \( e \) be an encryption key generated by the garbling algorithm for encrypting arguments with \( \text{En} \). The randomness value \( r \) is constructed as follows. It consists of \( n \) bit strings, all of length 127, i.e. \( r = r_1 \ldots r_n \) where \( n \) is the length of the argument \( x \) and \( r_i \in \{0, 1\}^{127} \) for all \( i \in \{1, \ldots, n\} \). All the 127-bit values \( r_i \) are chosen at random.

The encryption algorithm \( \text{En} \) takes \( e, x \) and \( r \) as input. The resulting garbled argument of \( x \) is constructed as follows:

\[
\text{En}(e, x, r) = \text{En}_{\text{AES}}(x_1||r_1, e) \ldots \text{En}_{\text{AES}}(x_n||r_n, e)
\]

Let us show why this encryption algorithm now guarantees the projectivity of the garbling scheme. Let \( x = x_1 \ldots x_n \) and \( x' = x'_1 \ldots x'_n \) be two arguments of length \( n \). Let \( X \) and \( X' \) be the garbled arguments corresponding to these two arguments \( x \) and \( x' \). Both arguments are encrypted with the same key \( e \) and by using the same randomness value \( r \). Now, the garbled arguments \( X = \text{En}(e, x, r) \) and \( X' = \text{En}(e, x', r) \) can both be represented in form \( X = X_1 \ldots X_n \) and \( X' = X'_1 \ldots X'_n \): \( X_i = \text{En}_{\text{AES}}(x_i||r_i, e) \) and \( X'_i = \text{En}_{\text{AES}}(x'_i||r_i, e) \). If \( x_i = x'_i \), then the input to the AES algorithm is the
same for both \( x_i \) and \( x'_i \), so the garbled bits \( X_i \) and \( X'_i \) are also identical because \( X_i = \text{AES}(x_i||r_i,e) = \text{AES}(x'_i||r_i,e) = X'_i \). Conversely, if \( X_i = X'_i \), then we have that \( x_i = x'_i \). This is shown as follows. When we decrypt \( X_i \) with \( \text{AES} \) we get \( x_i||r_i \) and when we decrypt \( X'_i \) with \( \text{AES} \) we get \( x'_i||r_i \). These decryptions must be equal, because the encryption was performed using the same key with the \( \text{AES} \) algorithm. Now, since \( x_i||r_i = x'_i||r_i \) we must have that \( x_i = x'_i \). This now completes the example.

### 3.4 Security of garbling schemes

This section provides security definitions of garbling schemes. There are three concepts that characterize the security of a garbling scheme: security notion, security model and level of adaptivity. Next we briefly describe each of these three concepts. The descriptions are informal and intuitive. For more formal treatment of security notions, see [18, 17] and Publications I–V.

**Security notions:** The security notion indicates how much information about the final result \( y \) is allowed to be leaked to the evaluator. There are three security notions, privacy (prv), obliviousness (obv) and matchability-only (mao). In the privacy notion, the evaluator is allowed to decrypt the garbled evaluation result and hence learn the final evaluation result entirely. In the obliviousness notion, the evaluator is not allowed to decrypt the garbled evaluation result and therefore is not allowed to learn \( y \). In the matchability-only notion, the evaluator is not allowed to learn \( y \) but is allowed to learn whether evaluating \( f_0 \) on \( x_0 \) gives the same final evaluation result as evaluating \( f_1 \) on \( x_1 \), i.e. whether \( \text{ev}(f_0,x_0) = \text{ev}(f_1,x_1) \).

In [18], a fourth notion is also defined - a notion for authenticity. The authenticity notion gathers the idea that the evaluator cannot produce a forged garbled evaluation result that would be decrypted into a valid final evaluation result. In this thesis, authenticity notion does not play as important role as the three other notions. The reason is that the authenticity notion has been proven to be very different from the three other notions. This separation between authenticity notion and other security notions is discussed in section 3.4.3 in more details. However, authenticity notion is important from practical point-of-view. For example, the application proposed in Publication VII requires a garbling scheme that achieves authenticity.

**Security models:** In the simulation-based security model, the task of the adversary is to distinguish whether the garbled function \( F \) and the garbled argument \( X \) are computed by real garbling algorithms \( \mathcal{Gb}, \mathcal{En} \) or by a probabilistic polynomial-time simulator \( \mathcal{S} \) that does not have the same information as algorithms \( \mathcal{En} \) and \( \mathcal{Gb} \). In the indistinguishability-based model, the task
of the adversary is to distinguish which one of the argument/function pairs, \((f_0, x_0)\) or \((f_1, x_1)\), has been garbled to \((F, X)\).

**Type of adaptivity:** Informally, the type of adaptivity tells how a function \(f\) and an argument \(x\) can be garbled in different situations: in some scenarios, it is enough that the function and the argument are both garbled at one go but in some scenarios it is needed that the function is garbled before the argument is even fixed. In other words, level of adaptivity tells in which order and how the function and the argument can be garbled. In the static model, an adversary fixes both \(f\) and \(x\) which are garbled at one go. In the adaptive model, the adversary may first fix function \(f\) and, based on the garbled function \(F\), fix his argument(s). In adaptive notions, there is an additional parameter \(\ell\), the reusability parameter. This parameter tells how many times the same garbled function can be used securely for different arguments. Adaptive security for projective garbling schemes is just a special case of adaptive security. Projective schemes allow the argument to be determined bit by bit whereas in the case of general adaptivity all bits of the argument are determined at once. Finally, reverse-order adaptive security changes the roles of function \(f\) and argument \(x\): in static and adaptive security models, the function is fixed and garbled only once whereas the argument may vary and there are several different garblings for the argument. In reverse-order garbling, the argument is fixed and garbled only once whereas the function may vary and there are several different garblings for the function. This model is introduced for practical reasons. For example, in statistical analysis the data does not change whereas the algorithms used for the analysis may change. If we used a garbling scheme achieving static or adaptive security then we should garble the algorithm and the data again every time the algorithm is changed. In reverse-order model, we get rid of garbling the data unnecessarily many times.

Next, we briefly describe the security games and skip the exact definitions. The exact definitions for the security games are provided in the following publications. The definitions of the classes of statically secure garbling schemes can be found in [18] and in publication I. The classes of adaptively secure garbling schemes are found in [17] and in publication II. Adaptively secure projective garbling schemes are covered in publications III and IV and reverse-order adaptively secure garbling schemes are studied in publication V.

All security games start with procedure `INITIALIZE`, in which the challenge bit is chosen uniformly at random. All the games end in procedure `FINALIZE`, in which adversary’s answer (consisting of one bit) is checked against the challenge bit (which is the correct answer in the game). In between the adversary may query other named procedures. In static security games, there is only one additional procedure `GARBLE`. In simulation-based
model, the challenge bit is used for determining whether the actual garbling algorithm or the simulator is used for creating the garbled function $F$ and the garbled argument $X$. In indistinguishability model, the challenge bit determines which one of the two function-argument pairs, $(f_0, x_0)$ or $(f_1, x_1)$, is garbled. In various adaptive security games, there are separate procedures for garbling the argument ($\text{GARBLE_ARG}$) and for garbling the function ($\text{GARBLE_FUNC}$).

### 3.4.1 Side-information in garbling

All security games are parameterized by two concepts. First one is the security parameter $k \in \mathbb{N}$, which is a part of the input to the garbling algorithm $\mathcal{G}_b$. Another parameter points to the crucial concept of a side-information, denoted by $\Phi$. Informally speaking, the concept of side-information captures the information that is allowed to be leaked during the garbled evaluation. More formally, side-information function is a mapping from bit strings to bit strings. In the case of logical circuits, side-information function maps function $f$ deterministically into $\Phi(f)$. Side-information function for circuits always leaks at least the length of input $x$ of circuit $f$, the length of the output $y$ of circuit $f$ and the size of circuit $f$. Using other words, $|x|$, $|y|$ and $|f|$ are efficiently computable from side-information $\Phi(f)$.

The concept of side-information provides another point-of-view to the leaked information, compared with the security notions privacy, obliviousness and matchability-only. The security notions tell which level of privacy a garbling scheme provides for $f$, $x$ and $y$. For example, a garbling scheme achieving privacy guarantees the privacy of $f$ and $x$ but not the privacy of the final result $y$ whereas a garbling scheme achieving obliviousness provides privacy to $f$, $x$ and $y$. The concept of side-information in turn tells how much it is acceptable to learn about $f$, $x$ and $y$ by following the garbled evaluation and by analyzing the garbled function $F$ and the garbled argument $X$.

There are three common, intuitive side-information functions for circuits: $\Phi_{\text{size}}(f)$, $\Phi_{\text{topo}}(f)$ and $\Phi_{\text{circ}}(f)$. $\Phi_{\text{size}}$ leaks only size-related information, i.e. $|x|$, $|y|$ and the number of gates in $f$. $\Phi_{\text{topo}}$ leaks in addition the topology of the circuit, i.e. how different gates are connected to each other but not the type of the gates. $\Phi_{\text{circ}}$ leaks the entire circuit.

In the next example we demonstrate what the three different side-information functions are for the circuit which we used in example 3.4. We adapt the notation of circuits from [18]. According to [18], a circuit $f$ is a 6-tuple $f = (m, n, q, A, B, G)$. The first element $m$ tells the number of input wires. The second element $n$ denotes the number of output wires. The third element $q$ denotes the number of gates in the circuit $f$. The set of inputs is $\text{Inputs} = \{1, \ldots, m\}$. The set of all
wires in the circuit is \(\text{Wires} = \{1, \ldots, m + q\}\). The set of output wires is \(\text{Outputs} = \{m + q - n + 1, \ldots, m + q\}\). Finally, the set of gates is \(\text{Gates} = \{m + 1, \ldots, m + q\}\). The labeling of the gates can be justified by the following observations: There is a unique outgoing wire from each gate. Every outgoing wire comes from a unique gate. Therefore, the labeling of outgoing wires is unique and hence the labeling of the gates is unique as well. Note that the same does not hold for incoming wires: a wire might be an incoming wire to several different gates.

Using these sets, we can define three components \(A, B\) and \(G\) in the 6-tuple \((m, n, q, A, B, G)\). The element \(A\) is a function that identifies the first incoming wire of a gate, i.e. \(A : \text{Gates} \rightarrow \text{Wires} \setminus \text{Outputs}\). The element \(B\) is a function that identifies the second incoming wire of a gate, i.e. \(B : \text{Gates} \rightarrow \text{Wires} \setminus \text{Outputs}\). Finally, the element \(G\) is a function that tells the functionality of each gate, i.e. \(G : \text{Gates} \times \{0, 1\}^2 \rightarrow \{0, 1\}\).

**Example 3** Let us consider the following circuit \(C\):

![Circuit diagram]

The circuit takes four bits as input and outputs one bit of information, so \(m = 4\) and \(n = 1\). There are three gates, i.e. \(q = 3\). The sets \(\text{Inputs}, \text{Wires}, \text{Outputs}\) and \(\text{Gates}\) are as follows:

\[
\begin{align*}
\text{Inputs} &= \{1, 2, 3, 4\} \\
\text{Wires} &= \{1, 2, 3, 4, 5, 6, 7\} \\
\text{Outputs} &= \{7\} \\
\text{Gates} &= \{5, 6, 7\}.
\end{align*}
\]

The functions \(A_C, B_C\) and \(G_C\) for circuit \(C\) are defined in fig. 3.9.

Now, the circuit presented above is represented as a 6-tuple \(f_C = (4, 1, 3, A_C, B_C, G_C)\).

First consider the side-information function \(\Phi_{\text{size}}(f_C)\). This side-information function is defined as \(\Phi_{\text{size}}(f) = (m, n, q)\) which in this case is \(\Phi_{\text{size}}(f_C) = (4, 1, 3)\). In other words, the side-information \(\Phi_{\text{size}}(f_C)\) leaks that the circuit \(f\) has 4 input wires, 1 output wire and 3 gates.

Then consider the side-information function \(\Phi_{\text{topo}}(f)\). This side-information function reveals the topology of the circuit, in addition to the size-related information. By definition in [18], the side-information \(\Phi_{\text{topo}}(f)\)
Figure 3.9: Functions $A_C$, $B_C$ and $G_C$ for circuit $C$.

leaks $(m, n, q, A, B)$ which in this case is $\Phi_{\text{topo}}(f_C) = (4, 1, 3, A_C, B_C)$. Functions $A_C$ and $B_C$ reveal how the wires are connected to the gates. However, these two functions $A$ and $B$ do not leak anything about the functionality of the gates. Figure fig. 3.10 illustrates the information leaked by the side-information function $\Phi_{\text{topo}}(f_C)$.

![Diagram of Circuit C](image)

Figure 3.10: Side-information function $\Phi_{\text{topo}}$ leaks the topology of circuit from example 3.4. The functionality of the three gates is not leaked.

The third side-information function, $\Phi_{\text{circ}}(f)$, leaks the functionality of each gate in addition to the size-related information and the topology of $f$. In other words, side-information function $\Phi_{\text{circ}}$ reveals the entire circuit, i.e. $\Phi_{\text{circ}}(f_C) = f_C = (m, n, q, A_C, B_C, G_C)$.

Garbling schemes are not only applicable for logical circuits. In publication VI we point out that the currently used model of side-information depending only on function $f$ is not appropriate for Turing machines. Therefore, the model of side-information is extended so that it depends on the function $f$, the argument $x$ as well as the encryption and decryption keys $e$, $d$. This extension is covered in more details in section 4.5.
3.4.2 Formal security definitions

Next we provide formal definitions of security of a garbling scheme. We use the following conventions in the definitions. We use notation $\text{XxxYyyZzz}$ for the code-based security games. $\text{Xxx}$ denotes the security notion: Prv corresponds to privacy notion, Obv corresponds to obliviousness notion and Mao corresponds to matchability-only notion. $\text{Xxx}$ could also be used for denoting the class of garbling schemes achieving authenticity (Aut). However, in this work we do not consider authenticity notion, so the notion Aut is omitted. Letters $\text{Yyy}$ correspond to the security model: Sim denotes the simulation-based security game, Ind denotes the indistinguishability-based game. The logic in simulation-based and indistinguishability-based security classes is fundamentally different. In simulation-based model, security games also depend on the choice of an additional procedure, a simulator $S$. Intuitively, the task of a simulator is to mimic the actual garbling algorithms $\text{G}_b$ and $\text{E}_n$. The letters $\text{Zzz}$ give the level of adaptivity: Stat corresponds to the static security game, $\text{Adap}_\ell$ corresponds to adaptive security games with $\ell$ times reusability of the same garbled function, $\text{Padap}_\ell$ corresponds to the adaptive security games for projective garbling schemes having the reusability level $\ell$, $\text{Radap}_\ell$ corresponds to reverse-order adaptive security games with reusability level $\ell$. A garbling scheme is said to be $\text{xxx.yyy.zzz}$ secure over a side-information function $\Phi$ if an arbitrary adversary has a negligible advantage with respect to the security parameter in the corresponding security game $\text{XxxYyyZzz}$.

We first define advantage of an adversary which conceptualizes the adversary’s ability to win the code-based game $\text{XxxYyyZzz}$ played with certain side-information function against a garbling scheme. The ability to win the game $\text{XxxYyyZzz}$ in turn tells how good the chance is to break the $\text{xxx.yyy.zzz}$ type of security in the garbling scheme. There is a separate definition for all the games depending on the choice of the $\text{Xxx}$, $\text{Yyy}$ and $\text{Zzz}$.

**Definition 3.4.7** Let adversary $\mathcal{A}$ be playing code-based game $\text{XxxYyyZzz}$ against garbling scheme $\mathcal{G}$ where $\text{Xxx} \in \{\text{Prv, Obv, Mao}\}$, $\text{Yyy} \in \{\text{Sim, Ind}\}$ and $\text{Zzz} \in \{\text{Stat, Adap}_\ell, \text{Padap}_\ell, \text{Radap}_\ell\}$. The advantage of adversary $\mathcal{A}$ in game $\text{XxxYyyZzz}$ is defined over the security parameter $k$ and side-information function $\Phi$ as follows

$$\text{Adv}_{\mathcal{G}}^{\text{xxx.yyy.zzz},\Phi}(\mathcal{A},k) = 2 \cdot \Pr[\mathcal{A} \text{ wins}] - 1.$$ 

The probability $\Pr[\mathcal{A} \text{ wins}]$ refers to the probability that adversary $\mathcal{A}$ correctly predicts the challenge bit. Note that in the simulation-based security games the advantage also depends on the simulator $S$. In this case we use notation $\text{Adv}_{\mathcal{G}}^{\text{xxx.yyy.zzz},\Phi,S}(\mathcal{A},k)$. 
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Definition 3.4.8 Let $\text{Xxx} \in \{\text{Prv, Obv, Mao}\}$ and $\text{Zzz} \in \{\text{Stat, Adap}_\ell, \text{Padap}_\ell, \text{Radap}_\ell\}$. A garbling scheme $\mathcal{G}$ is $\text{XxxIndZzz}$ secure over $\Phi$ if for any $\mathcal{PT}$ adversary $\mathcal{A}$ the advantage of the adversary $\mathcal{A}$ in game $\text{XxxSimZzz}$ is negligible over $k$.

Definition 3.4.9 Let $\text{Xxx} \in \{\text{Prv, Obv, Mao}\}$ and $\text{Zzz} \in \{\text{Stat, Adap}_\ell, \text{Padap}_\ell, \text{Radap}_\ell\}$. A garbling scheme $\mathcal{G}$ is $\text{XxxSimZzz}$ secure over $\Phi$ if for any $\mathcal{PT}$ adversary $\mathcal{A}$ there is a $\mathcal{PT}$ simulator $\mathcal{S}$ such that the advantage of the adversary $\mathcal{A}$ in game $\text{XxxSimZzz}$ is negligible over $k$.

All garbling schemes achieving certain type of security are said to belong to the same security class. The security class of all $\text{xxx.yyy.zzz}$ secure garbling schemes over side-information $\Phi$ is denoted by $\text{GS}(\text{xxx.yyy.zzz}, \Phi)$. Here $\text{xxx} \in \{\text{prv, obv, mao}\}$, $\text{yyy} \in \{\text{sim, ind}\}$ and $\text{zzz} \in \{\text{stat, adap}_\ell, \text{padap}_\ell, \text{radap}_\ell\}$. In other words, the $\text{xxx}$-part of the notation refers to the security notation (privacy, obliviousness, matchability-only), the $\text{yyy}$-part refers to the security model (simulation-based, indistinguishability-based) and the $\text{zzz}$-part refers to the level of adaptivity.

In the following section we present some of established relations between the security classes which were introduced by Bellare et al. in [18]. The results in publications I-V extend the relations and propose a hierarchical presentation for the relations between the security classes. The extensions and the hierarchy are discussed in more detail in the next chapter.

3.4.3 Relations between the security classes

Bellare et al. have proven the relations shown in fig. 3.11 for static security classes. The diagram shows that simulation-based security implies indistinguishability-based security. In other words, any garbling scheme which achieves simulation-based privacy (or obliviousness, respectively) achieves also indistinguishability-based privacy (or obliviousness, respectively). The converse statement does not hold, unless the side-information function has some additional properties. In fig. 3.11, the inclusion of simulation-based security classes into indistinguishability-based security classes is shown using black, solid arrows. All known non-inclusions are shown as red lines having a slash.

Indistinguishability-based security implies simulation-based security only for efficiently invertible side-information functions. We say that side-information function $\Phi$ is efficiently invertible, if there is an efficient algorithm which takes side-information $\Phi(f)$ as input and outputs a function $f'$ such that the side-information is the same for both functions, i.e.
\( \Phi(f') = \Phi(f) \). The three side-information functions \( \Phi_{\text{size}} \), \( \Phi_{\text{topo}} \) and \( \Phi_{\text{circ}} \) from section 3.4.1 are efficiently invertible.

We can also consider efficient invertibility for the pair \((\Phi, \text{ev})\). We say that \((\Phi, \text{ev})\) is efficiently invertible, if there is an efficient algorithm which takes \( \Phi(f) \) and \( y = \text{ev}(f, x) \) as input and outputs \((f', x')\) such that \( \Phi(f') = \Phi(f) \) and \( \text{ev}(f', x') = y = \text{ev}(f, x) \). In [18] it is shown that \((\Phi_{\text{topo}}, \text{ev}_{\text{circ}})\) and \((\Phi_{\text{size}}, \text{ev}_{\text{circ}})\) are efficiently invertible, whereas \((\Phi_{\text{circ}}, \text{ev}_{\text{circ}})\) is not. Here, \( \text{ev}_{\text{circ}} \) denotes the usual evaluation algorithm for circuits. For justifying why \((\Phi_{\text{circ}}, \text{ev}_{\text{circ}})\) is not efficiently invertible, consider a function \( f \) which is a one-way function.

There are also other non-inclusions shown in fig. 3.11. These non-inclusions illustrate the fact that authenticity as a security notion is different from the security notions of privacy and obliviousness. On one hand, it holds for all side-information functions that neither simulation-based privacy nor simulation-based obliviousness implies authenticity. On the other hand, authenticity implies neither indistinguishability-based privacy nor indistinguishability-based obliviousness. These two results show that the separation between authenticity and the two other notions is quite strong.

Bellare et al. show in [17] that the same inclusions hold for adaptively secure garbling schemes. Bellare et al. use two different definitions for adaptivity: coarse-grained and fine-grained. In coarse-grained adaptivity, the function is fixed and garbled before the argument. Fine-grained adaptivity has this same property but now the argument can be fixed and garbled bit by bit instead of garbling it at one go. In our terminology, garbling schemes achieving coarse-grained adaptivity are called adaptively secure. We say that a projective garbling scheme is adaptively secure if it achieves fine-grained adaptivity. The results in [17] show that a garbling scheme that achieves coarse-grained adaptivity for some security notion in simulation-based model then the garbling scheme achieves coarse-grained adaptivity for the same security notion in indistinguishability-based model. The same holds for fine-grained adaptivity. Furthermore, Bellare et al. show that fine-grained security implies coarse-grained security.

The separation between obliviousness/privacy and authenticity is not only theoretical. Recently, Frederiksen et al. have been able to design garbling schemes for circuits that achieve authenticity but not privacy or obliviousness. This shows that the separation between authenticity notion and the two other notions appears also in practice [56].

In publications I-V, we introduce several extensions concerning security notions and their relations. In the next chapter we will discuss all these extensions in more details.
3.5 Applications of garbling schemes

Garbled circuits have been widely used in various applications. They have been applied e.g. for constructing zero-knowledge proofs [25, 95] to achieve oblivious outsourcing as well as to achieve verifiable computation [60]. In addition to applications on theory, garbled circuits, or garbling schemes more generally, have also several practical applications. In this section, we briefly introduce different applications in which garbling could be used for privacy-enhancing and privacy-preserving applications.

Cloud computing and distributed computing are emerging techniques in personal and corporate use. Privacy sensitive personal data and corporate data can be utilized in various ways. As an example, an Internet user may be profiled based on his browsing behavior and the profile information may be used for targeted advertising or a corporate may perform industrial espionage in order to acquire intellectual property from a rival company. To protect against misuse of data, both cloud computing and distributed computing applications require techniques for privacy preservation which protect the privacy-sensitive data.

Another emerging paradigm is the Internet of Things (IoT), a network of low-resource devices that share a common task, e.g. surveillance or monitoring. IoT devices may generate large amounts of data, requiring a large-capacity storage and heavy computations to analyze the data. Therefore, the data is first transferred to a destination having greater resources for computation and storage. An emerging trend is to store and analyze data in cloud environment. However, cloud environments might not be secure enough in order to store privacy-sensitive data collected by the IoT sensors. To tackle this issue, privacy-preserving techniques are needed to protect the privacy of the data.
The fig. 3.12 presents the common contexts where garbling can be applied and applications requiring methods for privacy preservation. As mentioned above, privacy-sensitive data can be used both in cloud computing as well as in distributed computing. The applications that may take privacy-sensitive information as input are also shown in fig. 3.12. Statistical analysis, data mining and machine learning are used for finding and utilizing patterns in data. Database queries and search engines are used for finding specific information among entries in a database. Remote monitoring in turn can be applied in various contexts, including security surveillance services and health services.

In the following sections, we discuss the contexts and applications for garbling schemes in more details. We begin with cloud computing and distributed computing. Then we discuss the Internet of Things paradigm. In the last two sections we consider how garbling could be used for eHealth and for assisted living services. eHealth is a healthcare practice supported by electronic processes and communication whereas the aim of assisted living services is to supervise or assist disabled people with activities of daily living.

### 3.5.1 Distributed and cloud computing

Modern computation aims to be *ubiquitous* - computing is made to appear anytime and everywhere on any device, not only on specific computers. Distributed computing, cloud computing and the Internet of Things are some of the research fields which touch ubiquitous computing. Privacy is one of the biggest obstacles to the success of ubiquitous computing [86].
Multiparty computation protocols can be considered as a solution. Multiparty computation protocols are designed to be used in a situation where a group of parties jointly want to compute a functionality. Therefore, multi-party computation suits well in distributed computation scenario where a heavy computational task is distributed between several parties controlled by one central server. This approach has been used in projects like SETI@Home [6], Folding@Home [136] and Mersenne Prime Search [89].

Data mining is an example where distributed computing may be utilized. There are several ways to present the privacy-preserving data mining problem [48]. Lindell and Pinkas [105] consider a scenario in which two parties want jointly perform data mining actions on the union of their two databases without exposing their databases to the other party or any third party. Agrawal and Srikant [3] consider a scenario in which one party is allowed to perform data mining actions on a private database owned by another party without having access to the database. Lindell and Pinkas use secure multi-party computation approach to solve the problem whereas Agrawal and Srikant use data perturbation methods (which are not in the scope of this work).

Another potential application area for secure multi-party computation protocols like garbling schemes is cloud computing. According to NIST [115], “cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources”. Various cloud services are thought to fall in some of three known categories: Infrastructure as a Service (IaaS), Software as a Service (SaaS) and Platform as a Service (PaaS). In brief, IaaS provides virtual machines or storage from a provider on demand being able to autonomously adapt the capacity to varying workload over time. Google Compute Engine, Microsoft Azure and Amazon EC2/S3 are examples of IaaS. SaaS provides applications that can be run on cloud via the Internet. Google and Microsoft offer office software (e.g. Google Docs and Office 365) that can be used via web browser. PaaS in turn is used for applications while providing cloud components to software. It allows customers to simultaneously develop, run and manage applications at the same cloud-based environment. Examples of PaaS are e.g. Google App Engine, Microsoft Azure and Amazon Web Services Elastic Beanstalk.

Cloud services are increasingly popular even though there still are issues with their security and especially privacy [92, 154]. Depending on the service, different cryptographic tools are needed to guarantee the various security aspects related to cloud services. For data storage, important aspects of security include e.g. proofs of retrievability and provable data possession [140, Chapter 5]. In this work, we are interested in processing data in a potentially insecure environment like clouds, so we do not handle these concepts in more details.
Processing data on cloud in privacy-preserving way requires that the cloud does not learn the private-sensitive data which it processes. In some cases, there is no need to hide the algorithm used for the computation. A solution for this kind of scenario is to perform computations on encrypted data. To achieve this, homomorphic encryption can be used as a solution. In some cases, also the algorithm needs to be kept private, especially if it contains components that are considered to be intellectual property. In this scenario, garbling technique can be applied, since garbling schemes are designed to hide both the input and the algorithm.

3.5.2 Internet of Things

The Internet of Things is a paradigm that aims at creating an environment of networked devices communicating over the Internet and serving to accomplish a joint task. As an example of an IoT application, consider anti-theft system with motion detecting sensors. The sensors at different locations interact with each other in order to detect unauthorized motion and prevent intruders. Many other applications of IoT can be found in [7, 159].

There are several threats that may prevent the success of IoT based applications. The threats are mainly targeted at infrastructure, protocol and network security, data security and privacy, identity management, trust and governance as well as at fault tolerance [145]. Also tamper-resistance and other physical security aspects are important when considering the possible threats against IoT applications [159].

Trust and privacy are important aspects when considering security of IoT applications. According to Weber [161], the IoT technology used by private enterprises must have resilience to attacks, they must authenticate the retrieved address and object information, they must have an access control and ensure client privacy. However, there are numerous scenarios which endanger the security, trust or privacy of the IoT applications [100]. As a demonstrative example, a failed implementation of IoT related technology in a supermarket may violate the client privacy by enabling "the mining of medical data, invasive targeted advertising, and loss of autonomy through marketing profiles or personal affect monitoring" [163].

On the contrary, there are also successful implementations of privacy-preserving applications utilizing IoT paradigm. Many of these implementations are related to electronic surveillance [57, 134] or remote monitoring as an eHealth application [1]. In this work, we also consider applications for privacy-preserving electronic surveillance (publication VII) and remote monitoring for assisted living services (publication VIII).
3.5.3 eHealth

eHealth encompasses a wide variety of services, including electronic health records, clinical decision support, healthcare information systems, mHealth and telemedicine. Services which handle and transfer health related information require privacy-preservation techniques since health related data are considered highly privacy-sensitive. Therefore, eHealth applications must be carefully designed and implemented. Appropriate implementation guarantees that patients’ privacy is not easily compromised.

Securing eHealth services requires focusing on both server and client platforms. Many of the current eHealth solutions focus on network security or access control policies, leaving the client platform vulnerable to attacks [109]. Despite the various threats against eHealth services, network-based solutions seem to give great benefits not only for eHealth service providers but also for patients [157].

One of the central tasks in eHealth is to develop user-friendly and efficient privacy-preserving applications. Several such applications have already been proposed and implemented. As an example, Layouni et al. introduce a protocol that allows telemonitoring for eHealth but only at patients’ approval [102]. A system for remote ECG analysis has been proposed by Barni et al. in [13]. Automated emergency healthcare process utilizing cloud services has also been studied recently [93, 138].

All the systems mentioned above are designed for health institutions collecting health data from patients. Also systems intended for the use by patients and customers have been proposed. This kind of services are often provided in mobile environment, where patients and customers can access health services and information using their mobile phones, tablet computers and other mobile devices. These types of health services supported by mobile devices are known as mHealth services. Different cloud-assisted mHealth services are presented e.g. in [130, 47, 85]. Achieving privacy-preserving data storage, privacy-preserving data retrieval and auditability against misusing health data are among the main challenges for mHealth applications. A system achieving these three properties has recently been developed by Tong et al. in [156].

3.5.4 Assisted living

Smart environments and ambient assisted living are two paradigms which aim at supporting people in their daily living activities. Smart environment can be described as a small world consisting of small devices which are designed to make inhabitants’ lives more comfortable [42]. Ambient assisted living shares the same aim but ambient assisted living services provides more personalized and more adaptive services to achieve interoperability, security
and accuracy [116]. Assisted living services are targeted at people with disabilities whereas smart environments do not have such a specific target group.

Since assisted living services handle health related data by storing and evaluating the data, protecting the privacy of the customer is in central role. Protection of privacy is particularly crucial for network-aided solutions. An example of such a solution is telemonitoring. A patient wears body sensors which measure, for example, the heart beat rate and blood pressure. The sensors are connected to the Internet for sending the data from the sensors to further analysis and storage [52]. Other examples of network-based assisted living solutions include AlarmNet [164] and iSenior [143].

It is also important that the health data is evaluated in a secure manner. This requires a protocol that does not compromise the data integrity and privacy. Several protocols have been proposed to achieve this goal. For example, Brickell et al. [31] use branching programs as the model for diagnostics tool. Lin et al. have improved the protocol: some of the decryption related computation load is moved to the cloud [103]. In publication VIII we propose a health monitoring system based on garbling schemes.
Chapter 4

Contributions

This thesis consists of eight journal and conference publications. Six of these publications, publications I-VI, contain theoretical results related to garbling schemes. These publications extend the results of [17, 18, 74]. The other two publications, publications VII and VIII, deal with applications of garbling schemes concentrating on privacy-preserving security services. Figure 4.1 show how the eight publications are related. We now briefly discuss the results and contributions of each publication.

4.1 Extending earlier results

Publication I extends the results of the seminal work of Bellare et al. [18] in several ways. The first results show the role of side-information in garbling. We show in publication I that the class of garbling schemes which are secure under a certain security notion and security model does not decrease when the side-information function is allowed to leak more information. As an example, the side-information function $\Phi_{\text{topo}}$ leaks more information than $\Phi_{\text{size}}$. Therefore, according to the previously mentioned result, for certain security notions and models, there are at least as many garbling schemes that are secure over $\Phi_{\text{topo}}$ as there are secure garbling schemes over $\Phi_{\text{size}}$.

The next generalization presented in publication I is related to the non-inclusions between the security classes of garbling schemes. Bellare et al. assume a certain type of side-information function ($\Phi_{\text{topo}}$) when they prove the separation between simulation-based obliviousness and indistinguishability-based privacy as well as the separation between the authenticity notion and the notions privacy and obliviousness in the indistinguishability-based model. We remove the assumption of specific side-information function and prove that the separations hold for any side-information function.
We also show in publication I that, under certain assumptions, any garbling scheme achieves static indistinguishability-based privacy. In addition, we introduce corresponding assumptions so that any garbling scheme achieves static simulation-based privacy.

In addition to the generalizations mentioned above, we introduce new security notions for garbling schemes. These notions are named mod.ind, mod.sim, mod.ind2 and mod.sim2 in publication I. Out of these four notions, the new notions mod.ind and mod.sim seem to be of practical use. The notions mod.ind and mod.sim are useful, for instance, when the outcome of computations should be kept secret while the comparison (e.g. the equality) of outcomes would still be possible. Instead, the classes mod.ind2 and mod.sim2 are shown to be practically always empty due to too hard security requirements set for a garbling scheme. In later publications, we omit the security classes mod.ind2 and mod.sim2 due to this impracticality. In the publications hereafter, we replace the name mod by matchability-only (mao).

4.2 Reusability of garbled functions

The definitions of Bellare et al. [18, 17] as well as those in publication I support only one-time use of the same garbled function. This is undesirable from practical point-of-view: every time the same function should be evaluated with an argument, the garbled function must be computed again.
Goldwasser et al. introduced a way to construct reusable garbled circuits in [74]. Their solution is based on fully-homomorphic encryption, for which no efficient implementations are known. On the other hand, the solution allows the same function to be used arbitrarily many times.

Inspired by the two problems mentioned above, it is an interesting question whether there are garbling schemes that support at least some level of reusability but would still be practical (efficient in time and space consumption). To take the first steps towards the answer, we need new security definitions that capture the idea of 'some level of reusability'. In publication II, we introduce a new parameter, the reusability parameter \( \ell \in \mathbb{N} \), which tells how many times the same garbled function can be used for garbled evaluation of \( f \). In other words, instead of arbitrary reuse of the same garbled function \( F = Gb(f, 1^k) \), \( F \) could be re-used a limited number of times. There are applications for which this type of limited reusability would be as practical as having a chance for arbitrary reuse of the same garbled function.

Publication II provides several results related to the new classes of reusable garbling schemes. We show that the relations of security notions and security models are the same for every fixed value of \( \ell \). The relations are also exactly the same as for the static security classes. In addition, the classes of reusable, adaptively secure garbling schemes form an infinite chain with respect to the reusability parameter \( \ell \). The infiniteness is achieved by two results. A security class with threshold value \( \ell + 1 \) is properly included in the corresponding class with threshold value \( \ell \), unless both classes are empty. Secondly, a security class allowing the same garbling to be used arbitrarily many times is properly included in the corresponding security class with any threshold value \( \ell \in \mathbb{N} \) (unless both are empty). Since there seem to be candidates in the class of arbitrary reusability (e.g. [74]), all the classes from reusability level \( \ell = 1 \) to arbitrary reusability are non-empty and the class with a greater reusability parameter is properly included into the class with a smaller reusability parameter.

We introduce a more comprehensive way of illustrating the relations between the classes of garbling schemes in publication II. We present the hierarchy as a Cartesian product of directed graphs. By Cartesian product \( G_1 \times G_2 \) we mean the directed graph having vertices in \( V = V_1 \times V_2 \). The directed edges of \( G_1 \times G_2 \) are found as follows. There is a directed edge from vertex \( u = (u_1, u_2) \) to \( v = (v_1, v_2) \) in \( G_1 \times G_2 \) whenever \( u_1 = v_1 \) and there is a directed edge from \( u_2 \) to \( v_2 \), or \( u_2 = v_2 \) and there is a directed edge from \( u_1 \) to \( v_1 \). In the presentation of the hierarchy for garbling schemes, the Cartesian product consists of three graphs. The first graph illustrates the relations between the security notions. The second graph shows the relations between the security models. The third graph is infinite and shows
the relations between the various adaptivity levels determined by the value of the reusability parameter $\ell$.

4.3 Projectivity and reusability

We extend the concept of reusability for projective garbling schemes in publication III. Projective garbling schemes allow the user to feed the input in smaller pieces, for example, bit by bit. This feature increases the practicality of garbling schemes. Therefore, it is natural to extend reusability to projective garbling schemes and investigate the security notions in this special case as well.

In publication III we define a new concept of security, \textit{bitwise adaptive security}, which generalizes the concept of fine-grained adaptivity in [17]. We obtain several results for these new classes of garbling schemes. Like in the general case of adaptivity, the classes of bitwise adaptively secure garbling schemes form an infinite chain with respect to the reusability parameter $\ell$. In addition, the hierarchy for classes of bitwise adaptively secure garbling schemes is similar to the hierarchy of adaptively secure garbling schemes. We also show that a bitwise adaptively secure garbling scheme does not have to be adaptively secure. However, if restricted to the subset of projective garbling schemes, then the class of bitwise adaptively secure garbling scheme is included in the corresponding class of adaptively secure garbling schemes.

Publication III left open some questions related to bitwise adaptive security. Publication IV provides answers to these questions. The first solved question is related to the general existence of bitwise adaptively secure reusable garbling schemes: how long must the garbled argument be so that the scheme can belong to certain security class? In order to achieve a secure garbling scheme in bitwise adaptive setting, there are certain conditions which must be fulfilled. One of these requirements is related to the encryption algorithm $\textrm{En}$. Namely, we prove in publication IV that the length of the encrypted version of the argument $x$ must be at least $nc \log k + n$, where $n$ is the length of $x$, $c$ a constant and $k$ the security parameter, under the condition that a projective garbling scheme $G$ achieves adaptive privacy, obliviousness or matchability-only at reusability level $\ell = 2$.

The second solved open question concerns the relations between the classes of bitwise adaptively secure reusable garbling schemes. In publication III it was left open whether there are conditions under which indistinguishability-based security could imply simulation-based security. We provide such a condition by introducing a new variant for efficient invertibility of side-information function $\Phi$ and evaluation algorithm $\textrm{ev}$ called bit-and componentwise efficient invertibility of $(\Phi, \textrm{ev})$. The existence of a bit-
and componentwise efficient \((\Phi, \text{ev})\)-inverter then ascertains, that privacy in indistinguishability model implies privacy in simulation model.

### 4.4 Garbling the argument first

In all previous publications, it is assumed that the function \(f\) to be evaluated is known prior to its argument \(x\). All security notions rely on this assumption: in all security games, the function is garbled either before or at the same time as the argument. However, in many practical situations, the argument is known before an applicable function is determined. Moreover, it might be that the same argument is to be run with several different functions. Using the established security definitions of a garbling scheme would yield the following: every time we want to use the same argument for a different function, we need to compute a new garbled function and a new garbled argument. To reduce the amount of unnecessary computations, we propose a new security definition, reverse-order adaptive security. In this model, first an argument is garbled in the security game, and only after getting the garbled argument the adversary needs to choose which functions to garble.

This generalization requires also a slight change in the definition of a garbling scheme. Instead of treating garbling schemes as 5-tuple of algorithms \((\text{Gb}, \text{En}, \text{Ev}, \text{De}, \text{ev})\), we define a garbling scheme as a 6-tuple \((\text{KeyGen}, \text{Ga}, \text{En}, \text{Ev}, \text{De}, \text{ev})\). The only difference in these definitions is that we split the original function garbling algorithm \(\text{Gb}\) into two separate algorithms \(\text{KeyGen}\) and \(\text{Ga}\). In previous models, the task of algorithm \(\text{Gb}\) is to compute the garbled function as well as the encryption and decryption keys \(e\) and \(d\). In our new model, algorithm \(\text{KeyGen}\) is used for generating three keys \(g, e\) and \(d\). The additional key \(g\) is used for computing the garbled function, so it is used as an input for algorithm \(\text{Ga}\) together with the function \(f\). The other four algorithms are similar in both the new and the old model. Figure 4.2 illustrates the new model of garbling scheme.

We prove several results regarding this new security notion. First, we show that adaptivity and reverse-order adaptivity are quite different notions except for the static security: adaptive security does not imply reverse-order adaptivity and vice versa for \(\ell \geq 2\). Secondly, we show that, similarly to adaptive security classes, the hierarchy of reverse-order adaptive security classes is either infinite or all security classes for \(\ell \in \mathbb{N}\) are empty. Thirdly, for a fixed reusability parameter \(\ell\), the relations between the models and notions are exactly the same for both adaptive and reverse-order adaptive classes.
Figure 4.2: Generalized model of a garbling scheme. Compared to the definition in [18], the diagram is the same except of the garbling algorithm $Gb$, which in our model is split to two separate algorithms $KeyGen$ and $Ga$.

4.5 Extending the model of side-information

As discussed in section 3.4, side-information function has a central role in measuring security of a garbling scheme – all security games depend on the choice of side-information function. Because of this central role of security definitions, it is crucial that the concept of side-information is appropriately defined.

The definition used by Bellare et al. in [18, 17] describes side-information function as a mapping which maps a function $f$ into a bit string. From this bit string depending only on function $f$, at least the length of argument $x$, the length of final evaluation result $y$ and the length of $f$ must be efficiently computable. In the case of logical circuits, this is a natural requirement. The same argument does not hold for e.g. Turing machines: the length of the input and the length of the output cannot generally be determined by the Turing machine only, demonstrating the fundamental differences between circuits and Turing machines.

The issue mentioned above has implications to the definition of side-information function. The side-information function cannot depend only on the function $f$. In publication VI, the model of side-information function is extended to achieve better compatibility with other computation models than circuits. In the extended model, the side-information depends on the encryption key $e$, the decryption key $d$, the function $f$ and the argument $x$.

The extended model also takes different types of attacks into account. In the established model, the algorithms $Gb$, $En$ and $De$ were considered to be run on secure environments. However, it is possible that these algorithms are targets of various side-channel attacks. This yields that information about the encryption key $e$, the decryption key $d$ and computation of $ev(f, x)$ might
leak. Therefore, it is natural that the extended model of side-information is dependent on $e, d, f$ and $x$.

Extending the model of side-information has also a positive side-effect. The new model of side-information simplifies the various security definitions of garbling schemes. In publication VI, we provide the new, simplified game definitions. We prove that the new definitions are compatible with the old definitions, when restricting the computation model to logic circuits. Furthermore, publication VI shows that all the known relations for security classes are preserved in the new model.

4.6 Garbling in privacy-preserving applications

Original publications VII and VIII suggest two scenarios in which garbling schemes can be used as a technique to enhance privacy for sensitive information. In publication VII we consider how to implement a privacy-preserving electronic surveillance system. In publication VIII, we extend electronic surveillance to more holistic monitoring that includes processing health data. This kind of application could be used e.g. for assisted living services.

In publication VII, we present a novel way of using garbling schemes to achieve privacy preservation in electronic surveillance and illustrate the power of garbling with an example scenario. An elderly person living alone is subscribing to a security service that includes electronic surveillance. The surveillance data is analyzed by a security company that has outsourced its data services onto a third-party cloud. Garbling allows the private analysis of the surveillance data on cloud - the cloud learns neither the surveillance data nor the analytics tool.

The advantage of our solution is that garbling provides flexibility for the system. The surveillance analytics tool can be almost anything, from comparisons to complex machine learning algorithms. Moreover, the function $f$ can be changed without the need to reconfigure the whole system, easing the system maintenance.

The biggest obstacles to implementing the described system is related to the implementation of efficient garbling schemes. There exist efficient garbling schemes (see section 4.3) that support one-time use of the garbling scheme. But regardling the analytics tool again for every surveillance data entry is not optimal from practical point-of-view. Reusable garbled circuits would solve this problem - however efficient garbling schemes supporting reusable garbled circuits are not yet known.

The example scenario presented in VII is not the only possible application for garbling. As another related example, a monitoring system can be installed in the homes of people using the services for assisted living. The party monitoring the data should not learn the habits of the person using
the system beyond the situations in which the person needs help. In this scenario, the security company may provide the monitoring services to the company providing the services for assisted living. This adds complexity to preserve privacy.

In publication VIII, we took the challenge of designing a privacy preserving monitoring system including both security and health features. Our example scenario is more complex, including four parties instead of three: a client, a security company, an assisted living service provider and a third-party cloud service provider. In this publication, we show how a garbling scheme can be used among these four parties. In addition, we demonstrate the efficiency of our solution by implementing a simplistic health assessment function and performing garbled computations on that function. The outcome of the experiment was that the garbled evaluation of this simple function is extremely fast, including the garbling phase. Also more complex functions appeared to be fast enough for an application requiring fast response times. As an example, a circuit with 400 000 gates is garbled and evaluated in less than 250 microseconds and a circuit with roughly 15 million gates is garbled and evaluated in less than 1 second.
Chapter 5

Conclusions and future work

In this thesis, we propose several new security classes for garbling schemes. We introduce a new security notion, matchability-only, which may be of practical interest since it provides an intermediate form between privacy and obliviousness. Furthermore, the amount of secure garbling schemes does not decrease when the matchability-only security notion is used instead of the privacy or the obliviousness notion.

Garbled circuits support only single-use of the same garbling. However, computations are often done with the same function but different arguments. For garbled circuits, this would mean that computing the garbled circuit should be done again every time a new evaluation takes place. This generates lots of unnecessary computations. As a solution, we have introduced an idea of leveled reusability in form of a reusability parameter. This parameter characterizes how many times it is secure to use the same garbled function with different argument queries.

We extended the reusability results to projective garbling schemes, which are a special case of general garbling schemes. If a garbling scheme is projective, then it supports garbling the argument in smaller pieces, even bitwise.

Reverse-order garbling is a new form of adaptivity, which flips the roles of the function and the argument. In many practical situations, the data stays the same whereas different algorithms are applied to it. As an example, medical information of a patient stays invariant, whereas different medical analytics algorithms may be applied to the data. Our new notion extends the security of garbling schemes also in this direction.

As a result of investigating the security notions and the relations between the security classes, we obtain a hierarchy which is represented as a directed graph Cartesian product. The product consists of three components: the security notion, the security model and the level of adaptivity. The resulting hierarchy is presented in fig. 5.1.
Figure 5.1: Hierarchy of garbling scheme classes represented as a Cartesian product of graphs. Lines \(\rightarrow\) show the inclusions between security classes and lines \(\not\rightarrow\) show that there is no inclusion. Colored vertices give the new security classes introduced in this work.

We also make a further theoretical remark concerning the fundamentals of the security concepts for garbling schemes. The security of garbling schemes is parameterized by side-information, which informally captures the information that is allowed to be leaked during the garbled evaluation. Garbled circuits leak different information compared to e.g. Turing machines. However, the established definition of garbling schemes relies on a model that fits circuits but fails to model e.g. Turing machines. We propose a new model of side-information that takes into account different models of computation in a more appropriate way. We prove that the new model is fully compatible with the established model when restricted to circuit garbling schemes.

This thesis also provides proposals for applications of garbling schemes. We consider the possibility of using garbling schemes for privacy-preserving electronic surveillance. We extend the idea of surveillance into more holistic monitoring of a client. In addition to surveillance, the various sensors and devices collect private health information of the client, in which case the system can be used for assisted living services. By implementing a simple, but still practical health indication function we show that garbling schemes are a potential solution for applications processing privacy-sensitive information.

The advantage of garbling schemes is that efficient implementations, especially for circuits, are known. However, garbled circuits have also some drawbacks. One of the biggest problems for garbling schemes is that the computational load is not distributed optimally. It is the client’s task to generate the appropriate representation of the algorithm, generate the keys for garbling as well as generate the garbled function and the garbled argument whereas the evaluator only runs the garbled evaluation. An important
question for future research is whether there exist methods to distribute the workload more evenly.

Another topic of future interest is whether there is need for further security definitions of garbling schemes. In this work, we have presented some, but practical applications may require new definitions. Still, some of the notions presented in this work do not yet have implementation. It would be interesting to see whether there is an efficient garbling scheme providing reusability for some $\ell \in \mathbb{N}$. Currently we know, that efficient solutions are known in static case as well as for $\ell = 1$. Furthermore, Goldwasser’s reusable garbled circuits [74] provide a candidate for reusability class enabling arbitrary reusability. However, these reusable garbled circuits do not have a known efficient solution, due to the fact that the construction is based on FHE for which no efficient solution is known.

If the improvements of garbling schemes become reality, garbling schemes may gain new application areas, even in cryptographic applications. Then, garbling schemes would truly achieve the status of being a cryptographic primitive rather than a mere cryptographic technique.
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Omitted proofs

In original publications, proofs of some theorems have been omitted. This chapter contains the omitted proofs of these theorems. These proofs have been left out from the papers due to strict page limits imposed by the publication venues. However, the proofs are included in this work for completeness. Sections in this chapter contain only the proofs, the theorems are not repeated since they can be found in the original publications.

6.1 Original publication III

Proof of Theorem 2: For the security notions of privacy and matchability-only, we prove the claim only under the following assumption (\(*\)). For obliviousness, this additional assumption is not needed.

Assumption (\(*\)) We assume that there exist two functions \(f_0, f_1\) and two arguments \(x_0 \neq x_1\) such that \(\Phi(f_0) = \Phi(f_1)\) and \(ev(f_0, x_0) = ev(f_1, x_1)\).

For example, if there exists a function \(f\) such that the evaluation of \(f\), i.e. \(ev(f, \cdot)\), is not injective then the assumption (\(*\)) holds.

There are pathological cases where the assumption (\(*\)) does not hold. For instance, if both \(\Phi\) and \(ev\) are identity functions then all garbling schemes are prv.yyy.padap\(_t\) and mao.yyy.padap\(_t\) secure. In this case, even a trivial garbling scheme that uses identity functions for garbling is secure (for indistinguishability).

The same assumption (\(*\)) is needed when proving the following theorems: Theorem 1 and Theorem 2 in publication II, Theorem 1, Theorem 2 and Theorem 4 in publication III, Theorem 3 and Theorem 4 in publication V and Theorem 5 in publication VI. The assumption is needed for the privacy and matchability-only notions whereas for the obliviousness notion the results hold without this additional assumption. If we did not make the assumption (\(*\)) for privacy and matchability-only security classes, then
in some situations all garbling schemes would be secure and the hierarchy would collapse. On the other hand, all inclusions are proper for garbling schemes achieving obliviousness, even in the case of pathological evaluation algorithms.

The inclusion $\mathcal{F}_s \subseteq \mathcal{F}_\ell$ clearly holds for any $\ell \in \mathbb{N}$, so we have the inclusion

$$\mathcal{F}_s \subseteq \bigcap_{\ell=1}^{\infty} \mathcal{F}_\ell.$$

If $\bigcap_{\ell=1}^{\infty} \mathcal{F}_\ell = \emptyset$ holds then we must have that $\mathcal{F}_s = \emptyset$ since $\mathcal{F}_s$ is a subset of $\bigcap_{\ell=1}^{\infty} \mathcal{F}_\ell = \emptyset$.

Let us assume that $\bigcap_{\ell=1}^{\infty} \mathcal{F}_\ell$ is non-empty. Our aim is to prove that there is a garbling scheme in $\bigcap_{\ell=1}^{\infty} \mathcal{F}_\ell$ which does not belong to $\mathcal{F}_s$.

Let $\mathcal{G} = (\mathcal{Gb}, \mathcal{En}, \mathcal{Ev}, \mathcal{De}, \mathcal{Ev})$ be a garbling scheme in $\bigcap_{\ell=1}^{\infty} \mathcal{F}_\ell$. We construct a garbling scheme $\mathcal{G}' = (\mathcal{Gb}', \mathcal{En}', \mathcal{Ev}', \mathcal{De}, \mathcal{Ev})$ by modifying the algorithms $\mathcal{Gb}$, $\mathcal{En}$ and $\mathcal{Ev}$ of garbling scheme $\mathcal{G}$ as follows.

The modified encrypting algorithm $\mathcal{En}'$ consists of three parts. The first part contains the original encrypting algorithm $\mathcal{En}$ from garbling scheme $\mathcal{G}$. The second part is a completely independent, symmetric, non-deterministic, secure encryption scheme $\mathcal{En}$ that is used to encrypt $x_i$ with an independent key which will be denoted by $\hat{e}$. This independent encryption key $\hat{e}$ is generated by the garbling algorithm $\mathcal{Gb}'$. For the third part, we use a secret sharing scheme which is also constructed by the garbling algorithm $\mathcal{Gb}'$. The secret is the encryption key $\hat{e}$ which is divided into $t$ shares, where any subset of $k$ shares of the secret is sufficient to reconstruct the key $\hat{e}$. Here, $k$ represents the security parameter in the garbling scheme $\mathcal{G}$.

The garbled argument bit $X'_i$ is obtained with algorithm $\mathcal{En}'$ as follows: $\mathcal{En}'((e, \hat{e}, t \text{ shares}), x_i) = (\mathcal{En}(e, x_i), \mathcal{En}(\hat{e}, x_i), s) = (X_i, \hat{X}_i, s)$ where $s$ is a random share of $\hat{e}$.

The garbling algorithm $\mathcal{Gb}'$ creates $(F', e', d')$ by using algorithm $\mathcal{Gb}$ to generate $(F, e, d)$. In addition, it has to create $\hat{e}$ by taking the security parameter $k$ into account (the encryption with $\hat{e}$ cannot be breakable in polynomial time with respect to $k$). Moreover, $\mathcal{Gb}'$ creates $t$ shares of $\hat{e}$. The output of algorithm $\mathcal{Gb}'$ is $(F', e', d')$ where $F' = ((F, \hat{F}), e' = (e, \hat{e}, t \text{ shares of key } \hat{e})$ and $d' = d$. The components of $F'$ consist of the garbled function $F$ (generated by $\mathcal{Gb}$) and encrypted function $\hat{F} = \mathcal{En}(\hat{e}, f)$.

The garbled evaluation algorithm $\mathcal{Ev}'$ takes $((F, \hat{F}), (X, \hat{X}, s))$ as its inputs. Here $X = X_1 \ldots X_n$ is the fully specified garbled input which is obtained by using $\mathcal{En}$ of garbling scheme $\mathcal{G}$ whereas $\hat{X} = \hat{X}_1 \ldots \hat{X}_n$ is the fully specified argument encrypted with the independent key $\hat{e}$. Finally, $S = \{s_1, \ldots, s_n\}$ is the set of $n$ random shares of secret $\hat{e}$. The algorithm omits the new parts $\hat{F}, \hat{X}, s$ and computes $Y = \mathcal{Ev}'((F, \hat{F}), (X, \hat{X}, s)) = \mathcal{Ev}(F, X)$.
First we prove that $G' \in \bigcap_{\ell=1}^{\infty} F_{\ell}$. To do that, we first prove that $G' \in F_{\ell}$ for all $\ell \in \mathbb{N}$ from which the claim follows. Consider an arbitrary adversary playing the game related to class $F_{\ell}$. The win probability of the adversary now depends on the parameters $\ell$ and $k$, because these two variables determine whether the adversary could have enough shares to reconstruct the second encryption key $\hat{e}$. If $k > n \cdot \ell$ then the adversary does not have enough shares to reconstruct $\hat{e}$, and the advantage in the game will be the same as the adversary would have with respect to garbling scheme $G$, i.e. the advantage is negligible.

Finally, consider the claim $G' \notin F_*$. An adversary playing the game related to $F_*$ is allowed to call INPUT procedure arbitrarily many times, especially more than $k$ times. If the adversary calls INPUT procedure $k^2$ times then the well-known approximations related to birthday paradox imply that there is a non-zero probability, not depending on $k$, to get all the shares. Consequently, the adversary has a non-zero probability, not depending on $k$, to win the game. Let us now show why this is the case.

Here we need the assumption $(\ast)$ mentioned in the beginning. Shares of the encryption key $\hat{e}$ do not help unless there are at least two different possible inputs. These two can then be told apart once all shares are available.

When the adversary plays the indistinguishability-based security game, the adversary chooses $f_0, f_1, x_0$ and $x_1$ such that the properties of assumption $(\ast)$ are satisfied. All the tests in the game are passed with these inputs and the adversary gets $(F, \hat{F})$ and $(X, \hat{X})$. Since there are enough shares to recover the encryption key $\hat{e}$, the adversary can decrypt $\hat{F}$ and $\hat{X}$. The decryptions of $\hat{F}$ and $\hat{X}$ now reveal which of the functions and which of the corresponding arguments have been used in the garbling. In this case, the adversary is always able to win the game.

We have assumed that there are elements $f_0, f_1, x_0$ and $x_1$ which satisfy the properties of assumption $(\ast)$. When the adversary plays a simulation-based security game, he chooses randomly one of the functions $f_0, f_1$ and the corresponding argument, $x_0$ or $x_1$. It follows that the simulator in the game does not have a chance to distinguish which of $(f_0, x_0)$ or $(f_1, x_1)$ has been chosen by the adversary. The simulator outputs $(F, \hat{F})$ and $(X, \hat{X})$ in usual way. Since there are enough shares to recover the encryption key $\hat{e}$, the adversary can decrypt $\hat{F}$ and $\hat{X}$. Now, there is at least $50\%$ chance that the decryptions of $\hat{F}$ and $\hat{X}$ are not representing the function and the argument chosen by the adversary. In this case, the adversary is able to always win the game.

In both cases, being able to decrypt $\hat{F}$ and $\hat{X}$ leads to ability to win the game. This happens with a positive probability, not depending on the security parameter $k$. This leads to non-negligible advantage of the adversary,
implying that the garbling scheme $G'$ does not belong to $F$. This completes the proof.

\[\square\]

**Proof of Theorem 3:** Let us first consider the inclusion $F \subseteq C$. Let $G$ be a garbling scheme in class $F$. We prove that $G$ belongs also to class $C$.

Let $A$ be an arbitrary adversary playing the security game against garbling scheme $G$ in class $C$. We construct another adversary $A'$ playing the corresponding security game related to class $F$. Adversary $A'$ uses $A$ as a subroutine as follows. The game related to class $F$ starts with INITIALIZE, after which $A'$ should give its input to GARBLE procedure. Instead, it tells adversary $A$ to start a game related to class $C$. Now, adversary $A$ presumes to play the actual security game related to $C$, but the game is actually emulated by $A'$. Adversary $A$ sends its input for GARBLE procedure (of $C$ game) to $A'$. $A'$ sends the input from $A$ to its GARBLE in $F$ game and gets an output. $A'$ sends this output to $A$ who now proceeds to INPUT procedure. $A$ starts sending its arguments, where all the $m$ bits are fully specified, to $A'$. Every time $A'$ gets a fully specified garbled argument of length $n$, $A'$ makes $n$ queries to its INPUT by sending $A'$'s argument bit by bit (the order in which the bits are sent does not matter). $A'$ sends the fully specified garbled argument to $A$ after getting all $n$ garbled argument bits. Then $A$ may make a new INPUT query or proceed to FINALIZE. $A'$ does the same as $A$ does. Because $A$ is an adversary playing the game related to $C$, $A$ can make at most $\ell$ INPUT queries. Therefore, if $A$ uses all $\ell$ allowed queries, $A'$ must make $n \cdot \ell$ queries to INPUT in the game related to $F$, and this is exactly the maximum number of allowed INPUT queries for adversary $A'$ in $F$ game.

Let us now consider the advantage of both adversaries. The answer of adversary $A'$ to FINALIZE procedure in $F$ game is exactly the same as the answer of adversary $A$ in $C$ game. Therefore, the probability that adversary $A'$ wins its $C$ game is the same as the probability that $A$ wins its $F$ game. This implies that the advantages of both adversaries are equal. According to our assumption, $G$ belongs to security class $F$ and because the advantage of any adversary playing the game related to class $F$ is negligible, the advantage of $A'$ is negligible. But $A$ has the same advantage in his game which is now negligible. Moreover, we assumed $A$ to be an arbitrary adversary which now implies that garbling scheme $G$ belongs to security class $C$ as well.

Next consider the claim $F \neq C$. We have to show that there is a garbling scheme in class $C$ which does not belong to the class $F$. The class $C$ consists of all adaptively secure garbling schemes, including garbling schemes which do not have the projectivity property. On the other hand, all the garbling schemes in $F$ are projective. Therefore, a non-projective, adaptively secure
garbling scheme belongs to $C_\ell$ but not to $F_\ell$, which proves the claim $F_\ell \neq C_\ell$. □

**Proof of Theorem 4:** Our aim is to prove that there exists a garbling scheme which belongs to class $F_\ell$ but does not belong to class $C_{\ell+1}$. We construct a garbling scheme $G'$ starting from an arbitrary garbling scheme $G = (\mathcal{Gb}, \mathcal{En}, \mathcal{De}, \mathcal{Ev}, \mathcal{Ev}) \in F_\ell$ by modifying algorithms $\mathcal{Gb}$, $\mathcal{En}$ and $\mathcal{Ev}$. The modifications to $\mathcal{Gb}$ and $\mathcal{Ev}$ are the same as the modifications made in proofs of Theorem 1 and Theorem 2 in this same publication III.

We modify the encryption algorithm $\mathcal{En}$ as follows. The modified algorithm $\mathcal{En}'$ takes $(e, \hat{c}, x, \{s_1, s_2, \ldots, s_\ell\})$ as input and outputs $(X, \hat{X}, s)$. Here, the key $\hat{c}$ is an encryption key from an independent, secure, symmetric, non-deterministic encryption scheme $(\mathcal{En}, \mathcal{De})$. We encrypt the argument $x$ with this independent key. The encrypted argument is denoted by $\hat{X} = \mathcal{En}(\hat{c}, x)$. The third component $s$ is a randomly chosen share of the secret, which in this case is the encryption key $\hat{c}$. The encryption keys $e$, $\hat{c}$ and the shares of $\hat{c}$ are generated by the garbling algorithm $\mathcal{Gb}$.

The independent encryption scheme $(\mathcal{En}, \mathcal{De})$ is used to encrypt also the function $f$. The encryption of $f$ with the independent key $\hat{c}$ is denoted by $\mathcal{En}(\hat{c}, f) = \hat{F}$. The garbling algorithm $\mathcal{Gb}'$ first generates the keys $e$, $\hat{c}$, $d$ and the shares of $\hat{c}$. Then it constructs the garbled function $\hat{F}$ and the encrypted function $\hat{F}$. Depending on the security notion, the garbling algorithm $\mathcal{Gb}'$ returns $(\hat{F}, \hat{F}, d)$ (privacy) or $(\hat{F}, \hat{F})$ (matchability-only, obliviousness).

The encryption of the $i$th input bit consists of the garbled argument bit $X_i$, the encrypted argument bit $\hat{X}_i = \mathcal{En}(\hat{c}, x_i||i||r)$ and a share chosen from the $t$ shares of key $\hat{c}$. We denote the garbled argument bit by $\overline{X}_i = (X_i, \hat{X}_i, s)$. The choice of the share $s$ is performed as follows. Let $h$ be a hash function that takes two inputs, $i$ and $r$, and returns an integer $j \in \{1, \ldots, t\}$. The $t$ shares of $\hat{c}$ are indexed from 1 to $t$, and the value of $h(i, r)$ tells which of the shares has been chosen. The number of shares needed to reconstruct $\hat{c}$ is $n \cdot \ell + 1$.

Let us now consider the projectivity of the modified scheme $G'$. Let $x = x_1 \ldots x_n$ and $x' = x'_1 \ldots x'_n$ be two bit strings of length $n$. Let $\overline{X}$ and $\overline{X'}$ be the garbled arguments for $x$ and $x'$ in scheme $G'$. The arguments $x$ and $x'$ have been encrypted using the same randomness value $r$ and the same encryption key $e$, as is assumed in the definition of projectivity. The garbled arguments $\overline{X}$ and $\overline{X'}$ can be presented in form $\overline{X} = \overline{X}_1 \ldots \overline{X}_n$ and $\overline{X'} = \overline{X'}_1 \ldots \overline{X'}_n$ where $\overline{X}_i = (X_i, \hat{X}_i, s_{h(i, r)})$ and $\overline{X'}_i = (X'_i, \hat{X}'_i, s_{h(i, r)})$ for all $i \in [1, n]$. If $x_i = x'_i$ then we have that $\overline{X}_i = \overline{X'}_i$. This follows from the following facts. First of all, we have that $X_i = X'_i$ because we assumed that the garbling scheme $G$ is projective and these two garbled arguments were constructed using scheme $G$. Secondly, $\hat{X}_i = \hat{X}'_i$: the decryptions of $\hat{X}_i$ and $\hat{X}'_i$ must be equal, since they were both encrypted with the same encryption.
key \hat{e}. Lastly, the shares of of key \hat{e} are also equal since the choice of the share depends only on the index \( i \) and the randomness value \( r \) which are the same for arguments \( x_i \) and \( x'_i \). This now shows that our claim holds: if \( x_i = x'_i \) then \( X_i = X'_i \).

Conversely, if \( \hat{X}_i = \hat{X}'_i \) then we have that \( X_i = X'_i \), \( \hat{X}_i = \hat{X}'_i \) and the secret shares are equal. Now we must have that \( x_i = x'_i \). This follows from the projectivity of \( G \) and \( X_i = X'_i \) (which were constructed with the scheme \( G \)). This now shows that the projectivity property holds for the garbling scheme \( G' \).

Now we show that the garbling scheme \( G' \) belongs to class \( F_\ell \). First of all, the garbling scheme \( G' \) uses the garbling algorithm \( G_b, E_n \) and \( Ev \) from garbling scheme \( G \) and garbling scheme \( G \) is in \( F_\ell \). We show that the parts \( \hat{F}, \hat{X} \) and the shares of \( \hat{e} \) are not useful in trying to get the garbling scheme \( G' \) out of the class \( F_\ell \). The number of shares received by the adversary along with every garbled argument bit is at most \( n \cdot \ell < n \cdot \ell + 1 \). These \( n \cdot \ell \) shares are not useful in reconstructing \( \hat{e} \) and thus the adversary is not able to recover \( f \) or \( x_i \)'s. To conclude, getting \( n \cdot \ell \) shares of key \( \hat{e} \) does not increase the winning probability of the adversary, so the garbling scheme \( G' \) belongs to class \( F_\ell \).

Next we show that the constructed scheme \( G' \) does not belong to class \( C_{\ell+1} \). Every garbled argument bit carries a share of secret, and a fully specified argument thus reveals \( n \) shares of the secret. An adversary playing the game related to class \( C_{\ell+1} \) now may get as many as \( n \cdot (\ell + 1) > n \cdot \ell + 1 \) shares of the secret. Thus the adversary is allowed to get enough shares to reconstruct \( \hat{e} \) with certain positive probability that does not depend on the security parameter \( k \). As a consequence, this adversary has a chance (that does not depend on \( k \)) of recovering \( f \) and \( x \).

Now we show that, using \( f \) and \( x \), the adversary has a non-negligible advantage in finding the correct challenge bit \( b \) and winning the game. We consider this claim in indistinguishability-based and simulation-based games separately. Here we make use of the assumption (\(*\)) presented in the proof of Theorem 2 above.

If the adversary plays indistinguishability-based game then the adversary chooses two \( \hat{F} \) functions \( f_0, f_1 \) and two arguments \( x_0, x_1 \) satisfying the three properties of assumption (\(*\)). Because the adversary now has a positive probability, not depending on the security parameter \( k \), to reconstruct \( \hat{e} \) using his secret shares, he has a positive chance to decrypt \( \hat{F} \) and \( \hat{X} \). The decryption of \( \hat{F} \) reveals which of the two functions, \( f_0 \) or \( f_1 \), was garbled and the decryption of \( \hat{X} \) reveals which of the corresponding arguments was garbled. In either case the challenge bit \( b \) is revealed to the adversary.

In simulation-based game, the adversary chooses either \((f_0, x_0)\) or \((f_1, x_1)\) where \( f_0, f_1, x_0 \) and \( x_1 \) satisfy the three properties of assumption
Let us denote the choice of adversary by \((f, x)\). We will now show that there is an adversary that has always a chance to win the security game if the adversary is able to decrypt \(\hat{F}\) or \(\hat{X}\). We consider the privacy, the obliviousness and the matchability-only notions separately.

In the privacy notion, the simulator gets \(\Phi(f)\) as input when it generates \((F, \hat{F}, d)\) and \((\Phi(f), y)\) when it generates \((X_i, \hat{X}_i, s)\). Now, since the adversary has enough shares and is able to reconstruct \(\hat{e}\), the adversary has a chance to decrypt \(\hat{F}\) and \(\hat{X}\). If these were generated by the real garbling and encryption algorithms, then \(\hat{F}\) is decrypted to \(f\) and \(\hat{X}\) is decrypted to \(x\). We assumed that there are inputs \(f_0, f_1, x_1\) and \(x_2\) which satisfy the properties of assumption \((\ast)\). The input \((f, x)\) chosen by the adversary represents either \((f_0, x_0)\) or \((f_1, x_1)\). The simulator is not able to distinguish which of the two inputs was chosen by the adversary because the inputs to the simulator are the same in both cases. Therefore, if \(\hat{F}\) and \(\hat{X}\) were generated by the simulator, then there is a 50% chance that either \(\hat{F}\) is not decrypted to \(f\) or \(\hat{X}\) is not decrypted to \(x\).

In matchability-only notion, the simulator gets the same input as in the privacy notion. Therefore, the same arguments can be used for showing that there is an adversary that has a chance to distinguish the simulator-generated \(\hat{F}\) and \(\hat{X}\) from those generated by the real garbling algorithms \(\text{Gb}'\) and \(\text{En}'\).

In the obliviousness notion, the simulator gets only \(\Phi(f)\) as its input when it generates the garbled function \(F' = (F, \hat{F})\) or the garbled argument \(X' = (X, \hat{X}, s)\). In this case, the simulator does not get \(y\) as its input. The simulator’s work of finding \(\hat{X}\) such that \(\hat{X}\) is decrypted to \(x\) cannot become easier when it is not given \(y\) as input. We can use the above arguments to show that there is at least 50% that the simulator generates \(F'\) and \(X'\) such that either the decryption of \(\hat{F}\) is different from \(f\) or the decryption of \(\hat{X}\) is different from \(x\). In either case, the adversary has a chance to find out the value of the challenge bit.

In all above cases, the adversary gets enough shares of \(\hat{e}\), i.e. \(n \cdot (\ell + 1)\), the adversary has a positive probability, not depending on \(k\), to decrypt \(\hat{F}\) and \(\hat{X}\). This implies that the adversary has a chance to find out which function \(f\) and argument \(x\) represent the encrypted counterparts \(F\) and \(X\). This in turn reveals, with certain probability (that does not depend on \(k\)), the value of the challenge bit. In this case the adversary always wins the game. This implies that the adversary has a non-negligible advantage (not depending on \(k\)) in the game.

As a conclusion, learning \(f\) and \(x\) reveals the challenge bit \(b\). Therefore, the adversary always has a non-negligible advantage (not depending on \(k\)) in the security game for class \(C_{\ell+1}\). This shows that \(G' \notin C_{\ell+1}\). □

Proof of Theorem 6:
For the first part, let us assume that a garbling scheme $G$ is \textit{prv.ind.padap}$_\ell$ secure. Our aim is to prove that $G$ is also \textit{mao.ind.padap}$_\ell$ secure.

The only difference between \textit{PrvIndPadap}$_\ell$ and \textit{MaoIndPadap}$_\ell$ games is the \texttt{GARBLE} procedure. In \textit{PrvIndPadap}$_\ell$ game the adversary gets $(F, d)$ whereas in \textit{MaoIndPadap}$_\ell$ game the adversary gets solely $F$. The \texttt{INPUT} procedures give the same amount of information for both adversaries, because the procedures are identical and called equally many times (from 0 to at most $n \cdot \ell$ times).

Therefore, having less information in \textit{MaoIndPadap}$_\ell$ game cannot increase the adversary’s winning probability compared to the win probability in \textit{PrvIndPadap}$_\ell$ game. This implies that the adversary’s advantage in game \textit{MaoIndPadap}$_\ell$ is smaller than or equal to the advantage in game \textit{PrvIndPadap}$_\ell$. Since we assumed that $G$ is \textit{prv.ind.padap}$_\ell$ secure, adversary’s advantage in game \textit{PrvIndPadap}$_\ell$ is negligible. This implies that the advantage in game \textit{MaoIndPadap}$_\ell$ is also negligible, which now proves that $G$ is \textit{mao.ind.padap}$_\ell$ secure.

For the second part, let us assume that a garbling scheme $G$ is \textit{obv.ind.padap}$_\ell$ secure. Our aim is to prove that $G$ is also \textit{mao.ind.padap}$_\ell$ secure.

The \texttt{GARBLE} procedures for both games \textit{ObvIndPadap}$_\ell$ and \textit{MaoIndPadap}$_\ell$ are equal, whereas the \texttt{INPUT} procedures differ. If \texttt{INPUT} procedure is called less than $n$ times on the same argument, then the adversary in \textit{ObvIndPadap}$_\ell$ game has the same amount of information as the adversary in the \textit{MaoIndPadap}$_\ell$ game. Every time the \texttt{INPUT} is called $n$ times and one argument becomes fully specified, then the \textit{MaoIndPadap}$_\ell$ adversary must pass the evaluation test $\text{ev}(f_0, x_0) = \text{ev}(f_1, x_1)$ which is not a part of \textit{ObvIndPadap}$_\ell$ game.

Having to pass the test cannot be easier than not having the test at all. Therefore, the adversary’s winning probability in game \textit{MaoIndPadap}$_\ell$ cannot be greater than in game \textit{ObvIndPadap}$_\ell$. This implies that the adversary’s advantage in game \textit{MaoIndPadap}$_\ell$ is smaller than or equal to the advantage in game \textit{ObvIndPadap}$_\ell$. Since we assumed $G$ to be \textit{obv.ind.padap}$_\ell$ secure, the advantage in game \textit{ObvIndPadap}$_\ell$ is negligible. This implies that the advantage in game \textit{MaoIndPadap}$_\ell$ is also negligible, which now proves that $G$ is \textit{mao.ind.padap}$_\ell$ secure.

\textbf{Proof of Theorem 7:} First consider the claim $\text{GS}($\textit{prv.sim.padap}$_\ell$$) \subseteq \text{GS}($\textit{mao.sim.padap}$_\ell$$)$. To prove the claim, let $G$ be a \textit{prv.sim.padap}$_\ell$ secure garbling scheme. Our aim is to prove that $G$ is also a \textit{mao.sim.padap}$_\ell$ secure garbling scheme.

Let $A$ be an arbitrary adversary playing the game \textit{MaoSimPadap}$_\ell$. We construct an adversary $B$ for game \textit{PrvSimPadap}$_\ell$. Adversary $B$ uses $A$ as
Let us consider the two games PrvSimPadap\(_{\ell}\) and MaoSimPadap\(_{\ell}\). The only difference in PrvSimPadap\(_{\ell}\) and MaoSimPadap\(_{\ell}\) games is the GARBLE procedure. In PrvSimPadap\(_{\ell}\) game adversary \(B\) gets \((F,d)\) whereas in MaoSimPadap\(_{\ell}\) game adversary \(A\) gets \(F\) without \(d\). Therefore, in the game PrvSimPadap\(_{\ell}\) adversary \(B\) is allowed to compute \(y\) by using the decryption key \(d\) whereas in MaoSimPadap\(_{\ell}\) adversary \(A\) has no \(d\). The INPUT procedures give the same amount of information for both adversaries, because the procedures are identical and called equally many times (from 0 to at most \(\ell\) times). Hence, adversary \(B\) is able to correctly emulate the game MaoSimPadap\(_{\ell}\) to adversary \(B\), so adversary \(A\) may use other strategies than guessing when it gives its answer \(b_A\) to adversary \(B\). Since adversary \(B\) uses \(A\)'s answer in his game and the correct answer \(b\) is the same in both games, both adversaries have the same winning probability in their games.

This implies that the advantage of adversary \(A\) in game MaoSimPadap\(_{\ell}\) is the same as the advantage of adversary \(B\) in the PrvSimPadap\(_{\ell}\) game. Since we assumed that \(G\) is a prv.sim.padap\(_{\ell}\) secure garbling scheme, the advantage in PrvSimPadap\(_{\ell}\) game is negligible for adversary \(B\). Thus, the advantage of an arbitrary adversary \(A\) in MaoSimPadap\(_{\ell}\) game is negligible. This proves that \(GS(PrvSimPadap_{\ell}) \subseteq GS(MaoSimPadap_{\ell})\).

Then consider the claim \(GS(obv.sim.padap_{\ell}) \subseteq GS(mao.sim.padap_{\ell})\). To prove the claim, let \(G\) be a obv.sim.padap\(_{\ell}\) secure garbling scheme. Our aim is to prove that \(G\) is also a mao.sim.padap\(_{\ell}\) secure garbling scheme.

Let \(A\) be an arbitrary adversary playing the game MaoSimPadap\(_{\ell}\). We construct an adversary \(B\) for game ObvSimPadap\(_{\ell}\). Adversary \(B\) uses \(A\) as subroutine in the same manner as in the proof of Theorem 5 in this publication III.

Let \(S\) be the simulator for adversary \(B\) in game ObvSimPadap\(_{\ell}\). The simulator \(S\) is takes \((1^k, \Phi(f))\) as input when it is called in GARBLE procedure. In INPUT procedure, the simulator \(S\) takes \((i, |Q|)\). Using simulator \(S\), we construct a simulator \(S'\) for adversary \(A\) in game MaoSimPadap\(_{\ell}\). When the simulator \(S'\) is called with input \((1^k, \Phi(f))\) in GARBLE procedure in game MaoSimPadap\(_{\ell}\) then \(S'\) calls simulator \(S\) with the same input \((1^k, \Phi(f))\). When the simulator \(S'\) is called with input \((\tau, i, |Q|)\) in the INPUT procedure in game MaoSimPadap\(_{\ell}\) then \(S'\) omits the first part \(\tau\) in its input and calls \(S\) with input \((i, |Q|)\).

First, the actual game ObvSimPadap\(_{\ell}\) begins with adversary \(B\). Adversary \(B\) is asked to provide input, a function \(f\), to the GARBLE procedure. Instead of choosing the input himself, adversary \(B\) asks adversary \(A\) to start game MaoSimPadap\(_{\ell}\). Adversary \(A\) presumes to play the actual MaoSimPadap\(_{\ell}\), not an emulated game. Therefore, when \(B\) asks for
a function as input to GARBLE procedure in MaoSimPadapℓ game, adversary A sends a function \( f \) to B. Adversary B then sends the function \( f \) to his GARBLE procedure in game ObvSimPadapℓ. Based on the challenge bit, GARBLE procedure in the actual game either uses the garbling algorithm or the simulator \( S \) to generate the garbled function \( F \) as output. \( F \) is sent to adversary B who sends it to adversary A.

Then adversary is asked to provide an argument bit as input to INPUT procedure. Again, B does not choose the argument bit himself; instead he asks adversary A to provide an argument bit as input to the INPUT procedure in the emulated game. Adversary A sends his input \((i, c)\) to adversary B who sends it to his INPUT procedure. The INPUT procedure in B’s game now generates garbled argument \( F \) by using either the garbling algorithm \( E_n \) or the simulator \( S \). The INPUT procedure sends \( F \) to B who sends it to A.

The above construction shows that adversary B is able to correctly emulate the MaoSimPadapℓ game with simulator \( S' \) for adversary A. Therefore, adversary A cannot distinguish whether he plays an actual MaoSimPadapℓ game or an emulated MaoSimPadapℓ game. Adversary A is able to answer the challenge of game MaoSimPadapℓ. Adversary B uses A’s answer in his game. Furthermore, the answer \( b \) in both games is the same. Consequently, both adversaries have the same winning probability in their games and hence the advantage of both adversaries in their games are also equal.

According to our assumption, \( G \) is a ObvSimPadapℓ secure garbling scheme: There is a simulator such that the advantage of B is negligible. Let the simulator \( S \) mentioned above be such a simulator. Now, the simulator \( S' \) constructed above is such that the simulator \( S' \) makes the advantage of A the same as the advantage of adversary B. In other words, we have found a simulator such that the advantage of adversary A is negligible. This now proves the claim \( GS(\text{obv.sim.padap}_\ell) \subseteq GS(\text{mao.sim.padap}_\ell) \) which concludes the proof. □

6.2 Original publication V

Proof of Theorem 4:

It is fairly obvious that \( \mathcal{R}_s \subseteq \mathcal{R}_\ell \) for any \( \ell \in \mathbb{N} \) because the adversary playing the game related to \( \mathcal{R}_s \) can always make arbitrarily many calls to GARBLE_ARG procedure, especially exactly \( \ell \) calls. The claim \( \mathcal{R}_s \subseteq \bigcap_{\ell=1}^{\infty} \mathcal{R}_\ell \) follows.

The second part of the theorem claims that there is a garbling scheme that belongs to the intersection \( \bigcap_{\ell=1}^{\infty} \mathcal{R}_\ell \) but does not belong to the class \( \mathcal{R}_s \), assuming that the intersection is nonempty. To prove this claim, we start with a garbling scheme \( G = (\text{KeyGen}, G_a, E_n, D_e, E_v, ev) \in \bigcap_{\ell=1}^{\infty} \mathcal{R}_\ell \) and
construct another garbling scheme $G' = (\text{KeyGen}', \text{Ga}', \text{En}', \text{De}, \text{Ev}', \text{ev})$ as follows.

The modified key generation algorithm $\text{KeyGen}'$ takes $(1^k, m, n, p)$ as input and outputs $(g', e', d)$ where $g' = (g, g_2, t$ shares of key $g_2)$ and $e' = (e, g_2)$. Keys $g$, $e$ and $d$ are generated by the key generation algorithm $\text{KeyGen}$ of garbling scheme $G$. The key $g_2$ in is an encryption key from a completely independent symmetric, non-deterministic encryption scheme. We use key $g_2$ to encrypt both the argument $x$ and the function $f$ with encryption algorithm $\text{En}_2$. For the third component of $g'$, we construct a secret sharing scheme where the key $g_2$ is the secret divided into $t$ shares. Exactly $k$ shares are needed to reconstruct $g_2$, where $k$ represents the security parameter.

The modified garbling algorithm $\text{Ga}'$ takes $g' = (g, g_2, t$ shares), $f$ as input and computes $(F, F_2, s)$ where $F = \text{Ga}(g, f)$, $F_2 = \text{En}_2(g_2, f)$ and $s$ is a random share of key $g_2$. The modified encryption algorithm $\text{En}'$ takes $((e, g_2), x)$ as input and outputs $(X, X_2)$ where $X = \text{En}(e, x)$ and $X_2 = \text{En}_2(g_2, x)$. The modified garbled evaluation function $\text{Ev}'$ takes $((F, F_2, s), (X, X_2))$ as input. The algorithm omits all new parts $F_2$, $X_2$, $s$ and computes $Y = \text{Ev}(F, X)$.

First we prove that $G' \in \bigcap_{\ell=1}^{\infty} R_\ell$. To do that, we first prove that $G' \in R_\ell$ for all $\ell \in \mathbb{N}$ from which the claim follows. Consider an arbitrary adversary playing the game related to class $R_\ell$. The win probability of the adversary now depends on the parameters $\ell$ and $k$, because these two variables determine whether the adversary could have enough shares to reconstruct the second encryption key $e_2$. If $k > \ell$ then the adversary does not have enough shares to reconstruct $e_2$. In this case, the advantage in the game will be the same as in the game related to the original garbling scheme $G$, i.e. the advantage is negligible. Parameter $k$ can always be chosen in the way that $k > \ell$ holds, which ascertains that $G' \in R_\ell$.

We still have to prove the claim $G' \not\in R_*$. An adversary playing the game related to $R_*$ is allowed to call $\text{GARBLE_FUNC}$ procedure arbitrarily many times, especially more than $k$ times. If the adversary calls $\text{GARBLE_FUNC}$ procedure $k^2$ times then the well-known approximations related to birthday paradox imply that there is a non-zero probability, not depending from $k$, to find key $e_2$ and hence win the game by decrypting $F_2$. Next we show why this is the case.

The adversary can always choose the functions in the security game related to class $R_*$. We consider next the indistinguishability-based and simulation-based games separately.

If the game is related to indistinguishability-based security notion then the adversary chooses two functions $f_0, f_1$ and two arguments $x_0, x_1$ which satisfy the three properties in assumption $(\ast)$. These inputs pass all the tests in the game and hence the adversary is able to get $F_2$ and $X_2$. In
addition, the adversary is able to recover the encryption key $e_2$ using the shares received together with the garbled functions. In this way, the adversary is able to find out which of the functions or which of the arguments was garbled because he has a chance to decrypt $F_2$ and $X_2$. In this way the adversary has a chance to find the value of the challenge bit.

If the game is related to simulation-based security notion then the adversary chooses either $(f_0, x_0)$ or $(x_1, f_1)$ where $f_0$, $f_1$, $x_0$, $x_1$ satisfy the three properties of assumption $(\ast)$. Let us denote the choice of the adversary by $(f, x)$. The simulator is not able to distinguish which of $(f_0, x_0)$ or $(f_1, x_1)$ was chosen by the adversary based on its input since both choices have the same side-information and the result of evaluation is the same for both choices. Therefore, there is at least 50% chance that the simulator generates an encrypted function $F_2$ which is decrypted to a function $f' \neq f$ or the simulator generates an encrypted argument $X_2$ which is decrypted to an argument $x' \neq x$. The adversary has now a positive chance, not depending on $k$, to distinguish whether the garbled argument and the garbled function were constructed by using the actual garbling algorithms or by using the simulator, since the adversary has obtained enough shares of key $e_2$. This implies that the adversary has a non-negligible advantage in the simulation-based game.

In either case, the adversary has a non-negligible advantage in the game, which in turn yields that $G'$ cannot belong to class $\mathcal{R}_\ast$. This concludes the proof. □

**Proof of Theorem 6:** Let us assume that $G \in \text{GS}(\text{xxx.sim.radap}_\ell, \Phi)$. Our goal is to prove that $G \in \text{GS}(\text{xxx.ind.radap}_\ell, \Phi)$. Let $A$ be an adversary playing the $\text{XxxIndRadap}_\ell$ game and let us construct an adversary $B$ for the $\text{XxxSimRadap}_\ell$ game. $B$ runs $A$ as a subroutine as explained in the following.

The game $\text{XxxSimRadap}_\ell$ starts with INITIALIZE procedure in which the challenge bit is chosen uniformly at random. After that, the game tells the adversary $B$ to start the game. Adversary $B$ in turn challenges $A$ to play a game $\text{XxxIndRadap}_\ell$. Adversary $A$ presumes that the challenge comes from a real $\text{XxxIndRadap}_\ell$ game, so $A$ prepares its $\text{GARBLE\_ARG}$ input $x_0, x_1$ and sends them to $B$. If $x_0$ or $x_1$ is not a bit string of length $m$, then $B$ sends $\bot$ to $A$. $B$ lets $c \leftarrow \{0, 1\}$ and sends $x_c$ to its $\text{GARBLE\_ARG}$ regardless of what was the result of the previous length test for the arguments $x_0$, $x_1$. Up to this point the games progress similarly in all three cases, but from now on the progress is slightly different. The progress of the game $\text{PrvSimRadap}_\ell$ is illustrated in fig. 6.1, the other cases follow the same idea.

In game $\text{PrvSimRadap}_\ell$, $B$ gets $(X, d)$ as return. $B$ sends $(X, d)$ to $A$, given that both arguments $x_0$ and $x_1$ are appropriate (both are bit strings of length $m$). Now $A$ starts sending functions $f_0, f_1$ to $B$. If $\Phi(f_0) \neq \Phi(f_1)$,
$\{x_0, x_1\} \not\subseteq \{0, 1\}^m$ or $\text{ev}(f_0, x_0) \neq \text{ev}(f_1, x_1)$, $B$ sends $\bot$ to $A$. Regardless of possibly sending $\bot$ to $A$, $B$ sends $f$’s to its own $\text{GARBLE\_FUNC}$. Every time, $B$ gets an $F$ as a return. $B$ forwards $F$ to $A$ if none of the previous tests failed. This may be repeated at most $\ell$ times.

The games $\text{MaoSimRadap}_\ell$ and $\text{MaoIndRadap}_\ell$ are similar to games $\text{PrvSimRadap}_\ell$ and $\text{PrvIndRadap}_\ell$ respectively. The only difference is that the adversary $B$ does not get decryption key $d$ from $\text{GARBLE\_ARG}$ procedure in $\text{MaoSimRadap}_\ell$ game or in $\text{MaoIndRadap}_\ell$ game.

The games $\text{ObvSimRadap}_\ell$ and $\text{ObvIndRadap}_\ell$ are similar to games $\text{MaoSimRadap}_\ell$ and $\text{MaoIndRadap}_\ell$ respectively. The only difference to $\text{MaoSimRadap}_\ell$ and $\text{MaoIndRadap}_\ell$ games is that the test $\text{ev}(f_0, x_0) =? \text{ev}(f_1, x_1)$ is not performed in $\text{GARBLE\_FUNC}$ procedure.

In all three cases $A$ returns its answer $b_A$ to the challenge by sending $b_A$ to adversary $B$. Adversary $B$ answers $b_B = 1$ if and only if $b_A = c$ and none of the tests in procedures $\text{GARBLE\_ARG}$ or $\text{GARBLE\_FUNC}$ ended in $\bot$. $B$ answers 0 otherwise.
Let us now analyze the different outcomes of the game to find out the win probabilities of both adversaries.

If either argument, \(x_0\) or \(x_1\), is not a bit string of length \(m\), then \(B\) answers 0 regardless of \(A\)'s answer. This is the correct answer with probability \(\frac{1}{2}\).

The next possibility is that both arguments, \(x_0\) and \(x_1\), are bit strings of length \(m\) but all inputs \((x_0, x_1)\) given by adversary \(A\) yield \(\perp\) in procedure \text{GARBLE_FUNC} in the it is playing, i.e. either \(\PrvIndAdap_{\ell}\), \(\MaoIndAdap_{\ell}\) or \(\ObvIndAdap_{\ell}\). Also in this case \(B\) answers 0 regardless of \(A\)’s answer. The win probability of \(B\) is therefore \(\frac{1}{2}\).

The third scenario is that both arguments, \(x_0\) and \(x_1\), are bit strings of length \(m\) and at least one call to \text{GARBLE_FUNC} did not end in \(\perp\). There are two possibilities for \(b\). First consider case \(b = 0\) when \(X\) and \(F\) are created by the simulator \(S\). In this case, \(A\) may notice that his (emulated) game has deviated from the usual description by returning unexpected garbled values. In this case, adversary \(A\) may refuse to return any answer to adversary \(B\) (e.g. by returning \(\perp\)). Then, the adversary \(B\) answers 0 in his game which is the correct answer.

Another option is that \(A\) still continues his game despite of the fact that the game returns unexpected garblings. In this case, \(A\) does not receive any information about \(X\) or \(F\), so its answer is no better (and no worse) than a guess. Right guess still has probability \(\frac{1}{2}\). Moreover, \(B\) loses its game if and only if \(A\) wins its game. Consider for example the following scenario. If \(b_A = 0\) and \(c = 0\) then \(b_B = 1\) because \(b_A = c\). It follows that adversary \(A\) wins its game (\(b_A = c\)), but adversary \(B\) loses its game (\(b_B \neq b\)). The three other possibilities end up in a similar situation where the other adversary wins its game if and only if the other loses.

On the other hand, if \(b = 1\) then adversary \(B\) is able to emulate the actual \(XxxIndRadap_{\ell}\) game because \(F\) and \(X\) are created by the actual garbling algorithm from either \(x_0, f_0\) or \(x_1, f_1\), giving adversary \(A\) a chance to figure out the correct answer \(b_A\). Therefore, \(A\) has an advantage \(\text{Adv}_A\) of answering correctly to the challenge in its game. Adversary \(B\) wins the game only if \(b_A = c\) and \(A\)'s inputs pass all the tests made by adversary \(B\). The win probability of \(B\) is now \(\frac{1}{2} + \frac{1}{2} \cdot \text{Adv}_A\).

This case analysis lets us derive the win probability of adversary \(B\) against any PT simulator \(S\) as follows.

\[
\Pr[B \text{ wins }] = \frac{1}{2} \Pr[B \text{ wins } | b = 1] + \frac{1}{2} \Pr[B \text{ wins } | b = 0] \\
= \frac{1}{2} \left( \frac{1}{2} + \frac{1}{2} \cdot \text{Adv}_A \right) + \frac{1}{2} \cdot \frac{1}{2} = \frac{1}{2} + \frac{1}{4} \cdot \text{Adv}_A.
\]

Based on the definition of the advantage of the adversary, we have that

\[
\text{Adv}_B = 2 \cdot \Pr[B \text{ wins } ] - 1.
\]
From this we can derive the following identity:

$$\Pr[\mathcal{B} \text{ wins}] = \frac{1}{2} \cdot \text{Adv}_B + \frac{1}{2}$$

Now, using $\Pr[\mathcal{B} \text{ wins}] = \frac{1}{2} + \frac{1}{2} \cdot \text{Adv}_B$ and $\Pr[\mathcal{B} \text{ wins}] = \frac{1}{2} + \frac{1}{4} \cdot \text{Adv}_A$, we obtain $\text{Adv}_A = 2 \cdot \text{Adv}_B$.

We assumed $\mathcal{G}$ to be prv.sim.adap$_\ell$ secure, so there is a simulator $\mathcal{S}$ such that the advantage is negligible for all $\mathcal{PT}$ adversaries. Especially, the advantage of adversary $\mathcal{B}$ is negligible. Because we have that $2 \cdot \text{Adv}_B = \text{Adv}_A$, the advantage of adversary $\mathcal{A}$ is also negligible. Adversary $\mathcal{A}$ is an arbitrary $\mathcal{PT}$ adversary, which lets us conclude that any $\mathcal{PT}$ adversary playing the security game in the indistinguishability-based model has a negligible advantage, proving that $\mathcal{G}$ is prv.sim.adap$_\ell$ secure.

**Proof of Theorem 7:** Our aim is to prove that

$$\text{GS}(\text{prv.ind.radap}_\ell, \Phi) \cup \text{GS}(\text{obv.ind.radap}_\ell, \Phi) \subseteq \text{GS}(\text{mao.ind.radap}_\ell, \Phi).$$

To prove the claim, we have to prove that indistinguishability-based privacy implies indistinguishability-based matchability-only notion and that indistinguishability-based obliviousness implies indistinguishability-based matchability-only notion for garbling schemes achieving reverse-order adaptive security.

Consider first the inclusion $\text{GS}(\text{prv.ind.radap}_\ell, \Phi) \subseteq \text{GS}(\text{mao.ind.radap}_\ell, \Phi)$. Suppose that $\mathcal{G}$ is a prv.ind.radap$_\ell$ secure garbling scheme over $\Phi$. Let $\mathcal{A}$ be an arbitrary adversary playing the game MaoIndRadap$_\ell$. We construct another adversary $\mathcal{B}$ for game PrvIndRadap$_\ell$ which uses $\mathcal{A}$ as a subroutine as follows.

When adversary $\mathcal{B}$ is asked to give his argument to the GARBLE_ARG procedure in game PrvIndRadap$_\ell$ game the adversary $\mathcal{B}$ challenges adversary $\mathcal{A}$ to start game MaoIndRadap$_\ell$ and provide an argument for the GARBLE_ARG procedure in this game. Adversary $\mathcal{A}$ presumes to play the actual MaoIndRadap$_\ell$ game so it sends arguments $x_0$ and $x_1$ to $\mathcal{B}$. Adversary $\mathcal{B}$ sends these arguments to the GARBLE_ARG procedure in his game. The GARBLE_ARG in PrvIndRadap$_\ell$ checks first whether the two arguments are of the same length. If they are not, then the procedure sends $\bot$ to $\mathcal{B}$. Adversary $\mathcal{B}$ then sends $\bot$ to $\mathcal{A}$. If the arguments $x_0$ and $x_1$ are of correct length, then the GARBLE_ARG procedure in game PrvIndRadap$_\ell$ garbles $x_b$ based on the choice of the challenge bit $b$. The procedure sends $(X,d)$ to adversary $\mathcal{B}$. Adversary $\mathcal{B}$ then sends only $X$ to $\mathcal{A}$, keeping $d$ as its own information.

Then adversary $\mathcal{A}$ starts sending the functions $f_0$ and $f_1$ to adversary $\mathcal{B}$. Adversary $\mathcal{B}$ sends these functions to its GARBLE_FUNC procedure. The
The queries to \texttt{GARBLE\_FUNC} are repeated at most $\ell$ times. Then adversary $A$ sends his answer $b_A$ to adversary $B$. Adversary $B$ uses $b_A$ as his own answer and sends it to his \texttt{FINALIZE} procedure in game $\text{PrvIndRadap}_\ell$. Let us now analyze the different outcomes of the game. The adversary $B$ is able to correctly emulate game $\text{MaoIndRadap}_\ell$ to adversary $A$. In addition, the answers of $A$ and $B$ are identical, so both adversaries have the same winning probability to win their own games, implying that the advantages of both adversaries are equal. Since we assumed that the garbling scheme $\mathcal{G}$ is \texttt{prv.ind.radap}\_secure, the advantage of adversary $B$ is negligible. This yields that the advantage of an arbitrary adversary playing game $\text{MaoIndRadap}_\ell$ is also negligible, which proves the first inclusion in the claim.

Consider then the second inclusion $\text{GS} (\text{obv.ind.radap}_\ell, \Phi) \subseteq \text{GS} (\text{mao.ind.radap}_\ell, \Phi)$. Suppose that $\mathcal{G} \in \text{GS} (\text{obv.ind.radap}_\ell, \Phi)$. Let $A$ be an arbitrary adversary playing the game $\text{MaoIndRadap}_\ell$. We construct an adversary $B$ playing the game $\text{ObvIndRadap}_\ell$ which uses adversary $A$ as his subroutine as follows.

The $\text{ObvIndRadap}_\ell$ game starts by the choice of the challenge bit $b$ in \texttt{INITIALIZE} procedure. Then the $\text{ObvIndRadap}_\ell$ game asks adversary $B$ to give its input arguments $x_0$ and $x_1$ to the \texttt{GARBLE\_ARG} procedure. Instead of choosing the arguments himself, adversary $B$ challenges $A$ to play $\text{MaoIndRadap}_\ell$ game. Since adversary $A$ presumes to play the actual $\text{MaoIndRadap}_\ell$ game, he sends $x_0$ and $x_1$ to $B$. Adversary $B$ sends $\{x_0, x_1\}$ to \texttt{GARBLE\_ARG} procedure in his game.

The procedure checks whether the arguments $x_0$ and $x_1$ are of correct length. If this is not the case, then the procedure sends $\perp$ to $B$. Adversary $B$ sends $\perp$ to $A$. If the arguments are both of correct length, then the \texttt{GARBLE\_ARG} procedure garbles argument $x_b$ based on the choice of the challenge bit sends $X$ to $B$. Adversary $B$ sends $X$ to $A$.

Then adversary $A$ starts sending functions $f_0$ and $f_1$ to $B$ who then sends them to his \texttt{GARBLE\_FUNC} procedure. First, the procedure performs the checks $\{x_0, x_1\} \in \{0, 1\}^m$ and $\Phi(f_0) = \Phi(f_1)$. If any of these two checks fail, the \texttt{GARBLE\_FUNC} procedure sends $\perp$ to $B$. Adversary $B$ then forwards $\perp$ to $A$. If none of the checks fail, then \texttt{GARBLE\_FUNC} procedure garbles the function $f_b$ based on the choice of the challenge bit and sends $F$ to adversary $B$. Adversary $B$ now computes $y_0 = \text{ev}(f_0, x_0)$ and $y_1 = \text{ev}(f_1, x_1)$ and checks whether $y_0 = y_1$. If this is not the case, then adversary $B$ sends $\perp$ to $A$. Otherwise, adversary $B$ sends $F$ to $A$.  
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The queries to \textsc{Garble\_Func} are repeated at most $\ell$ times. Then adversary $A$ sends his answer $b_A$ to adversary $B$. Adversary $B$ uses $b_A$ as his own answer and sends it to his \textsc{finalize} procedure in game $\text{PrvIndRadap}_\ell$. Let us now analyze the different outcomes of the game. The adversary $B$ is able to correctly emulate game $\text{MaoIndRadap}_\ell$ to adversary $A$. In addition, the answers of $A$ and $B$ are identical, so both adversaries have the same winning probability to win their own games, implying that the advantages of both adversaries are equal. Since we assumed that the garbling scheme $\mathcal{G}$ is obv\_ind\_radap$\ell$ secure, the advantage of adversary $B$ is negligible. This yields that the advantage of an arbitrary adversary playing game $\text{MaoIndRadap}_\ell$ is also negligible, which proves the second inclusion in the claim. □

\textbf{Proof of Theorem 8:} Our aim is to prove that $\mathsf{GS}(\text{prv\_sim\_radap}_\ell) \cup \mathsf{GS}(\text{obv\_sim\_radap}_\ell) \subseteq \mathsf{GS}(\text{mao\_sim\_radap}_\ell)$. To prove the claim, we have to show that simulation-based privacy implies simulation-based matchability-only notion and simulation-based obliviousness implies simulation-based matchability-only notion for garbling schemes achieving reverse-order adaptive security.

First, assume that garbling scheme $\mathcal{G}$ is prv\_sim\_radap$\ell$ secure. Our aim is to prove that then $\mathcal{G}$ is also mao\_sim\_radap$\ell$ secure. There is only one difference in the games PrvSimAdap$\ell$ and MaoSimAdap$\ell$: in game PrvSimAdap$\ell$, \textsc{Garble\_Arg} returns the decryption key $d$ together with $X$ whereas in game MaoSimAdap$\ell$, only the garbled argument is returned. Omitting the decryption key $d$ from $(X, d)$ does not increase the winning probability of an adversary playing the MaoSimRadap$\ell$ game. This proves the first claim.

Then, consider the second claim $\mathsf{GS}(\text{obv\_sim\_radap}_\ell, \Phi) \subseteq \mathsf{GS}(\text{mao\_sim\_radap}_\ell, \Phi)$. Suppose that the garbling scheme $\mathcal{G}$ is obv\_sim\_radap$\ell$ secure. Intuitively, it is clear that the simulator’s additional input $y$ cannot make its task of producing a good output $(F, X)$ more difficult in the MaoSimRadap$\ell$ game. Let $A$ be an arbitrary adversary playing the MaoSimRadap$\ell$ game and let $A'$ be the corresponding adversary playing the ObvSimRadap$\ell$ game. Adversary $A'$ emulates the behavior of adversary $A$ as before.

Because $\mathcal{G}$ is an obv\_sim\_radap$\ell$ secure garbling scheme, there is a simulator $S'$ such that it makes the advantage of $A'$ negligible. Our aim is to construct a simulator $S$ for the MaoSimRadap$\ell$ game that makes the advantage of $A$ negligible. On input $(1^k, m, n, p)$ the simulator $S$ simply calls $S'$ on the same input. On input $(\Phi(f), y)$ the simulator $S$ omits $y$ and calls $S'(\Phi(f))$ to get $F$. Now, the advantage of both adversaries is the same because both simulators and both adversaries behave identically. Since $A'$ has a negligible advantage in its ObvSimRadap$\ell$ game and the advantage of $A$ in game MaoSimRadap$\ell$ is the same as the advantage of $A'$, the advantage of $A$ is negligible.
We can now conclude that we have found a simulator $S$ for an arbitrary adversary $A$ such that the advantage of $A$ is negligible. This proves the claim that $G$ is also $\text{mao.sim.radap}_\ell$ secure.

Combining the two results above we have proven the original claim $\text{GS}(\text{prv.sim.radap}_\ell) \cup \text{GS}(\text{obv.sim.radap}_\ell) \subseteq \text{mao.sim.radap}_\ell$. □

6.3 Original publication VI

Proof of Theorem 1: We prove only the equality

$$\text{GS}(\text{prv.sim.stat}, \Phi) \cap \text{GS}(\text{ev circ}) = \text{GS}(\text{SIM.STAT}, \Psi_{\text{tot}}) \cap \text{GS}(\text{ev circ})$$

The other cases can be proved in similar manner. For simplicity we use notation $\text{ev}$ instead of $\text{ev circ}$ throughout the proof. Let us first assume that $G$ is $\text{prv.sim.stat}$ secure over side-information function $\Phi$. Our aim is to prove that then $G$ is also $\text{SIM.STAT}$ secure over $\Psi_{\text{tot}}$ such that $\Psi_{\text{ev}}(f, x) = (\text{ev}(f, x), \Phi(f))$, $\Psi_{\text{gb}}(e, d, f) = \Psi_{\text{func}}(f) = \Phi(f)$ and $\Psi_{\text{rest}}(e, d, f, x) = d$ and these values are efficiently computable from $\Psi_{\text{tot}}(e, d, f, x)$.

Let $A$ be an arbitrary adversary playing the $\text{SIM.STAT}$ game against $G$ with side-information function $\Psi_{\text{tot}}$. We construct an adversary $B$ for game $\text{prv.sim.stat}$ with side-information function $\Phi$. Adversary $B$ runs $A$ as a subroutine. This means that adversary $B$ emulates the $\text{SIM.STAT}$ game for adversary $A$ and uses $A$’s answers in its own $\text{prv.sim.stat}$ game.

Because $G$ is a $\text{prv.sim.stat}$ secure garbling scheme, for every polynomial-time adversary there is a simulator such that the advantage of the adversary is negligible. Let $S$ be such a simulator for adversary $B$ in game $\text{prv.sim.stat}$. For the game $\text{SIM.STAT}$ we construct a simulator $S'$ as follows. Simulator $S'$ takes $(1^k, \Psi_{\text{ev}}(f, x))$ as an input and first computes $\Phi(f)$ and $y = \text{ev}(f, x)$ from $\Psi_{\text{ev}}(f, x)$. Then the simulator $S'$ calls $S$ with input $(1^k, y, \Phi(f))$. Simulator $S'$ is used against adversary $A$ in game $\text{prv.sim.stat}$.

The $\text{prv.sim.stat}$ game starts with procedure $\text{INITIALIZE}$ in which a value for the challenge bit is chosen uniformly at random. Next, the adversary $B$ is expected to query procedure $\text{GARBLE}$ with input $(f, x)$. Instead of choosing $(f, x)$ itself, adversary $B$ asks adversary $A$ for input for the $\text{GARBLE}$ procedure in game $\text{SIM.STAT}$. Adversary $A$ presumes to play real $\text{SIM.STAT}$ game so it sends $(f, x)$ to adversary $B$. Adversary $B$ first checks whether $x \in D_f$, in other words whether $x$ is a bit string of length $m$ where $m$ is the number of input wires in circuit $f$. If $x \notin D_f$ then $B$ sends $\bot$ to $A$ and tells that procedure $\text{GARBLE}$ is ended. Regardless of the result of test $x \in D_f$, adversary $B$ sends $(f, x)$ to its own $\text{GARBLE}$ procedure. $\text{GARBLE}$ procedure first checks whether $x \in \{0, 1\}^m$, i.e. whether the argument $x$ is a bit string of length $m$ where $m$ is the number of input wires in circuit $f$. Note that this test is passed whenever the test...
\[ x \in D_f \] in game SIM.STAT is passed. If \( x \notin \{0,1\}^m \), then the GARBLE procedure in game prv.sim.stat is ended with \( \bot \) which is sent to adversary \( B \). Otherwise, GARBLE prepares \((F,X)\) based on the value of the challenge bit. If \( b = 1 \) then \((F,X,d)\) is generated by the real garbling algorithms \( Gb \) and \( En \) and if \( b = 0 \) then the simulator \( S \) generates \((F,X,d)\). In both cases GARBLE returns \((F,X,d)\) to adversary \( B \). Now, adversary \( B \) computes \( \Psi_{tot}(e,d,f,x) \) as follows: he first computes \( Y = Ev(F,X) \) and \( y = De(d,Y) \), where \( y = ev(f,x) \). Then \( B \) sets \( \Psi_{ev}(f,x) = (y,\Phi(f)) \), \( \Psi_{func}(f) = \Psi_{gb}(e,d,f) = \Phi(f) \) and \( \Psi_{rest}(e,d,f,x) = d \), which now form \( \Psi_{tot}(e,d,f,x) \). Then \( B \) sets \( z = \Psi_{tot}(e,d,f,x) \) and sends \((F,X,z)\) to adversary \( A \). Now, adversary \( A \) sends \( b_A \) to \( B \). Value \( b_A \) represents \( A \)'s candidate for the value of the challenge bit. Adversary \( B \) answers the same as \( A \), i.e. \( b_B = b_A \).

Let us now consider the possible outcomes of the game. If \( x \notin D_f \) then adversary \( A \) does not receive information about \((F,X)\) or \( \Psi_{tot}(e,d,f,x) \) because the query to GARBLE_ARG returns \( \bot \). But in this case also adversary \( B \) gets \( \bot \) from its GARBLE procedure (since \( x \) is not a bit string of length \( m \)). If \( x \in D_f \), then adversary \( B \) is gets \((F,X,d)\) from its GARBLE procedure and can use this information to construct \( z \) for \( A \). Therefore, adversary \( B \) is able to correctly emulate the SIM.STAT game with the simulator \( S' \) to adversary \( A \). Since the answers of both adversaries are the same, the win probability of adversary \( A \) is the same as the win probability of adversary \( B \). This implies that the advantage of adversary \( A \) is equal to the advantage of adversary \( B \). We assumed that \( \mathcal{G} \) is prv.sim.stat secure over \( \Phi \), meaning that there is a simulator that makes the advantage of adversary \( B \) negligible in game prv.sim.stat. Let simulator \( S \) be such a simulator. But now the simulator \( S' \) constructed above makes the advantage of adversary \( A \) negligible. Thus, the garbling scheme \( G \) is also SIM.STAT secure. This now completes the proof of the claim

\[ GS(\text{prv.sim.stat},\Phi) \cap GS(\text{ev}_{circ}) \subseteq GS(\text{SIM.STAT},\Psi_{tot}) \cap GS(\text{ev}_{circ}). \]

Conversely, let us assume that \( \mathcal{G} \) is SIM.STAT secure over side-information function \( \Psi_{tot} \). Our aim is to prove that \( \mathcal{G} \) is prv.sim.stat secure over \( \Phi \). The idea of the proof is similar to the earlier part of this proof. Let adversary \( B \) be an arbitrary adversary playing game prv.sim.stat with side-information function \( \Phi \) against \( \mathcal{G} \). We construct an adversary \( A \) for game SIM.STAT with side-information function \( \Psi_{tot} \) against \( \mathcal{G} \) as follows. Adversary \( A \) emulates game prv.sim.stat for \( B \) and uses \( B \) as a subroutine in the following way.

Because \( \mathcal{G} \) is a SIM.STAT secure garbling scheme over \( \Psi_{tot} \), there must be a simulator for any polynomial-time adversary such that the advantage of the adversary is negligible. Let \( S \) be such a simulator in game SIM.STAT for adversary \( A \). In game prv.sim.stat we use the following simulator \( S' \)
against adversary $B$. Simulator $S'$ takes $(1^k, y, \Phi(f))$ as an input. First, $S'$ computes $\Psi(f, x) = (\Phi(f), m, y)$. Note that it is assumed that $m$ can always be computed from $\Phi(f)$. Then, $S'$ calls $S$ with input $(1^k, \Psi(f, x))$.

The SIM.STAT game starts with the choice of the challenge bit $b$. Then adversary $A$ is asked to provide input to GARBLE procedure. Instead of choosing $(f, x)$ itself, adversary $A$ tells adversary $B$ to provide input to GARBLE procedure in game prv.sim.stat. $B$ presumes to play real prv.sim.stat game, so $B$ sends $(f, x)$ to $A$. Now, $A$ checks whether $x \in \{0, 1\}^m$ where $m$ is the number of input wires in circuit $f$. If $x \notin \{0, 1\}^m$, $A$ sends $\perp$ to $B$. Regardless of the result of $x \in \{0, 1\}^m$, adversary $A$ sends $(f, x)$ to its GARBLE procedure. Now, GARBLE in game SIM.STAT checks whether $x \in D_f$, i.e. whether $x$ is a bit string of length $m$. The test fails exactly when $x \notin \{0, 1\}^m$. In this case, adversary $A$ gets $\perp$ from GARBLE. Otherwise, GARBLE returns $(F, X, z)$ based on the value of the challenge bit $b$. If $b = 1$ then $(F, X, z)$ is created with actual algorithms $G_b$, $E_n$ and $\Psi_{\text{tot}}$ and if $b = 0$ then $(F, X, z)$ is generated by a simulator $S$. Now, adversary $A$ needs to find out $d$ from $z$. This is possible, since adversary $A$ is able to compute $\Psi_{\text{rest}}(e, d, f, x) = d$ from $z = \Psi_{\text{tot}}(e, d, f, x)$. Adversary $A$ now sends $(F, X, d)$ to adversary $B$. Adversary $B$ sends its answer $b_B$ to $A$. Adversary $A$ answers the same as $B$, i.e. $b_A = b_B$.

Let us now analyze the possible outcomes of the game. If $x \notin \{0, 1\}^m$ then adversary $B$ does not receive information about $(F, X, d)$ because the query to GARBLE_ARG yields $\perp$. In this case, also adversary $A$ gets $\perp$ since $x \notin D_f$ ($x$ is not a bit string of length $m$). If $x \in \{0, 1\}^m$ then adversary $A$ is allowed to find out the information that adversary $B$ needs in its game, namely $(F, X, d)$. Since the answer of adversary $B$ is the same as the answer of adversary $A$, the win probability of $B$ in game prv.sim.stat is the same as the win probability of $A$ in game SIM.STAT. This in turn implies that $\text{Adv}_B = \text{Adv}_A$. The simulator $S$ is such that the advantage of adversary $A$ is negligible. But now simulator $S'$ in game prv.sim.stat makes the advantage of adversary $B$ equal to $\text{Adv}_A$, i.e. negligible. This proves that

$$
\text{GS}(\text{SIM.STAT}, \Psi_{\text{tot}}) \cap \text{GS}(\text{ev}_{\text{circ}}) \subseteq \text{GS}(\text{prv.sim.stat}, \Phi) \cap \text{GS}(\text{ev}_{\text{circ}}).
$$

This concludes the proof. \hfill \Box

**Proof of Theorem 2:** We prove only the equality

$$
\text{GS}(\text{obv.ind.adap}_\ell, \Phi) \cap \text{GS}(\text{ev}_{\text{circ}}) = \text{GS}(\text{IND.ADAP}_\ell, \Psi_{\text{tot}}) \cap \text{GS}(\text{ev}_{\text{circ}}).
$$

The other cases can be proven in similar manner. For simplicity we use notation ev instead of ev_{circ} throughout the proof. Let us first assume that $G$ is obv.ind.adap_\ell secure over side-information function $\Phi$. Our aim is to prove that then $G$ is also IND.ADAP_\ell secure over $\Psi_{\text{tot}}$. From $\Psi_{\text{tot}}$
we can efficiently compute \( \Psi_{\text{ob}}(e, d, f) = \Psi_{\text{ev}}(f, x) = \Psi_{\text{func}}(f) = \Phi(f) \) and \( \Psi_{\text{rest}}(e, d, f, x) = \varepsilon \).

Let \( A \) be an arbitrary adversary playing the IND.ADAP_{\ell} game against \( G \) with side-information function \( \Psi_{\text{tot}} \). We construct an adversary \( B \) for game obv.ind.adap_{\ell} with side-information function \( \Phi \). Adversary \( B \) runs \( A \) as a subroutine. This means that adversary \( B \) emulates the IND.ADAP_{\ell} game for adversary \( A \) and uses \( A \)'s answers in its own obv.ind.adap_{\ell} game.

First, the obv.ind.adap_{\ell} game starts by the choice of the challenge bit \( b \). Then, adversary \( B \) is expected to provide two functions as input to GARBLE_FUNC procedure. Instead of choosing the functions itself, adversary \( B \) starts IND.ADAP_{\ell} game with adversary \( A \). Since adversary \( A \) presumes to play a real IND.ADAP_{\ell} game, it sends two functions, \( f_0 \) and \( f_1 \), to adversary \( B \). Adversary \( B \) sends the same functions, \( f_0 \) and \( f_1 \), to its game obv.ind.adap_{\ell}. The game first checks whether \( \Phi(f_0) = \Phi(f_1) \) holds. If this is not the case, then the game sends \( \perp \) to adversary \( B \). This is the correct behavior because \( \Psi_{\text{func}}(f_0) \neq \Psi_{\text{func}}(f_1) \), following from the fact that \( \Psi_{\text{func}}(f_0) = \Phi(f_0) \), \( \Psi_{\text{func}}(f_1) = \Phi(f_1) \) and \( \Phi(f_0) \neq \Phi(f_1) \). In this case, adversary \( B \) sends \( \perp \) to \( A \).

If \( f_0 \) and \( f_1 \) pass the test \( \Phi(f_0) = \Phi(f_1) \) in the obv.ind.adap_{\ell} game, then the game garbles function \( f_{b_0} \), based on the choice of the challenge bit. The garbled function \( F \) is sent to adversary \( B \). Now adversary \( B \) sends \( (F, \Phi(f_0)) \) to adversary \( A \): in the IND.ADAP_{\ell} game, an adversary should get \( (F, w) \) where \( w = \Psi_{\text{ob}}(e, d, f_0) = \Phi(f_0) \). After getting \( (F, w) \), adversary \( A \) chooses two arguments, \( x_0 \) and \( x_1 \), and sends them to adversary \( B \) to get output from procedure GARBLE_ARG. Adversary \( B \) sends \( (x_0, x_1) \) to its obv.ind.adap_{\ell} game.

The game first checks again, whether the side-information \( \Phi(f_0) \) coincides with the side-information \( \Phi(f_1) \). If this is not the case, then the obv.ind.adap_{\ell} game sends \( \perp \) to \( B \). Adversary \( B \) sends \( \perp \) to \( A \). If the first test in obv.ind.adap_{\ell} game is passed, then the game tests whether the length of both arguments is suitable for functions \( f_0 \) and \( f_1 \). If this is not the case, then the game obv.ind.adap_{\ell} sends \( \perp \) to \( B \). Adversary \( B \) sends \( \perp \) to \( A \).

We show next that adversary \( B \) is able to correctly emulate the GARBLE_ARG procedure of game IND.ADAP_{\ell} to adversary \( A \). Adversary \( B \) receives \( \perp \) from its game if the side-information \( \Phi \) of functions \( f_0 \) and \( f_1 \) are different or if the arguments \( x_0 \) and \( x_1 \) are not bit strings of correct length. In this case, also adversary \( A \) receives \( \perp \). The meaning of \( \perp \) to adversary \( A \) is that either the arguments have not been of correct form (i.e. bit strings of correct length) or that the side-information \( \Psi_{\text{ev}} \) is different for functions \( f_0 \) and \( f_1 \). This is the correct behavior since \( \Psi_{\text{ev}}(f, x) = \Phi(f) \).

If both tests are passed in \( B \)'s obv.ind.adap_{\ell} game, then adversary \( A \) returns its answer \( b_A \) to adversary \( B \). Adversary \( B \)'s answer is the same as \( A \)'s answer. Let us now analyze the winning chance of both adversaries.
Adversary $B$ is able to correctly emulate the game IND.ADAP$_\ell$ to adversary $A$. The answer of both adversaries is the same. Furthermore, the answer $b$ is the same in both games. Therefore, the probability of winning the game is the same for both adversaries $A$ and $B$.

Since we assumed that $G$ is obv.ind.adap$_\ell$ secure over $\Phi$, the advantage of any $\mathcal{PT}$ adversary is negligible. Especially, the advantage of adversary $B$ is negligible. We assumed that the adversary $A$ is an arbitrary $\mathcal{PT}$ adversary playing the game IND.ADAP$_\ell$. Now we have that the advantage of an arbitrary adversary $A$ in game IND.ADAP$_\ell$ is negligible, proving that $G$ is IND.ADAP$_\ell$ secure over the chosen side-information function $\Psi_{\text{tot}}(e,d,f,x)$.

This concludes the proof of the claim

$$\text{GS}(\text{obv.ind.adap}, \Phi) \cap \text{GS}(\text{ev}_{\text{circ}}) \subseteq \text{GS}(\text{IND.ADAP}_\ell, \Psi_{\text{tot}}) \cap \text{GS}(\text{ev}_{\text{circ}}).$$

Conversely, let $G$ be an IND.ADAP$_\ell$ secure garbling scheme over side-information function $\Psi_{\text{tot}}$. Our aim is to prove that $G$ is obv.ind.adap$_\ell$ secure over $\Phi$. The idea of the proof is similar to the earlier part of this proof. Let adversary $B$ be an arbitrary adversary playing game obv.ind.adap$_\ell$ with side-information function $\Phi$ against $G$. We construct an adversary $A$ for game IND.ADAP$_\ell$ with side-information function $\Psi_{\text{tot}}$ against $G$ as follows. Adversary $A$ emulates game obv.ind.adap$_\ell$ for $B$ and uses $B$ as a subroutine in the following way.

The IND.ADAP$_\ell$ game starts with $\text{INITIALIZE}$ procedure in which the challenge bit $b$ is chosen uniformly at random. In the next step, adversary $A$ is expected to give two functions as input to procedure $\text{GARBLE_FUNC}$. Instead of choosing $f_0, f_1$ itself, adversary $A$ tells adversary $B$ that game obv.ind.adap$_\ell$ game has been started and an input to $\text{GARBLE_FUNC}$ is expected. Since $B$ presumes to play the actual, not emulated, obv.ind.adap$_\ell$ game, it chooses $f_0, f_1$ and sends them to $A$. Adversary $A$ sends the same functions $f_0, f_1$ to the $\text{GARBLE_FUNC}$ in its IND.ADAP$_\ell$ game. The procedure in IND.ADAP$_\ell$ game first tests whether $\Psi_{\text{func}}(f_0) = \Psi_{\text{func}}(f_1)$ is satisfied. If this is not the case, then $\perp$ is sent to adversary $A$. Adversary $A$ sends $\perp$ to $B$, to indicate that $\Phi(f_0) \neq \Phi(f_1)$ is not satisfied in obv.ind.adap$_\ell$ game. This is the correct behavior in the emulated game because $\Psi_{\text{func}}(f) = \Phi(f)$.

If the test $\Psi_{\text{func}}(f_0) = \Psi_{\text{func}}(f_1)$ is passed, then $\text{GARBLE_FUNC}$ in IND.ADAP$_\ell$ game prepares a garbled function $F$ based on the choice of the challenge bit $b$: $F = \text{Gb}(1^k, f_b)$. Procedure $\text{GARBLE_FUNC}$ also computes $w = \Psi_{\text{Gb}}(e,d,f_b) = \Phi(f_b)$. Finally, $\text{GARBLE_FUNC}$ sends $(F,w)$ to $A$. Adversary $A$ now extracts $F$ from $(F,w)$ and sends it to adversary $B$.

Then, adversary $B$ starts its calls to procedure $\text{GARBLE_ARG}$ by sending two arguments, $x_0$ and $x_1$, to adversary $A$. Adversary $A$ sends the same arguments to $\text{GARBLE_ARG}$ in its IND.ADAP$_\ell$ game. The $\text{GARBLE_ARG}$ first checks whether the arguments belong to the right domain, i.e. whether they
are bit strings of correct length. If this is not the case, \textsc{Garble-Arg} sends \perp to \mathcal{A}. Adversary \mathcal{A} sends \perp to \mathcal{B}. If the arguments are bit strings of correct length, then the IND.ADAP_\ell game performs the next test \( \Psi_{ev}(f_0, x_0) = \Psi_{ev}(f_1, x_1) \). If this test fails, then the game sends \perp to \mathcal{A}. Adversary \mathcal{A} sends \perp to \mathcal{B}.

We show next that adversary \mathcal{A} is able to correctly emulate the test in obv.ind.adap_\ell game. In the obv.ind.adap_\ell game, there are two tests. First, the game tests whether the side-information of function \( f_0 \) is the same as the side-information of function \( f_1 \). The result of the second test tells whether the arguments \( x_0 \) and \( x_1 \) are bit strings of correct length. If either of the tests in IND.ADAP_\ell game fails, then adversary \mathcal{A} gets \perp and consequently also adversary \mathcal{B} gets \perp. If \mathcal{A} gets \perp in its game, then it means that either the arguments are not of correct form or that the functions have different partial side-information \( \Psi_{ev} \). Because \( \Psi_{ev}(f, x) = \Phi(f) \), for adversary \mathcal{B} playing the emulated game, getting \perp in these cases is the correct behavior: either the arguments are not of correct form or the functions have different side-information.

If both tests are passed in IND.ADAP_\ell game then \textsc{Garble-Arg} computes the garbled argument \( X = En(e, x_b) \) and \( z = \Psi_{tot}(e, d, f_b, x_b) \). Then, \( (X, z) \) is sent to adversary \mathcal{A}. Adversary \mathcal{A} extracts \( X \) from \( (X, z) \) and sends it to \mathcal{B}. Adversary \mathcal{B} may now provide its answer \( b_B \) to \mathcal{A} or make a new \textsc{Garble-Arg} query. Both adversaries make the same amount of \textsc{Garble-Arg} queries, both at most \( \ell \) of them.

Finally, \mathcal{B} answers \( b_B \) to \mathcal{A}, which now uses this answer also as its own answer (i.e. \( b_A = b_B \)). Let us now analyze the probability that \( b_B = b_A = b \) and both adversaries win their games. First of all, adversary \mathcal{A} is able to correctly emulate the obv.ind.adap_\ell game to adversary \mathcal{B} (with the same value of \( b \)). Secondly, both adversaries answer the same bit in their games. Therefore, both adversaries have exactly the same chance to win their game. This yields that the advantage of both adversaries in their own games is also the same. Since we assumed that \( \mathcal{G} \) is IND.ADAP_\ell secure over \( \Psi_{tot} \), the advantage of adversary \mathcal{A} is negligible. Then, also the advantage of \mathcal{B} is negligible, which now completes the proof.

\textbf{Proof of Theorem 3:}

We prove the claim in case

\[
\mathsf{GS}(\text{mao.sim.adap}_\ell, \Phi) = \mathsf{GS}(\text{SIM.ADAP}_\ell, \Psi_{tot}).
\]

The other cases are proven in similar manner.

Consider first the claim \( \mathsf{GS}(\text{mao.sim.adap}_\ell, \Phi) \subseteq \mathsf{GS}(\text{SIM.ADAP}_\ell, \Psi_{tot}) \).

To prove the claim, let \( \mathcal{G} \) be a mao.sim.adap_\ell secure garbling scheme over side-information function \( \Phi(f) \). Our aim is to prove that \( \mathcal{G} \) is also SIM.ADAP_\ell secure over side-information function \( \Psi_{tot}(e, d, f, x) \).
Let $A$ be an arbitrary adversary playing the game SIM.ADAP$_{\ell}$ game against garbling scheme $G$. We construct an adversary $B$ who plays the game MaoSimAdap$_{\ell}$ against $G$. Adversary $B$ uses adversary $A$ as a subroutine by emulating game SIM.ADAP$_{\ell}$ to adversary $A$.

Let the simulator in the game MaoSimAdap$_{\ell}$ be $S$. The simulator $S$ takes $(1^k, \Phi(f))$ as input when it is called in procedure GARBLE_FUNC and $y$ when the simulator is called in procedure GARBLE_ARG. Using the simulator $S$ we construct another simulator $S'$ for the game SIM.ADAP$_{\ell}$. In procedure GARBLE_FUNC, the simulator $S'$ is called with input $(1^k, \Psi_{\text{func}}(f))$. Because $\Psi_{\text{func}}(f) = \Phi(f)$ according to our assumption, simulator $S'$ can call simulator $S$ with the same input $(1^k, \Psi_{\text{func}}(f))$. In procedure GARBLE_ARG, the simulator $S'$ takes input $\text{ev}(f, x)$. Simulator $S'$ now calls simulator $S$ with input $(\text{ev}(f, x), \Phi(f))$ which is $\Psi_{\text{ev}}(f, x)$ according to our assumptions.

First, the game MaoSimAdap$_{\ell}$ tells adversary $B$ to start its game and to provide a function to procedure GARBLE_FUNC. Adversary $B$ does not choose $f$ itself; instead it asks adversary $A$ to start SIM.ADAP$_{\ell}$ game. Adversary $A$ presumes to play a real SIM.ADAP$_{\ell}$ game. Therefore, he chooses a function $f$ and sends it to adversary $B$. Adversary $B$ sends $f$ to his GARBLE_FUNC procedure.

Based on the challenge bit chosen in the INITIALIZE procedure of game MaoSimAdap$_{\ell}$, GARBLE_FUNC either uses the algorithm $G_b$ or the simulator $S'$ to compute the garbled function $F$. The garbled function $F$ is sent to adversary $B$ who sends $F$ to adversary $A$.

Then, adversary $A$ sends his argument $x$ to adversary $B$. Adversary $B$ sends argument $x$ to his GARBLE_ARG procedure. The procedure GARBLE_ARG checks first whether the argument is of correct length, i.e. whether $x$ is a bit string of length $m$. If $x$ is not a bit string of length $m$ then GARBLE_ARG procedure is exited with $\bot$ as the return value to adversary $B$. In this case, adversary $B$ sends $\bot$ to $A$. If $x$ is a bit string of length $m$, then the procedure GARBLE_ARG computes the garbled argument using either the encryption algorithm $E_n$ or the simulator $S'$ based on the value of the challenge bit.

Queries to obtain garbled arguments can be performed at most $\ell$ times. Then adversary $A$ gives his answer $b_A$ to adversary $B$. Adversary $B$ uses $A'$s answer as his own answer in the MaoSimAdap$_{\ell}$ game.

Let us now consider the possible outcomes of the game. Adversary $B$ receives $\bot$ in his game exactly in the same cases as $A$ gets $\bot$ in his game. Therefore, adversary $B$ is able to correctly emulate the SIM.ADAP$_{\ell}$ game to $A$. Furthermore, the answers of $A$ and $B$ in their games are equal. The answer of $A$ and $B$ are both correct or incorrect at the same time since the correct answer is $b$ in both games.

To conclude, both adversaries have an equal probability to win their games. This implies that the advantage of both adversaries in their games are equal. Since $G$ is mao.sim.adap$_{\ell}$ secure over $\Phi$ there is a simulator such
that advantage of $B$ is negligible. Let simulator $S$ be such a simulator. We have constructed simulator $S'$ for game $SIM.ADAP_{\ell}$ which uses $S$ in such way that the advantage of $A$ in game $SIM.ADAP_{\ell}$ is negligible. This now shows that there is a simulator $S'$ such that the advantage of an arbitrary adversary $A$ is negligible. Thus, $G$ is $SIM.ADAP_{\ell}$ secure over $\Psi_{\text{tot}}$ which now concludes the proof of the claim $GS(mao.xxx.yyy, \Phi) \subseteq GS(XXX.YYY, \Psi_{\text{tot}})$.

Conversely, let us consider the inclusion $GS(SIM.ADAP_{\ell}, \Psi_{\text{tot}}) \subseteq GS(mao.sim.adap_{\ell}, \Phi)$. Let $G$ be a garbling scheme in the class $GS(SIM.ADAP_{\ell}, \Psi_{\text{tot}})$. Our aim is to prove that $G$ belongs also to the class $GS(mao.sim.adap_{\ell}, \Phi)$.

Let $B$ be an arbitrary adversary playing the game $MaoSimAdap_{\ell}$ game against garbling scheme $G$. We construct an adversary $A$ playing the game $SIM.ADAP_{\ell}$ who uses adversary $B$ as subroutine. Figure 6.2 illustrates how the games are played when $A$ plays its own game and emulates $B$’s game.

Let $S'$ be the simulator in game $SIM.ADAP_{\ell}$. The simulator $S'$ takes $(1^k, \Psi_{\text{func}}(f))$ as input in $\text{GARBLE}_\text{FUNC}$ procedure and $\Psi_{\text{ev}}(f, x)$ in $\text{GARBLE}_\text{ARG}$ procedure. We construct a simulator $S$ for game $MaoSimAdap_{\ell}$. In the game $MaoSimAdap_{\ell}$, the simulator $S$ takes $(1^k, \Phi(f))$ as input in $\text{INPUT}$ procedure. Simulator $S$ calls simulator $S'$ with input $(1^k, \Phi(f))$. Input $(1^k, \Phi(f))$ is a valid input to simulator $S'$ because we assumed that $\Psi_{\text{func}}(f) = \Phi(f)$. In procedure $\text{GARBLE}$, the simulator $S$ takes $y$ as input.
and makes call $S'(y, \Phi(f))$. Input $(y, \Phi(f))$ is a valid input to simulator $S'$ because we assume that $\Psi_{ev}(f, x) = (ev(f, x), \Phi(f))$.

First, the game SIM.ADAP$_\ell$ tells adversary $A$ to start its game and to provide a function to procedure $\text{GARBLE_FUNC}$. Adversary $A$ does not choose $f$ itself; instead it asks adversary $B$ to start MaoSimAdap$_\ell$ game. Adversary $B$ presumes to play a real MaoSimAdap$_\ell$ game. Therefore, he chooses a function $f$ and sends it to adversary $A$. Adversary $A$ sends $f$ to his $\text{GARBLE_FUNC}$ procedure.

Based on the challenge bit chosen in the INITIALIZE procedure of game SIM.ADAP$_\ell$, $\text{GARBLE_FUNC}$ either uses the algorithm $Gb$ or the simulator $S$ to compute the garbled function $F$. The output of $\text{GARBLE_FUNC}$ procedure, $(F, w)$ is sent to adversary $A$ who then sends $F$ to adversary $B$.

Then, adversary $B$ sends his argument $x$ to adversary $A$. Adversary $A$ sends argument $x$ to his $\text{GARBLE_ARG}$ procedure. The procedure $\text{GARBLE_ARG}$ checks first whether the argument is of correct length, i.e. whether $x$ is a bit string of length $m$. If $x$ is not a bit string of length $m$ then $\text{GARBLE_ARG}$ procedure is exited with $\bot$ as the return value to adversary $A$. In this case, adversary $A$ sends $\bot$ to $B$. If $x$ is a bit string of length $m$, then the procedure $\text{GARBLE_ARG}$ computes the garbled argument using either the encryption algorithm $En$ or the simulator $S$ based on the value of the challenge bit.

Queries to obtain garbled arguments can be performed at most $\ell$ times. Then adversary $B$ gives his answer $b_B$ to adversary $A$. Adversary $A$ uses $B'$s answer as his own answer in the SIM.ADAP$_\ell$ game.

The above construction shows that adversary $A$ is able to correctly emulate mao.sim.adap$_\ell$ game with simulator $S$ to adversary $B$. Now consider the win probabilities of both adversaries.

Consider first the case $b = 0$. In this case, the simulator $S'$ has been used for constructing $F$ and $X$. The simulator $S$ in $B$'s game and the simulator $S'$ in $A$'s game behave in exactly similar manner: Both simulators use the same inputs and $S'$ is constructed using simulator $S$. Outputs $F$ and $X$ generated by $S'$ are exactly the same as those generated by $S$. In addition, both adversaries have the same answer in their games, so the winning probability is the same for both adversaries.

Then consider the case $b = 1$. In this case, the actual garbling algorithms $Gb$ and $En$ are used to construct $F$ and $X$. In this case, adversary $B$ is able to correctly emulate mao.sim.adap$_\ell$ game to adversary $A$. Both adversaries have the same answer in their games, so both adversaries have the same winning probability.

In both cases $b = 0$ and $b = 1$, the winning probability of adversary $B$ is the same as the winning probability of $A$. In terms of advantages, the advantage of adversary $B$ is equal to the advantage of adversary $A$. Since $G$ is SIM.ADAP$_\ell$ secure over $\Psi_{tot}$ there is a simulator such that the advantage of $A$ is negligible. Let simulator $S'$ be such a simulator. Using simulator $S'$
we have constructed a simulator $\mathcal{S}$ such that the advantage of an arbitrary adversary $B$ is negligible. This proves that $G$ is mao.sim.adap $\ell$ secure over $\Phi$.

This now concludes the proof of the claim $GS(XXX,YYY,\Phi) = GS(mao.xxx.yyy, \Psi_{tot})$. $\square$
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