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ABSTRACT

There is one thing the Computer Science Education researchers seem to agree: programming is a difficult skill to learn. Educational technology can potentially solve a number of difficulties associated with programming and computer science education by automating assessment, providing immediate feedback and by gamifying the learning process. Still, there are two very important issues to solve regarding the use of technology: what tools to use, and how to apply them?

In this thesis, I present a model for successfully adapting educational technology to computer science and programming courses. The model is based on several years of studies conducted while developing and utilizing an exercise-based educational tool in various courses. The focus of the model is in improving student performance, measured by two easily quantifiable factors: the pass rate of the course and the average grade obtained from the course.

The final model consists of five features that need to be considered in order to adapt technology effectively into a computer science course: active learning and continuous assessment, heterogeneous exercise types, electronic examination, tutorial-based learning, and continuous feedback cycle. Additionally, I recommend that student mentoring is provided and cognitive load of adapting the tools considered when applying the model. The features are classified as core components, supportive components or evaluation components based on their role in the complete model.

Based on the results, it seems that adapting the complete model can increase the pass rate statistically significantly and provide higher grades when compared with a “traditional” programming course. The results also indicate that although adapting the model partially can create some improvements to the performance, all features are required for the full effect to take place.
Naturally, there are some limits in the model. First, I do not consider it as the only possible model for adapting educational technology into programming or computer science courses. Second, there are various other factors in addition to students’ performance for creating a satisfying learning experience that need to be considered when refactoring courses. Still, the model presented can provide significantly better results, and as such, it works as a base for future improvements in computer science education.
Ohjelmoinnin oppimisen vaikeus on yksi harvoja asioita, joista lähes kaikki tietojenkäsittelyn opetuksen tutkijat ovat jokseenkin yksimielisiä. Opetusteknologian avulla on mahdollista ratkaista useita ohjelmoinnin oppimiseen liittyviä ongelmia esimerkiksi hyödyntämällä automaattista arviointia, välitöntä palautetta ja pelillisyyttä. Teknologiaan liittyy kuitenkin kaksi olennaista kysymystä: mitä työkaluja käyttää ja miten ottaa ne kursseilla tehokkaasti käyttöön?


Tulosten perusteella vaikuttaa siltä, että mallin käyttöönotto parantaa kurssien läpäisyprosenttia tilastollisesti merkittävästi ja nostaa arvosanojen keskiarvoa “perinteiseen” kurssimalliin verrattuna. Vaikka mallin yksittäistenkin ominaisuuksien käyttöönotto voi sinällään parantaa kurssin tuloksia, vähitöskirjaan kuuluvien tutkimusten perusteella näyttää siltä, että parhaat tulokset saavutetaan ottamalla malli käyttöön kokonaisuudessaan.
On selvää, että malli ei ratkaise kaikkia opetusteknologian käyttöönottoon liittyviä kysymyksiä. Ensinnäkään esitetyn mallin ei ole tarkoituskaan olla ainoa mahdollinen tapa hyödyntää opetusteknologiaa ohjelmoinnin ja tietojenkäsittelyn kursseilla. Toiseksi tyydyttävään oppimiskokemukseen liittyvän opiskelijoiden suoriutumisen lisäksi paljon muitakin tekijöitä, jotka tulee huomioida kurssien uudelleensuunnittelussa. Esitetty malli mahdollistaa kuitenkin merkittävästi parempien tulosten saavuttamisen kursseilla ja tarjoaa sellaisena perustan entistä parempaan opetukseen.
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Computers and programs can be found everywhere. In addition to our laptops, mobile phones and tablets, for example, cars, household items and various other things around us rely on microchips and programs running on them. Hence, writing programs is even more essential skill than it used to be during previous decades. Still, as shown in various studies (see for example McCracken et al. 2001, Lahtinen et al. 2005, Lister et al. 2004), programming is a very difficult skill to learn, and even more difficult skill to master. After introductory courses, various students typically still have difficulties in reading the program code and in writing simple programs. Moreover, the dropout rates in introductory programming courses are typically quite high. Without a solid base in basic programming concepts, mastering the advanced topics presented later in the curriculum becomes close to impossible.

It would be easy to blame the teachers, but there is more to the issue. As programming is considered an essential skill (not only in computer science, but in other topics as well), introductory programming courses, especially at university level, are usually crowded with students. This means, that the course staff has very little time to spend on individually instructing the students and on assessing the assignments. As programming is generally considered a skill where active learning is essential (see for example Jenkins 2002), the lack of time leads to problems in learning. In general, you cannot learn to program unless you write a plenty of programs yourself, and writing programs without proper feedback and guidance might be an impossible task for beginners.

Educational technology provides potential solution to the problem. Though technology can be useful in teaching any topics, it can provide particular benefits when utilized in programming or computer science education. Assessing programming assignments and other tasks can be automatized,
and immediate feedback (Laakso 2010) can be provided on the correctness (and to some extent, the quality) of the solutions. This enables practicing the topics anywhere, anytime, and an unlimited number of iterations, if the tasks are cleverly designed. Educational technology can potentially provide other benefits as well, such as easy (and transparent) recording of assignment scores and other tasks, gamification (Deterding et al. 2011) and continuous assessment where completing tasks throughout the course becomes meaningful.

Like any tools, educational tools are the most (or only) useful if utilized correctly. There are several questions to consider when adapting the tools into the courses: what tools would best suit the requirements, which features should be utilized, how to reduce cognitive load (Sweller 1994) and how to motivate and reward the students, to name a few. In other words, how to get the best benefits out of the educational technology and still keep the adaptation feasible in terms of the costs and the workload. There are several educational tools designed especially for programming and computer science education (see Sections 2.2 and 2.3 for some examples). However, it is quite rare to see studies where the adaptation of the tools is studied extensively after the introductory results.

In this thesis, I present the scientific background, the design and the development of an educational tool called ViLLE, and discuss the effectiveness of the tool by observing the results of the controlled tests and the adaptation cases in different scenarios utilizing different methods. Hence, the focus is both on the technology used, but even more on the ways the technology is utilized. Based on the results, I form a model about utilizing educational technology in programming and computer science courses. As a goal, I expect that such model can be used to increase the quality of the education in the field of information technology.

1.1 Research Questions

The goal of this thesis is to find out how educational technology can be adapted successfully into programming and computer science courses. For
this goal, studies conducted with an educational tool called ViLLE during recent years are observed and the results evaluated. The thesis attempts to answer the following research questions:

RQ1. What kind of features are useful when adapting educational technology into computer science and programming courses?

RQ2. If such features are found, can they be combined into a model of a methodology for utilizing educational technology?

RQ3. What kind of requirements and limitations there are to consider when such model is adapted in computer science or programming courses?

Hence, the goal of the first research question is to observe the individual features that should be considered when an educational tool is utilized. The second question is about combining the features that are proven to be successful into a complete model that can be utilized by anyone interested in utilizing educational technology in programming or computer science courses. The third question is about the adaptation of such model, and the requirements and possible limitations concerning the technology, course contents and people that need to be addressed when the adaptation is done.

1.2 Methodology

The research reported in this thesis and the development of ViLLE is based on the design research methodology. The framework used is loosely based on one described by March & Smith (1995), but excluding the natural science research components. Hence, it consists of two research outputs, Constructs and Models, and two research activities, Build and Evaluate. The framework is displayed in Figure 1.
There are a total of four components in the model, described below:

- **Constructs** form the vocabulary of the domain. In this thesis, the vocabulary contains features such as assessment, round, assignment and tutorial. It is essential to understand their meaning in this context to understand the problem and the solution.

- **Model** expresses the joined constructs and their relationship. According to March & Smith (1995), the model is a description of “how things are”. In addition to model described in Section 5, the cases described in Section 4 are sub models according to this definition.

- **Build** is an action of preparing an artifact. The artifact can be an individual construct or a whole model.

- The artifacts need to be evaluated based on how well they work. The evaluation requires metrics that measure the effectiveness of the artifacts. In this thesis, student performance (measured with pass rate and grade average) is the main target of evaluation.

The matrix itself consists of four cells, labeled A to D in Figure 1. The cells are described below.
A. In this stage, a construct is defined or build. Defining and implementing individual features later utilized in the model belong to this category.

B. After the features are defined, they can be joined into a model. The final outcome of this thesis is the proposed model, but sub models are defined and studied earlier.

C. Individual constructs are evaluated when possible. However, as described in Section 5.1, it is not feasible or ethically sustainable to test for the effects of all individual features in the model.

D. The model (or sub model) needs to be evaluated to find out if it is effective in the task it was designed for. This thesis is concluded with the evaluation of the complete model, but the sub models are evaluated in papers P1, P2 and P3, and in Section 4.

It is to be noted, that the design and implementation process of this research has been cyclic: new features have been designed, implemented, tested and reworked gradually to complete the whole model. Detailed description of the development process of ViLLE and the studies conducted is provided in Sections 3 and 4.

1.3 The Structure of this Thesis

This thesis is structured as follows. First, in the second section, the related literature by the research community is reviewed. The section starts with a review on programming learning and its difficulty, and continues with a discussion about program visualization, its potential effects and an overview about prominent program visualization tools. After that, other educational tools are discussed followed by a review about teaching methodologies and their effectiveness in the course redesign process. In the third section, the educational tool utilized in the studies of this thesis, ViLLE, is presented. As there are two, vastly different versions of the tool, they are presented separately along with a scientific background on which they were built upon, and an overview of the features.
In the fourth section, the studies about utilizing ViLLE in programming and computer science education are presented and discussed. The section starts with an overview of controlled tests performed before the tool was adapted into course-long usage. After that, five different use cases from courses with different content and student profiles are presented, along with the most important results gathered from the courses. The section is concluded with a summary of all presented results. In the fifth section, a model for adapting educational technology in computer science and programming courses is presented, based on the results discussed in the previous section. In addition to the model and the intervention features in it, adaptation and limitations of the model are discussed.

The thesis is based on five research papers, where new features to be included into the model are gradually presented. In paper P1, controlled tests and other experiments about using a visualization tool are presented. In paper P2, an early experiment about adapting the same tool into a computer science course is studied. In paper P3, we present the new version of the tool, and provide results of a study where the tool was adapted into a high school programming course and into a bioinformatics programming course, respectively. In papers P4 and P5 all features of the model to be formed are utilized when the tool is adapted into university-level programming courses.
In this section, work related to concepts of this thesis by other authors is reviewed. The section is divided into four subsections. First, the mechanisms and fundamental problems in programming learning are discussed, with focus on three questions: how programming is learned, why is programming difficult to learn, and how the difficulties are observable. In the second subsection, program visualization techniques and tools are observed. In the third subsection, development and evaluation of other types of tools representing different areas of educational technologies are presented, and finally theories behind effective education and effective educational technology are discussed. In that final subsection, a few examples of course redesign methodologies are also presented. Some theoretical background directly related into design of ViILLE is presented in Section 3.

2.1 Programming Learning: Why and how is it Difficult?

Programming is without a doubt one of the most important skills in the computer science and computing engineering curriculums. The skills needed to learn programming can be roughly divided into two subcategories: first, there are technical skills, such as the syntax of the programming language and the usage of the control structures (such as loops, functions or conditional statements). Second, to utilize programming as an effective tool, it is essential to learn algorithmic problem solving skills. DuBoulay (1989) divides these
two categories further into five overlapping domains that are essential to master to learn to program: orientation, notional machine, notation, structures and pragmatics. As Havenga et al. (2013) note, students usually focus on writing programs instead of programming, meaning that they concentrate on the mechanical task instead of utilizing programming as a problem solving mechanism. Davies (1993) makes a similar distinction between programming knowledge and programming strategies.

In their systematic literature review about learning and teaching programming, Robins et al. (2003) list novice programmers’ typical issues: they are limited to superficial knowledge, lack adequate mental models, use overly simplified problem solving strategies, and spend too little time in planning, testing and debugging programs. Novices also have poor code tracing skills and lack knowledge about the sequential nature of programs. Schemas (see for example Mayer 1981) are also something that distinguish experts from novices. Schemas are mental models representing solutions to algorithmic problems and sub problems in programming. Since experts have more developed schemas and better ability to apply them, problem solving process is much easier for them. As a concrete example, experts typically have highly developed schemas for sorting arrays or lists, and know which of them to apply in different cases, while novices may spend a lot of time solving the same problem and still come up with less suitable or ineffective solution.

There are various studies underlining the difficulties in programming learning. In their multi-national, multi-institutional study, McCracken et al. (2001) report that the programming skills of students are typically quite poor after the introductory courses. In fact, out of 110 points in the test used for the study, the students only gained an average of 23 points after taking the introductory courses. Although the report is already 15 years old, the results are likely still similar in many cases. Lahtinen et al. (2005) surveyed more than 500 students about their perceptions of difficulties in programming. Their results indicate, that the students find designing and building programs as well as debugging the most difficult issues, and error handling, recursion and references the most difficult concepts. The students also preferred
practical sessions and coursework as the best learning methods, and example programs as the most useful learning materials.

Among several others, Bergin et al. (2005) underline the importance of motivation in learning to program. However, they also distinguish between internal and external motivation: the internal motivation derives from a desire to learn the concepts, while the external motivation comes from desire for a reward or to avoid a punishment. Gomez & Mendes (2014) state, that students typically lack intrinsic motivation in the programming courses due to their difficulty. One of the solutions they suggest, based on teacher interviews, is to attribute classifications based on the difficulty of tasks, for example by offering bonus points on more demanding exercises or assignments.

Bosse & Gerosa (2017) present a systematic literature review about programming difficulties, and present a “model, which may assist students in sharpening their focus, and teachers in preparing their lessons and teaching material, as well as researchers in employing methods and tools to support learning.” Visual programming tools (see Section 2.2) may been seen as a potential aid, but as Tijani et al. (2017) state, the skills acquired with visual programming environment may have no correlation to procedural programming, meaning that such tools, although entertaining, still cannot provide any real help to the problem.

2.2 Program Visualization

Several methods and tools to assist programming learning have been developed and used. Programming skills can be roughly divided into two major areas: code writing, and code reading (typically referred as code tracing) skills. There are some controversies in the research community about whether the two are connected: for example, Lopez et al. (2008) found a strong correlation between students’ code tracing and writing skills, but there are opposite findings as well: Winslow (1996) for example states, that according to studies, there is “very little correspondence between the ability to write a program and the ability to read one.” Nevertheless, both are essential
skills to master. Tracing skills are particularly important in adopting example programs and in debugging the program code.

Program visualization can potentially be used to enhance code reading skills. Nowadays, the definition of program visualization seems quite unambiguous for anyone in the research field. However, according to Hyrskykari (1993), terms visual programming and program visualization were used to describe anything that had something to do with computer graphics and programs, until Myers (1986) defined visual programming as a “system that allows the user to specify a program in a two or more dimensional manner” and program visualization as specifying program as text, but using graphics to illustrate some aspects of the program or its execution.

When discussing program visualization, it is nowadays usually common to refer to tools that illustrate the execution of programs with graphical or textual components. The goal of the program visualization is to illustrate what the program does, why it does it, how it works and what happens in the process (see for example Wiggins 1998). Typically the tools aim to visualize for the sequence and the order of statements, execution control, states of variables and objects, evaluation of expressions and the execution of procedures and functions. For these purposes, program visualization tools utilize for example code highlighting, call stacks, animated expression evaluation and verbal explanations about the executed code lines (see for example Rajala et al. 2007 or Moreno et al. 2004). Typically visualization tools also allow students to execute the programs step-by-step or in selectable speed.

There are several program visualizations tools developed over the years. Jeliot 3 (Moreno et al. 2004) is one of the most prominent ones. It illustrates the execution of example programs with various graphical and textual features: for example, the currently executed code line is highlighted, the execution of expressions is displayed animated in the “theatre area”, methods are displayed in their own frames with their local variables, and program output is visible in the console frame. Čisar et al. (2011) studied the utilization of Jeliot 3 in two higher educate institutions with around 400 students in Serbia. According to their findings, the groups utilizing Jeliot 3 achieved
better results than the students in the control group. However, the detailed (and hence often quite slow paced) evaluation animations in Jeliot 3 are not always favored by students (Kannusmäki et al. 2004).

VIP (a Visual Interpreter, Virtanen et al. 2005) is a program visualization tool aimed for learning C++. Utilizing a restricted subset of the programming language, VIP provides users some typical visualization features, such as code line highlighting, variable values, output console and an evaluation area. Isohanni & Knobelsdorf (2011) studied the long-term engagement of students with VIP and isolated four different phases describing the engagement. The authors state that high commitment with a visualization tool is crucial, because “it distinguishes the use of a visualization tool from the use of a normal program development environment”. Examples of other visualization tools are jGRASP (Cross et al. 2004), which is a full development environment with possibility to visualize the programs, and Jype (Helminen & Malmi 2010), which provides quite comprehensive feature set for visualizing programs in Python, including for example the visualization of algorithms and data structures.

2.3 Other Educational Tools

In addition to visualization tools, there are several other educational tools developed to aid teachers and students. Dalsgaard (2006) makes a distinction between integrated and separated tools. Separated tools are individual tools, for example chat rooms, file sharing tools, shared whiteboards, e-portfolios and wiki platforms. Integrated tools combine several tools under a single platform. The platforms, called learning management systems (usually abbreviated as LMS), are a typical and very widespread use of educational technology. They are often used for administrative features and communications: sharing materials, receiving student submissions and for private and shared communications, but also for assignments, peer-reviews and assessment.

Very common examples of widely used LMS’s are for example Moodle (Dougiamas & Taylor 2003) and Blackboard (Bradford et al. 2007). Coates et
al. (2005) suggest reasons for universities’ enthusiasm in adapting learning management systems: they provide means of increasing the efficiency of teaching and are associated with the promise of enriched student learning. Moreover, students’ expectations towards learning technology are increasing, and there is a lot of competition among universities, which forces them to seek improvement on the quality of education. Finally, LMS’s are proposed as a solution to higher demand for greater access to higher education, and as such, are part of a culture shift taking place in education.

In addition to LMS, term LCMS (learning content management system) is sometimes used. Although the terms are often used as interchangeable, there can be a semantic difference. According to Oakes (2002) LCMS’s are focused on developing and delivering content in the form of learning objects, while LMS’s are used for managing learners and activities. The concept of learning objects is used quite widely when discussing educational technology (although as Polsani (2006) points out, the term is often used without any critique which reduces its meaning). Still, learning objects can be defined as re-usable objects, based on one learning goal and being as cohesive and decoupled as possible (Boyle 2003). Although most authors define learning objects as digital (see for example McGreal 2004), some also include objects that are not associated with or do not utilize educational technology (in fact, the IEEE standardization also includes non-digital objects, see Boyle 2003).

As stated before, LMS’s can be used for delivering different kinds of content and learning objects to students. Wiki (an example of a typical learning content in almost any LMS) for example can enable collaborative creation and learning and support distant learning (see for example Wheeler et al. 2008 or Engstrom & Jewett 2005). Another common feature is an electronic (learning) portfolio, a collection of learning artifacts that offers students a possibility for self-reflection (Barret 2007). Electronic portfolios are typically used for assessing students as well. Computer-assisted grading rubrics can improve the quality of feedback and enable easier personalized comments about students’ work (Auvinen et al. 2009, Anglin et al. 2008). Other tools that can either assist teachers in their daily tasks, or enable whole new approach to
teaching are for example lecture polling tools (see for example Menon et al. 2004) and peer-review (see for example Gehringer 2001).

In addition, there are other kinds of tools designed especially for programming education. First, there are the tools for automatic assessment of program code. Examples of such tools are Web-CAT (Edwards & Perez-Quinones, 2008), Scheme-robo (Saikkonen et al. 2001) and BOSS (Joy et al. 2005). Features offered by such tools include for example the support for different programming languages, possibility for resubmissions, defining automated tests for submitted code, sandboxing for executing the submitted code securely, and a possibility for manual assessment (Ihantola et al. 2010). Other tools designed for programming education include for example the tools and IDEs for supporting programming process, such as BlueJ (Kölling et al. 2003), tools for program simulation (which can be seen as “reverse” visualization), such as UUHistle (Sorva & Sirkiä 2010) and to some extent, graphical programming tools such as Scratch (Resnick et al. 2009), Greenfoot (Henriksen & Gölling 2004) and Alice (Cooper et al. 2000).

2.4 Methods and Methodologies for Programming Education

Appropriate tools are still just a first step towards more effective and motivating computer science and programming courses. The study methods utilized are even more important. Hence, various studies about utilizing different methods have been conducted. Student collaboration, especially in the form of pair programming, is one example. For example, Lee et al. (2013) and Simon et al. (2010) found a positive correlation between pair-programming and student performance. Moreover, Porter et al. (2013) conclude, that pair-programming, peer instruction and media computation provide better results in introductory programming courses because they can make programming courses “easier” by making them less asocial, boring and competitive. Similarly, Nagappan et al. (2003) found out that students who utilized pair-programming were “more self-sufficient, generally perform better on
projects and exams and were more likely to complete the class with grade C or higher than their counterparts.”.

Flipped learning is an example of a methodology that is used quite often nowadays to try to enhance the classroom experience. In flipped learning, lectures are usually served as short videos, and the time in classroom is spent in doing exercises (see for example Sams & Bergmann 2013). However, the results from the flipped classroom experiments are somewhat mixed. For example, Amresh et al. (2013) report an experiment of utilizing flipped classroom in CS1 course. They found out, that the group utilizing the flipped methodology gained higher scores in the assignments, but on the other hand some students found the methodology “overwhelming and intimidating at times”. Similarly, Bruff et al. (2013) report a study where a MOOC (massive open online course) was integrated into a machine learning course. The authors found out, that while some of the feedback from students was positive, there were also concerns about combining online materials with in-class components.

Although MOOCs do not really fit into the scope of this thesis (as they rely almost solely on distant and independent learning) they should still be discussed, since they rely heavily on educational technology and as such, provide excellent examples on the adaptation of such technology and tools. MOOCs have become extremely popular in recent years. According to Pappano (2012), Coursera – a popular MOOC platform – partners with many elite universities to offer distant learning to anyone, regardless of their base education or socioeconomic status. Probably at least partly because of the low threshold to enter the courses, the pass rates of students in MOOC courses are typically very low compared to traditional courses. For example, according to a survey conducted among professors utilizing MOOCs (Kolowich 2013) the pass percentage is only 7.5% (although the author states that the results of the survey are not “scientific” due to respondents being most likely “the most enthusiastic of the MOOC professors”).

Nevertheless, there are various educational tools and methodologies developed for and used in MOOC courses about programming or CS. For
example, Vihavainen et al. (2012) report a development of introductory programming MOOC where they utilized a pedagogical method called Extreme Apprenticeship, which, according to the authors, is extremely effective in programming education. The MOOC in question is also used as an entrance exam into the formal computer science degree, which further extends the possibilities of MOOC courses. Warren et al. (2014) underline the importance of human interaction, even when taking an online course. They report the development and utilization of a programming environment CodeSkulptor (see also Tang et al. 2014) enabling code sharing with other students in a MOOC course they found to be successful. Other examples of technology utilized in programming MOOCs are reported for example by Nguyen et al. (2014), Miller et al. (2014), Pieterse (2013) and Yin et al. (2015).

There are examples of successful adaptation of new methodologies for teaching programming in traditional classroom setup. For example, Boyle et al. (2003) report an experiment where blended learning was utilized to try to improve student success in an introductory programming course. Changes made included for example an extensive usage of online environment. According to the authors, the changes resulted in better pass rates and the study indicated “widespread use of the new online features”. Similarly, Leutenegger & Edgington (2007) report an experiment where game programming was utilized in an introductory programming course to make the course more motivating for students. According to the authors, the approach used improved the understanding of all basic topics in the course.

Vihavainen et al. (2014) conducted a systematic review of different methodologies and on their success in teaching introductory programming. The authors isolated several intervention methods (including for example collaboration, content change, game-theme and peer-support) and evaluate the success based on improvements in pass rates and changes in the size of the student population. According to the results of analyzing 32 carefully selected articles, the most successful methods for improving the pass rates were the utilization of media computing (or relatable content, in other words), group work and the introduction of CS0 course before the first programming course. Hybrid approaches (approaches utilizing more than
one of intervention methods studied) provided quite good results, but there was also a lot of variation between the results. This shows, that the methodology must be carefully designed and studied when adapting it.
In this chapter, an educational tool utilized in this thesis is described. ViLLE (originally Visual Learning Tool, later Collaborative Education Tool) has been developed at the Department of Information Technology, University of Turku since early 2004. The lifespan of the tool can be divided into two separate versions. The first version – a program visualization tool – was developed starting from early 2004, first as a student project by me, Teemu Rajala and Ilkka Sillanpää, and later in the department by Teemu, me and Mikko-Jussi Laakso. The version is studied in papers P1, P2 and P3 in this thesis. The second version – a collaborative learning tool – was started in late 2008. The version was again designed by Teemu, me and Mikko. Later the development has been done by dedicated ViLLE Team research group. The latter version is studied in papers P3, P4 and P5 in this thesis.

Since the versions were developed one after another, the design process and scientific background are discussed separately in this section. Both versions were based on the existing research by the community and ourselves, and were designed to utilize the best practices to enhance learning as significantly as possible. Hence, for both versions, a brief history and a scientific background for design are presented, along with an overview of the most important features. In this thesis, the versions are labeled ViLLE 1 and ViLLE 2 when the distinction needs to be clarified.

3.1 ViLLE 1 – Visual Learning Tool

The first version of ViLLE was primarily a program visualization tool. The development started as a student project in early 2004, and the first version was published in 2005. The first version was developed until 2009, when the
next generation was released for the first time. ViLLE 1 was developed as a standalone Java application, but was later extended with support for an external server side application to enable recording of scores and submission counts. From the very beginning, ViLLE supported the visualization of programs written by the user (alongside the examples provided in the package), and had a support for various programming languages. Latter versions added some features to encourage active learning, including for example multiple choice questions.

3.1.1 Background

Program visualization is a method of illustrating the execution of computer program or algorithm step by step. Typically in visualization, the program can be executed continuously or in steps controlled by the user. While the program is executed, the visualization tool depicts the changes in the state of the program graphically or textually. Hence, typical program visualization tools resemble the debugging features found in most advanced programming IDEs, with two differences: the visualizations are usually simplified in visualization systems, and it is common to add features to activate students, such as questions or other tasks to complete during the execution of the example program.

Some early studies (see for example Hyrskykari 1993) already suggested that program visualization can be an efficient tool in concretizing abstract concepts, such as variables or method calls. These concrete models can then be combined with existing knowledge to create schemas for programming. According to Naps et al. (2002), the educators do believe that visualization tools can aid learning, but still there is a “significant disconnect between the intuitive belief [...] and the willingness to and ability of instructors to deploy visualizations in their classrooms”. The authors state, that for teachers, the most significant reasons for not adapting visualization tools are the time required to search for good examples, the time it takes to learn to use the tool and the time it takes to develop pedagogically valid visualizations.
Naps et al. (2003) state that visualization systems can be roughly divided into two extremes: the systems that are meant for single purpose and single platform, are undocumented and do not engage students actively into learning, and the systems built for comprehensive learning experience with exercises that encourage active learning and that can be run in multiple platforms. The authors argue, that the systems that fall in the first category are only usable by their designers for a specific course and for a specific purpose, and could not be seen as generally usable. The support for active learning can be measured by engagement taxonomy, proposed by Naps et al. (2002). In this taxonomy, the relationship between the user and the visualization is divided into six levels according to the user’s engagement into visualization. The levels are

1. No viewing – there is no visualization tool at use
2. Viewing – the visualization is viewed passively with no further engagement
3. Answering – the user is shown questions about visualization during the viewing
4. Changing – the user can change the algorithm or program visualized
5. Constructing – the user builds own visualizations
6. Presenting – the user presents his or her visualizations for peers to review

Important hypothesis about the taxonomy, proposed by Naps et al. (2003) is that visualizations are useful for learning only if used in level three or higher. This means that visualization tools should provide some form of active engagement for them to pedagogically useful.

One of the fundamental questions in programming education is the choice of the first programming language. Several studies have been conducted on the topic. For example, Grandell et al. (2006) argue, that Python provides many features that make it suitable as a first programming language in high school level, including easy-to-learn syntax and immediate feedback. In the extended study, Mannila et al. (2006) state, that if a language with simpler syntax (such as Python) is taught as the first language, the transition to more
advanced language (such as Java) is smoother, as the students made less syntax or logic errors. However, the transition from a language to another should be made as effortless as possible, since the industry often requires the knowledge of advanced languages as well.

3.1.2 Features

Based on the requirements observed in the previous section, the design of ViILLE 1 was decided to be based on two major principles: first, the tool should activate learner in the upper levels of engagement, and second, it should support a variety of programming languages, making the transition between languages as easy as possible. The core feature of the first ViILLE was the visualization of programs: when a program is executed, the execution is illustrated with various graphical and textual components. The execution can be accompanied with multiple choice questions as well as graphical array questions. Moreover, the visualized programs can be displayed using any of the supported programming languages (including for example Python, Java, C, PHP and pseudo language). The features are described in more detail below, divided according to the design principles.

First, the visualization was designed to be simple, fluid and still detailed enough to provide adequate information about the program visualized. The program code visualized is displayed in the left frame, with the current and the previously executed code lines highlighted. The controls above the code frame allow the student to execute the program one code line at a time, or continuously with selected speed. The call stack on the right hand side of the window displays all subprogram calls in their own frames, with information about all variables (including parameters) created in those subprograms. Alternatively, the user can display a comprehensive view of all variables in the right frame. The program output is displayed below the call stack and a verbal explanation about the executed code line (such as “Initialize variable ‘number’ with value from expression 2 + 3 == 5”) below the program code. The visualization view of ViILLE 1 is displayed in Figure 2.
Multiple choice questions and visual array questions can be included into desired points of the program execution. ViLLE 1 does not automatically generate questions. After experimenting with such feature, we found out that automatically generated questions do not provide enough pedagogical value to the visualization (as they tend to be mechanical and self-repeating), although they do make the generation of exercises easier for teachers. Still, in this case less is more: questions carefully designed and inserted into adequate points of the execution can engage the students deeper into visualization than repeated automated questions. The questions inserted into visualizations can be roughly divided into two categories: 1) questions about the program execution (such as “which is the next line executed” or “what will be the value of variable a after this code line is executed”) and 2) general questions about programming (such as “What operator is used to calculate the remainder of division?”). Typically questions from both categories were contained in the
example programs to try to come up with pedagogically valid and holistic tasks.

ViLLLE 1 supports a variety of programming languages. All examples provided can be displayed in any programming language supported. Moreover, the tool has a parallel view (Figure 3), where the program execution can be displayed in two different programming languages at the same time.

![Figure 3 Example program visualized in Java and Python at the same time.](image)

The view was designed to help the transfer from one programming language to another. The feature is also meant for illustrating the similarities between imperative programming languages.

Though ViLLLE 1 came pre-packaged with various example programs, it also allows teachers (and to some extent students) to create their own visualizations. The example programs are written in Java, and ViLLLE automatically translates them into all other supported languages. It is also possible to modify the automatic translations, if necessary. When the
translations are done, questions can be attached into the visualization by anchoring them to the execution steps.

The last version of ViLLE 1 provided some additional features. In addition to program visualization exercises, a new exercise type was added. In the *code shuffling exercise* the students need to order the shuffled code lines into correct order according to given task. The exercise, also known as Parsons puzzle (Parsons & Haden 2006), is intended for teaching basic syntactical and logical constructs of programming. Including code shuffling exercises among visualization exercises also provides some variation for students. The very final version of ViLLE 1 also introduced a simple coding exercise, where the students needed to complete the given task by writing a program or a missing part of it (however, the feature was never studied or used extensively). Another addition to the last version was the information about roles of variables (see Kuittinen & Sajaniemi 2004). Each variable in the program is assigned a role (such as Stepper, Follower, Gatherer or Temporary) to illustrate its role in the execution. Sajaniemi & Kuittinen (2005) had promising results about introducing the roles of variable to students. Unfortunately, in ViLLE the effect of adding the role information into visualizations was neither complete nor properly studied due to concentrating into other research topics. Hence, the role information was discarded when ViLLE 2 was introduced.

### 3.2 ViLLE 2 – Collaborative Education Tool

ViLLE 1 was deemed unfit for lot of areas in education by 2008 by the development team, and hence a design and implementation of a new version was started by Teemu Rajala, me and Mikko-Jussi Laakso. Though the original version worked well enough as a program visualization tool, it lacked a lot of features found necessary in the more comprehensive education tool. Most importantly, there was no support for teacher or student collaboration, the exercise selection was limited for computer science education (and more specifically, for programming education), and no support for other educational activities (such as assessing, lectures or
assignments) was included. Moreover, it was executed as a Java applet, a technology that was found as obsolete and unsecure by many, and which required an external plugin to browser to be executed.

The second major version of ViLLE was designed with this in mind. The implementation was done on Vaadin framework (Grönroos 2011). Vaadin is a web-based server side framework, based on Google Web Toolkit (Johnson et al. 2007), enabling the client and server side programming in Java. The applications can be executed in all modern browsers without additional plugin requirements. Though ViLLE 1 could utilize an external server for delivering the exercises, the services offered by the server were inadequate for features designed for the next generation of ViLLE. Hence, a dedicated server environment was designed and implemented for the new version. The second version of ViLLE was first released in 2010, and the development has continued ever since.

3.2.1 Background

Student collaboration, especially in the form of pair programming, has been studied quite extensively. For example, in the quite comprehensive literature review about pair programming in CS education (Salleh et al. 2011) the authors found out, that pair programming can improve student satisfaction and students’ grades on assignments. Moreover, they found a positive correlation between pair programming and on the time spent in programming. This is actually logical, as the time spent in assignments is likely to increase when the students discuss the assignment when working on it. In fact, our research group (see Rajala et al. 2011) measured the time the students spent on discussing the topic during the collaboration and found out, that over 90 % of the discussion is about the topic. Laakso et al. (2009) state similarly, that based on the analysis of collaboration and discussion during a session spent with algorithm visualization, it can be said that the students are “truly learning collaboratively”.

Another important aspect of collaboration is the joint work of teachers. According to Briscoe et al. (1997) teacher collaboration can facilitate change
as it “provides opportunities for teachers to learn both content and pedagogical knowledge from one another”. Moreover, the authors claim that collaboration can encourage teachers to implement new ideas and promote individual change in [science] teaching. Meiring et al. (2010) studied the relationship between teacher learning and collaboration in innovative teams, and found out, that collaboration can be mostly characterized as sharing. As a more practical result, they suggest that collaboration in professional teams (described as innovative, voluntary and, interestingly, temporary) could be a good direction for the professional development of teachers. The temporary team forming can be hence emphasized by creating a system where instead of having pre-defined teams, all teachers can collaborate in whatever forms they find the most useful.

Even before the redesigned version, active learning was already an important part of ViLLE. A definition by Freeman et al. (2014) illustrates the principle perfectly: active learning can be described as any activity wherein the student actively partakes in the process of forming a solution to a given problem. Active learning using educational technology, without connection to specific time or place, can be enabled with automatic assessment and immediate feedback (see for example the work of Laakso 2010). A clever utilization of aforementioned properties allows students to answer the exercises anywhere, anytime without compromising the quality or motivation of teaching. If exercises are initialized randomly (see Malmi et al. 2004 for an example), the reusability of them as well as a meaningful iteration of the same exercises increases drastically.

Gamification provides a lot of potential into educational technology. The definition of the term varies a bit, as stated by Deterding et al. (2011). However, based on the investigation on the historic use of the term, the authors propose a definition of gamification as “the use of game design elements in non-game contexts”. In educational technology, gamification has two obvious applications. First, game-like exercises can be included to enhance motivation and make solving the exercises more entertaining, which can result into better learning performance (see for example Giannakos 2013). In fact, in their literature survey of 40 studies about the effectiveness of
educational games, Backlund et al. (2013) conclude that 29 of the studies reported positive effects. Second application of gamification is the utilization of virtual achievements, trophies and awards (Huang et al. 2013).

An educational tool enabling comprehensive usage throughout the course would also enable continuous assessment. Again, the concept varies depending on the definer: Nitko (1995) for example discusses the different views towards the definition, and continues to present a conceptual framework for organizing continuous assessment. Interestingly, in a survey conducted by Hernandez (2012), teachers reported providing feedback on student progress as the most important purpose of continuous assessment. Educational technology can potentially provide real-time data about students’ progress in course to both, teacher and the students. There are however some requirements for this, including for example the comprehensive use of the tool in all aspects of the course, and the ability to provide meaningful feedback on the progress.

3.2.2 Features

New ViLLE (referred to as VILLE 2 when distinguished from the old version) is divided into two main views: the teacher view and the student view. Teachers can also access the student view to test their courses in the role of student, and to support cases where user has both roles (for example, assistant teachers can also be students in other courses). Both views can be accessed via web-based interface using any modern internet browser with no additional plugins required. ViLLE 2 uses a client-server architecture, where most of the data processing is done on the server side, and the communication via client, displayed as HTML and JavaScript in the browser. The data is stored into MySQL database or into flat files, depending on its type.

The model used in ViLLE relies on the concept of virtual courses. The courses are divided into rounds, which are primarily collections of assignments. Each round has its own properties, including for example the opening and closing times as well as score limits for virtual trophies. ViLLE currently supports four different types of rounds: normal rounds, exam rounds, conditional
rounds and tutorials. The major distinction between normal rounds and exam rounds is the ability to limit the access and feedback in the latter. Tutorial rounds are combinations of materials (including for example text, images and videos) with exercises embedded into them. The structure of ViLLE’s learning resources is displayed in Figure 4.

Figure 4 The structure of ViLLE’s learning resources. Courses consist of rounds, which consist of assignments. External materials can be attached to courses, rounds or assignments.

Currently there are more than 5,000 teachers and over 100,000 students using ViLLE. The platform is used in 15 different countries around the world.

ViLLE has around one hundred different kinds of exercise types, divided into three main categories:

1. Computer science related exercises: exercises that are meant for teaching programming and computer science in general. Some examples are coding exercises, visualization exercises (similar to ones in ViLLE 1), Parsons Puzzles (see Parsons et al. 2006), conversion exercises and program simulation exercises.

2. Math exercises: ViLLE contains several exercise types designed for mathematics learning. Most of these exercises are designed for elementary school level (including several math drilling games), but there are exercises for university level mathematics as well.

3. General exercises: there are several exercise types that can (and are) used to teach any subjects. These include traditional quizzes and
surveys alongside with different kinds of categorization, sorting and selection exercises.

3.2.2.1 Student View

The student view of ViLLE 2 is divided into four separate sub views. In the Profile view, the students can see an overview of their courses, latest messages from teachers, the upcoming deadlines for rounds and the collected virtual achievements. In the Course view all rounds (excluding the ones hidden by the teacher) are displayed, and similarly the Round view displays all assignments in the round. The assignments are answered in the Exercise view (see Figure 5).

![Figure 5 ViLLE’s Exercise View in the student mode. The exercise displayed is a coding exercise, where a student needs to write a program (or a missing part of a program) according to given specifications.](image)

A majority of the view is reserved for the exercise to be solved. Additionally, the view displays the obtained score and number of submissions. The student can also view the exercise description and attached materials in their own windows. In exam round, most of the feedback (such as the score obtained) can be set as hidden by the teacher.
Most of the exercises in ViLLE are automatically assessed and provide immediate feedback when submitted. These allow students to immediately retake the assignment, if there were errors in it. To allow meaningful iteration, the exercises are randomly initialized when possible. An example of the immediate feedback is displayed in Figure 6.

Figure 6 Immediate feedback provided by the coding exercise shows the student output along with the model answer’s output. The exercise is initialized with random seed to provide different input values with each submit.

The amount and nature of feedback naturally varies between different kinds of exercises. Simplest form is to color the choices with different colors according to whether they’re correct or incorrect, while the most complicated ones display for example the full solution to quadratic equation with graph and other information included.
3.2.2.2 Teacher View

The teacher view in ViLLE has three distinctive main functions: creating resources, browsing and utilizing existing resources and evaluating student performance. The resource creation is done with dedicated editors for courses, tutorials, exercises and materials. Since all content in ViLLE can be shared with all other teachers, there are separate content browsers for courses, exercises and materials. The exercise browser is displayed in Figure 7.

Teachers can browse and search exercises based on their name, description or tags attached. ViLLE utilizes features familiar from social media applications, such as commenting and rating, to enable easier browsing and interaction with other teachers.

Finally, there are dedicated views for analyzing and evaluating student performance and other activities. Statistics views provide detailed information about students’ submissions and enable evaluation of manually graded tasks, such as essays or study journals. ViLLE also supports a number of other manual tasks, such as recording of attendances or demonstrations.

Figure 7 ViLLE’s Teacher view in Exercise browser mode. In total, there are more than 40,000 public exercises. In the figure, the user is browsing for English exercises.
via RFID (Radio Frequency Identification) tags and readers, course projects, peer reviews and discussion forums.

3.2.2.3 Collaboration
Collaboration was one of the major design principles behind the new ViLLE. Collaboration is enabled from two different perspectives. First, as described before, VILLE 2 supports teacher collaboration by enabling resource sharing, browsing, rating and commenting. From students’ point of view, ViLLE supports collaboration specifically in tutorial rounds (although nowadays the support is extended to other rounds as well): two students can work together in answering the tutorial using the same computer. All submissions are recorded for both students logged into same session. This mechanism supports our research team’s earlier results on the benefits of collaboration (see Rajala et al. 2010, Rajala et al. 2011), where the benefit of the collaboration comes largely from discussing the tutorial with another student.

3.2.2.4 Active Learning with ViLLE
Active learning, another important design principle, is considered all around ViLLE. Automatic assessment and immediate feedback (Laakso 2010) are utilized in most of the exercise types. As mentioned before, these enable active learning regardless of the time and the place. Additionally, most of the manually graded assignment types support constructive and active learning as well. For lecture-time activation, ViLLE has a built-in lecture poll tool (Kurvinen et al. 2016), which can be used to create polls that can be opened during the lecture and answered via computer or ViLLE Mobile application. The results can be visualized instantly after the question is answered.

3.2.2.5 Gamification and Continuous Assessment
ViLLE 2 supports gamification with various features. First, there are game-like exercises that can be used to make answering more motivating and fun. Second, ViLLE supports virtual trophies, medals with score levels that can be customized for individual students. Example of virtual trophies is displayed in Figure 8.
The figure displays student’s total score in a single round, with virtual trophies set to defined limits. Moreover, users can be awarded virtual achievements, either automatically (for example when a certain amount of rounds or assignments is completed with full scores) or manually by the teacher (for example when a student makes an important observation or a clever question in classroom).

3.3 Summary

The two versions of ViLLE are rather different. Still, the work and research done with the first version are almost completely utilized in the second version. A comparison of the two versions, based mostly on the features observed in this thesis, is displayed in Table 1.
Table 1 A comparison of ViLLE’s versions 1 and 2.

<table>
<thead>
<tr>
<th>Feature</th>
<th>ViLLE 1</th>
<th>ViLLE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technical implementation</td>
<td>Java applet served via external server</td>
<td>Java server with Vaadin framework, serving</td>
</tr>
<tr>
<td></td>
<td>application</td>
<td>HTML and JavaScript</td>
</tr>
<tr>
<td>Viewer</td>
<td>Web browser with Java support</td>
<td>Web browser with no additional plugins</td>
</tr>
<tr>
<td></td>
<td></td>
<td>required</td>
</tr>
<tr>
<td>Exercise types</td>
<td>Visualization, code sorting, coding</td>
<td>Around 100 public exercise types</td>
</tr>
<tr>
<td>Course management</td>
<td>None</td>
<td>Support for multiple courses per teacher</td>
</tr>
<tr>
<td>Resource sharing</td>
<td>No</td>
<td>All resources can be shared with all teachers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>registered into tool</td>
</tr>
<tr>
<td>Programming language support</td>
<td>Various</td>
<td>Various</td>
</tr>
<tr>
<td>Possible to create new program</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>language syntaxes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teachers can create own exercises</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Exam rounds</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Tutorial rounds</td>
<td>No, but exercises can be embedded into external</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>web pages</td>
<td></td>
</tr>
<tr>
<td>Manually graded assignments</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Lecture attendances and demonstrations</td>
<td>No</td>
<td>Yes, with RFID servers connected to main</td>
</tr>
<tr>
<td></td>
<td></td>
<td>server, and with portable RFID readers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>connected to client</td>
</tr>
<tr>
<td>Surveys</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Statistics</td>
<td>External server supports the displaying of</td>
<td>Multifaceted, including learning analytics</td>
</tr>
<tr>
<td></td>
<td>student scores</td>
<td></td>
</tr>
<tr>
<td>Student collaboration</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Automatic assessment</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Immediate feedback</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
4 Utilizing ViLLE in Programming Education

Potentially, educational technology allows teachers to enhance their teaching, to improve student performance and motivation and to lower drop-out rates. Still, although an adequate tool is definitely a requirement for effective results, it is by no means a definitive answer. What to use is an important question, but how to use it might be even more important when it comes to educational technology. In this section, I review the usage of ViLLE in different programming and computer science courses. This is done by first introducing the features utilized in adapting the tool, and then showing their effectiveness in the light of the results obtained.

4.1 Laying the Foundation: Controlled Tests

Before adapting ViLLE into courses, the effect of several features were tested in controlled tests. The setup of the tests was always identical. The students were randomly assigned into two groups (control and treatment), and before the procedure, both groups answered a pre-test. The time reserved for pre-test was typically 15 minutes. After this, the treatment group utilized ViLLE while the control group either used a stripped-down version (to test specific features) or used an alternative form of education (such as programming tutorial in paper). Finally, the learning effects were measured with a post-test. The post-test always matched the questions in the pre-test (although with variating content or phrasing), but often also contained some additional questions. Hence, the time reserved for the post-test was usually a little longer, typically 30 minutes. The structure of controlled tests is displayed in Figure 9.
In the scope of this thesis, the controlled tests (reported in P1) were used to test the effectiveness of ViLLE, the role of engagement in the learning and the effect of cognitive load when using a learning tool. All tests are summarized in this Section.

4.1.1 Study 1: Effectiveness of ViLLE

The effectiveness was tested by utilizing a web-based programming tutorial with intention to teach fundamental programming concepts (see P1, section 3.1 for details). The tutorial consisted of text, images and code examples. The difference between groups was that the treatment group (N=32) was able to visualize the examples in the tutorial by using ViLLE 1, while the control group (N=40) used the tutorial without the tool. The study was conducted to find out if ViLLE can be effectively used to teach basic programming concepts, and whether previous programming experience has an effect on the learning performance.

The pre-test and post-test results are displayed in Table 2.

Table 2 The pre-test and post-test results from a controlled test measuring the effectiveness of ViLLE 1.

<table>
<thead>
<tr>
<th>Scores</th>
<th>Control Group</th>
<th>Treatment Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td>10.58</td>
<td>10.41</td>
</tr>
<tr>
<td>Post-test</td>
<td>17.55</td>
<td>18.13</td>
</tr>
<tr>
<td>Total difference</td>
<td>6.98</td>
<td>7.72</td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
As seen in the table, both groups performed statistically significantly better (result obtained via two-tailed t-test, see Rajala et al. 2008) in the post-test than in the pre-test, which indicates, that tutorials (such as the one used) can be effectively used to teach programming with rather short exposure time. There is a small trend towards a better performance in both, the post-test score and in the total difference favoring the treatment group. However, the differences are not statistically significant.

The earlier programming experience was taken into account by further dividing both groups into two subgroups based on their earlier programming experience. As expected, there was a statistical difference between students with earlier experience in the pre-test in treatment and control groups. However, in the post-test the difference remained only in the control group. Hence, it seems, that accompanying the code examples in the tutorial with visualization exercises is especially useful for novice programmers. The comprehensive results, including an analysis of individual questions in the pre-test and post-test is given in section 3.1 of P1.

4.1.2 Study 2: Role of Engagement

Study 1 was later expanded to contain three groups using ViLLE 1 in different levels of engagement (Naps 2002). The goal was to find out whether there is a change in the learning performance if the visualization tool is used in the viewing or responding mode. The control group from the previous study was titled as No-viewing group and the treatment group as Responding group according to the corresponding level in the engagement taxonomy. Additionally, a third group, titled Viewing group (N=65), was included in Study 2. The group had access to ViLLE from the tutorials, but ViLLE was used in a lower level of engagement than in the Responding group: with the latter group, visualizations were accompanied with multiple choice questions to facilitate active learning, while the Viewing group could only passively follow the same visualizations.

As concluded in Study 1, there were no statistically significant differences in the post-test scores between groups. Again, when the previous programming
experience was taken into account, the difference between experienced programmers and novices in the pre-test vanished only in the Responding group. Hence, it seems that ViLLE 1 is an effective tool for novice programmers, but only if used in the higher level of engagement. This seems to be in line with the hypothesis by Naps et al. (2002). To try to confirm the results, a post-hoc Student-Newman-Keuls test was used to form two homogeneous subsets. The results, displayed in tables 8 and 9 of P1 seem to show similar results than the previously mentioned analysis: the difference between experienced students and novices still disappeared only in the Responding group.

4.1.3 Study 3: Effect of Cognitive Load

The final controlled test reported in P1 was conducted to find out if the previous experience of using the educational tool has an effect into the results. The assumption was that cognitive load (see for example Sweller 1994) of adapting a new tool has a negative effect to learning performance. Study 3 was conducted in two instances of a high school programming course. The students who had experience about using ViLLE 1 before the study were chosen as a treatment group (N=7) while the students who used ViLLE for the first time acted as a control group (N=17). In the study, both groups used a similar tutorial, including the possibility to visualize the code examples with ViLLE.

The pre-test and post-test scores for both groups are displayed in Table 3.

Table 3 Pre-test and post-test scores for both groups; post-test scores are displayed for shared questions (i.e. questions common to pre-test and post-test) and for all questions in the post-test.

<table>
<thead>
<tr>
<th></th>
<th>Pre-test total</th>
<th>Post-test total (shared)</th>
<th>Post-test total (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Group (N=17)</td>
<td>7.12</td>
<td>12.59</td>
<td>16.94</td>
</tr>
<tr>
<td>Treatment Group (N=7)</td>
<td>9.43</td>
<td>19.57</td>
<td>26.43</td>
</tr>
<tr>
<td>p-value</td>
<td>0.515</td>
<td>0.047</td>
<td>0.046</td>
</tr>
</tbody>
</table>
As seen in the table, there is no statistical difference (obtained via two-tailed t-test, see Laakso et al. 2008) between groups in the pre-test. However, in the post-test the treatment group outperformed the control group statistically significantly. Hence, it seems that cognitive load has a significant effect to learning performance, and it would be beneficial to properly introduce the learning tool before utilizing it.

4.1.4 Summary of Controlled Tests

There are hence at least three important findings from the controlled tests that were utilized when ViLLE was later adapted in course-long use. First, the tool can be used to teach the basic programming concepts effectively (P1 and Rajala et al. 2008). Second, the visualizations are only useful if used in higher levels of engagement (P1 and Kaila et al. 2009, Laakso et al. 2009), and third, the students should be familiarized with the tool before utilizing it (P1 and Laakso et al. 2008). The results from the controlled tests were used as basis when ViLLE was adapted to computer science and programming courses later. The next two sections describe the design of the new course methodologies along with the results obtained.

4.2 Utilizing the Program Visualization Tool

In this section, the cases about utilizing the program visualization in computer science and programming courses are illustrated. The case numbering is continuous throughout this and the following section to enable easier comparison and summarizing of cases in Section 4.4.

4.2.1 Case 1: High school programming course

The first reported study (P2) about the adaptation of ViLLE 1 into course-long use was conducted in high school level. Naturally, the results from the controlled tests were utilized in adaptation: ViLLE was used in engagement level of responding, and the students were properly familiarized with the tool before it was used in the course. In addition to the previously mentioned design principles, course-long adaptation required new issues that needed to
be addressed. Rewarding students about using the tool was one of them. As later shown in P3, if the exercises are served as non-mandatory or with no external reward (such as bonus points for the final exam), it is likely that the students do not spend as much time using the tool.

The study was conducted in three instances of a high school level programming course. The first two instances, serving as a control group (N=15), utilized ViLLE only in controlled test setup similar to ones reported in the previous section. The third instance, the treatment group (N=7), used ViLLE throughout the course. ViLLE was integrated into course by including a set of ViLLE exercises to be completed after each lecture. The exercises were automatically assessed, gave immediate feedback, included multiple choice questions and graphical array questions (and were hence in the higher engagement level) and were made mandatory. Hence, the course adaptation followed the principles found to be effective.

Since both groups participated in a controlled test, the pre-test of that setup can be used to measure their initial skills in programming. All groups also took a similar final exam at the end of the course. To measure the effects as validly as possible, all variables except the usage of ViLLE were kept unchanged when possible: all instances were taught by the same teacher, all materials were kept identical and the content of the final exam was similar. Since the control group had no access to ViLLE, similar code examples were provided instead. The results of the pre-test and the final exam results are combined into Table 4.

Table 4 The pre-test and the final exam scores for both groups.

<table>
<thead>
<tr>
<th></th>
<th>Pre-test total (max. 30)</th>
<th>Final exam total (max. 60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control group (N=15)</td>
<td>7.79</td>
<td>26.33</td>
</tr>
<tr>
<td>Treatment group (N=7)</td>
<td>10.83</td>
<td>39.79</td>
</tr>
<tr>
<td>p-value</td>
<td>0.430</td>
<td>0.030</td>
</tr>
</tbody>
</table>
As seen in the table, there are no statistical differences (analyzed via t-test) between the groups in the pre-test, but there is a significant difference in the final exam. The same difference can be found in separated code reading and writing sections of the final exam (see Table 3 in P2). The results seem to provide quite clear evidence that utilizing ViLLE exercises results into significantly better learning results. From the course methodology point of view, this indicates that active learning with engaging exercises is an effective method for education.

4.2.2 Case 2: Introductory Computer Science Course in University Level

Although the first experiment in adapting ViLLE into a programming course was successful, the study was still conducted with rather small groups and in high school level only. Hence, the next reported study (P3) was conducted in a university level computer science course. The course serves as an introduction to computer science fundamentals (such as data representation and the concept of an algorithm), and also introduces fundamental programming concepts to students. It is mandatory for all computer science majors and also for some other majors in the faculty. Three instances of the course, taught between 2007 and 2009, were selected for the study.

In the first instance, ViLLE 1 was introduced as an optional learning tool. A set of visualization exercises was prepared, and a link to them was offered for the students. In the two latter instances ViLLE exercises were made mandatory. The exercises were also integrated more tightly into the course curriculum: instead of offering all exercises in one collection, exercise rounds were opened after the corresponding topic was covered in the lecture. Mostly visualization exercises of ViLLE 1 were used in all instances, but some supplementary code sorting exercises were also included in some rounds. In the final instance, couple of coding exercises were introduced, but their completion was optional.
The course was evaluated based on the final exam. The accepted performances were graded in scale of 1 to 5. The pass rates and grade averages for all instances are displayed in Table 5.

*Table 5* The pass rates and grade averages from all instances of the course. ViLLE exercises were optional in 2007 and mandatory in latter instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>131</td>
<td>134</td>
<td>181</td>
</tr>
<tr>
<td>Pass rate</td>
<td>80.92%</td>
<td>82.09%</td>
<td>85.08%</td>
</tr>
<tr>
<td>Grade avg. (max. 5)</td>
<td>3.13</td>
<td>3.48</td>
<td>3.31</td>
</tr>
</tbody>
</table>

As seen in the table, there is a trend towards better pass rate and better grade average in the latter instances, where ViLLE exercises were mandatory. The grade distributions between instances were also compared with a Chi-test (P3, Table 3), which shows that the distribution in the first instance is independent while the other two follow the same pattern. Hence, it seems that making the exercises mandatory has a positive effect on the learning performance.

The students were also surveyed for their perceptions of ViLLE 1 in the 2008 instance (P1, section 3.4). In the first section of the three-part questionnaire, the students were asked to evaluate statements about the tool in a Likert scale of 1 to 7. The students found ViLLE suitable for teaching programming (average 5.64) and quite easy to use (avg. 5.49). In the second section, the students were asked to evaluate the usefulness of ViLLE in understanding programming concepts (P1, Table 12). Based on the answers, ViLLE’s visualization exercises are seen most useful for understanding loops and conditional statements, but are not deemed as useful for arrays. In the final section, the students evaluated the usefulness of ViLLE’s individual features. Visualization of variable states and automatic assessment were listed as the most useful.
4.3 Utilizing the Collaborative Education Tool

After the aforementioned studies were conducted, ViLLE 2 was introduced. Hence, the final three cases, reported in this section, are conducted by using the latest major version of the tool. Regardless, the design principles that were proven effective by using ViLLE 1 were utilized in the adaptation of the new version as well.

4.3.1 Case 3: Introductory Programming Course for Bioinformatics Majors

The third observed case (P3) is an introductory programming course aimed for bioinformatics majors. The course is quite typical first programming course, taught in Python and following the imperative paradigm. The course does not contain bioinformatics specific content, but the target audience should be noted for another reason: most of the introductory programming courses (and most of the research done about them) are aimed for computer science majors or engineering students. A holistic methodology should be effective in all courses, regardless of the students’ age or major topic.

A total of three instances of the course were observed between years 2010 and 2012. The new version of ViLLE was utilized in all three instances, but new exercise types and other features were introduced in the latter instances. In the first instance, a set of visualization exercises similar to one included in ViLLE 1 was utilized. In the second version, a heterogeneous set of different kinds of exercise types was introduced. In addition to visualization and code sorting exercises, puzzles, coding exercises and quizzes were utilized. The goal of variating exercise types was to make the set more motivating and to cover more aspects of programming. In addition, some of the new exercise types cover higher levels of engagement: for example, coding exercise is in the constructing level.

In the final observed instance, even more features were included. The final exam was replaced with an electronic ViLLE exam. An electronic exam has several benefits over traditional pen and paper exam: first, automatic
assessment means that evaluating the answers is significantly faster and more neutral. Second, utilizing electronic exams provides students to test, debug and fix their answers before submitting them. This means, that the programs could be written in a near-authentic environment. In the 2012 instance ViLLE was also used to register lecture attendances and demonstration assignments instead of pen and paper method used earlier. Whenever electronic exams were utilized in the studies, their difficulty level was evaluated by at least three non-affiliated researchers and/or teachers to match the pen and paper exam used previously (in fact, the exam was only used after all the reviewers agreed that the electronic exam was at least as difficult as the pen and paper version).

The pass rates and grade averages for all observed instances are displayed in Table 6.

<table>
<thead>
<tr>
<th>Instance</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>23</td>
<td>16</td>
<td>25</td>
</tr>
<tr>
<td>Pass rate</td>
<td>95.65%</td>
<td>87.50%</td>
<td>96%</td>
</tr>
<tr>
<td>Average grade (max. 5)</td>
<td>3.52</td>
<td>3.75</td>
<td>4.04</td>
</tr>
</tbody>
</table>

As seen in the table, the pass rate has been quite high in all instances; the little drop in 2011 is because instead of one student, there were two that failed the course that year. There also seems to be at trend towards a higher grade average after heterogeneous exercise set was introduced in 2011. The grade average in all instances in nevertheless higher than in the instances of the course not utilizing ViLLE (average of 2006 to 2009 was 3.14). After introducing variating types of exercises, it also seems that the students completed more ViLLE exercises, as can be seen in P3, Table 6. Hence, utilizing different exercise types seems to have a positive effect to exercise completion rate and to student performance.
4.3.2 Case 4: Introductory Programming Course for CS Majors

Probably the biggest changes in the methodology were done between cases 3 and 4. Experiences collected from the controlled tests and previous adaptation cases were considered when an introductory programming course at University of Turku was thoroughly renewed between academic years of 2011 and 2012 (P4). The changes were made with three major steps: 1) facilitating active learning and collaboration, 2) underlining the importance of lectures and 3) redefining testing procedure with electronic exam. Other smaller changes were also introduced, including for example the utilization of older students as mentors.

Tutorial-based learning was already utilized in controlled tests (see Section 4.2 and paper P1). The idea behind the concept is the combination of automatically assessed exercises with learning materials, such as text, images or videos. As collaboration was one of the major design principles behind ViLLE 2 and the methodology, tutorials in the course were done in groups of two students. With the introduction of tutorials, the course structure was reformatted to contain two different sessions each week: instead of two two-hour lectures, one lecture and one two-hour tutorial session were conducted. The latter was reserved solely for active learning.

The importance of lectures was underlined with two changes. First, some easy ViLLE exercises were prepared to be answered right after each lecture. The goal of the exercises was to remind the students about the topic, and help them actively process the topics discussed in the lecture. Second, a continuous feedback cycle was introduced. After each lecture and tutorial the students answered to a short survey consisting of three questions: “What did you learn in this session?”, “What things were left unclear in the session?” and “How would you improve the session?” The answers were shortly evaluated after each session and the answers used to fix technical and content errors and to improve the quality of materials and teaching. A complete description about analyzing the surveys can be found in Kaila et al. (2015). As seen in Figure 10, the number of technical and mentoring issues reported
got lower in the latter tutorials because analyzing the feedback helped the course staff to fix them early.

![Graphs showing issues reported by students in tutorials via continuous feedback cycle (Kaila et al. 2015).](image)

**Figure 10** Issues reported by students in tutorials via continuous feedback cycle (Kaila et al. 2015).

Final major change was the utilization of electronic exam. The change was made largely due to the reasons listed in the Section 4.3.1 describing case 3: to provide more authentic programming environment and less biased evaluation method. Electronic exam also enables a larger amount of tasks in less time. The comparison of the electronic exam to the paper version can be seen in P4, Table 1. To ensure the comparability to the earlier instances, the electronic exam and the pen and paper version were again given for evaluation to four non-affiliated educators and/or teachers, who all agreed independently that the new version of exam is at least as difficult as the earlier one.

The redesigned instance of the course (2012) was compared to an earlier instance using the old methodology (2011). The changes in the methodology are combined into Table 7.
Table 7 The comparison of the methodologies used in old and redesigned instances of the course.

<table>
<thead>
<tr>
<th>Component</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lectures</td>
<td>7 x 2 x 2h</td>
<td>7 x 2h</td>
</tr>
<tr>
<td>Tutorials</td>
<td>None</td>
<td>7 x 2h</td>
</tr>
<tr>
<td>Demonstrations</td>
<td>4 x 2h</td>
<td>4 x 2h</td>
</tr>
<tr>
<td>ViLLE exercises</td>
<td>None</td>
<td>3 to 4 each week in</td>
</tr>
<tr>
<td></td>
<td></td>
<td>addition to tutorials</td>
</tr>
<tr>
<td>Feedback cycle</td>
<td>None</td>
<td>Survey after each</td>
</tr>
<tr>
<td></td>
<td></td>
<td>lecture and tutorial</td>
</tr>
<tr>
<td>Exam</td>
<td>Pen and paper</td>
<td>Electronic</td>
</tr>
</tbody>
</table>

As with the previous cases, the comparison of the courses is done by observing the pass rates and the final grades. In both instances, the grade was affected by the final exam and the demonstrations, while in the latter instance exceeding the minimum limit for the tutorial or ViLLE exercises scores also awarded some bonus points. However, the bonus points were only awarded if the students passed the exam (i.e. received at least 50 % of the maximum points in the exam). The results are combined into Table 8.

Table 8 The pass rates and grade averages of all students in both instances of the course.

<table>
<thead>
<tr>
<th>Instance</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>210</td>
<td>193</td>
</tr>
<tr>
<td>Pass rate</td>
<td>53.33%</td>
<td>80.82%</td>
</tr>
<tr>
<td>Grade average (max. 5)</td>
<td>3.63</td>
<td>3.57</td>
</tr>
</tbody>
</table>

As seen in the table, the pass rate increased statistically significantly (Mann-Whitney U-Test, p = 0.004 and Kolmogorov-Smirnov test, p = 0.011). Again, the phenomenon is similar to previous cases although the effect seems to be stronger in this case. Curiously, the grade average remained almost the same. However, the grade distribution was quite different (see P4, Figure 3): the number of highest grades as well as the lowest grades is higher in the latter instance.
4.3.3 Case 5: Object-Oriented Course at University Level

The final observed case (P5) is methodologically quite similar to case 4. However, content-wise the course is different to all other programming courses observed in this thesis. All other courses (although utilizing different programming languages and aimed for different target groups) are introductory programming courses. The course in the fifth case, however, is an advanced course at university level with focus on object-oriented programming. The course is mainly targeted for computer science majors and engineering students, but there are some students with other majors as well. All students in the course take the introductory course (case 4) before this course, unless they have completed a similar course somewhere else.

The main focus of the course is in utilizing objects and writing own classes. Some more advanced topics, such as inheritance, interfaces and polymorphism are also covered. The structure of the redesigned course is displayed in Table II, P5. As seen in the table, the structure is quite similar to introductory course presented as case 4. The only major difference is the final project included in case 5. Similarly, the changes in the methodology between old and redesigned instances are similar to previous case, as illustrated in Table III, P5. Again, the effectiveness of the methodology was evaluated by comparing the pass rates and final grades of the old and new instances. In the final case, a total of four instances – two using the new methodology and two the old one – were observed.

The pass rates and grade averages of all four instances are collected into Table 9.

<table>
<thead>
<tr>
<th>Instance</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methodology</td>
<td>Old</td>
<td>Old</td>
<td>New</td>
<td>New</td>
</tr>
<tr>
<td>N</td>
<td>186</td>
<td>201</td>
<td>191</td>
<td>158</td>
</tr>
<tr>
<td>Pass rate</td>
<td>41.94%</td>
<td>50.75%</td>
<td>76.96%</td>
<td>74.05%</td>
</tr>
<tr>
<td>Grade avg. (max 5)</td>
<td>3.27</td>
<td>3.37</td>
<td>3.55</td>
<td>4.06</td>
</tr>
</tbody>
</table>

Table 9 Pass rates and grade averages of all instances of the course
Again, the pass rates are significantly higher (the Test of Equal or Given Proportions implemented in R, \( p < 0.001 \); see P5 Section 5 for details) in the latter instances using the redesigned methodology. This is in line with all previous cases: utilizing the technology-based methodology seems to increase pass rates, grade averages, or both in the courses. In the fifth case, there is also a trend towards better grade averages in the latter instances. In fact, grade distributions of all instances are statistically different to each other (P5, Table VI), but the difference is a lot smaller among instances sharing the same methodology.

4.4 Summary

All cases are summarized in Table 10.

Table 10 Cases summarized

<table>
<thead>
<tr>
<th>Case #</th>
<th>Course / level</th>
<th>ViLE Version</th>
<th>Methodology features introduced</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>High school programming</td>
<td>ViLE 1</td>
<td>Active learning</td>
</tr>
<tr>
<td>2</td>
<td>University CS</td>
<td>ViLE 1</td>
<td>Making exercises mandatory</td>
</tr>
<tr>
<td>3</td>
<td>University programming for non-CS majors</td>
<td>ViLE 2</td>
<td>Heterogeneous exercise types, electronic exam</td>
</tr>
<tr>
<td>4</td>
<td>University programming for CS majors</td>
<td>ViLE 2</td>
<td>Collaboration, feedback cycle</td>
</tr>
<tr>
<td>5</td>
<td>University OO programming for CS majors</td>
<td>ViLE 2</td>
<td>Whole methodology revisited in object-oriented course</td>
</tr>
</tbody>
</table>

The changes in the methodology were made gradually. Hence, only the final two cases can be seen as a complete implementation. The features utilized in different cases are collected into Table 11.
As seen in the table, the complete methodology was utilized in two last cases only. The individual features as part of the complete model are discussed in section 5.2. The changes in pass rates and grade averages throughout all cases (when available) are collected into Table 12.

Table 12 The pass rates and grade averages of all cases. Ctrl denotes a control instance, usually an earlier instance of the course, where the methodology was not utilized, and Treat a treatment instance where the methodology was applied. If more than one control or treatment instance is observed in the case, the instances are combined.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Ctrl.</th>
<th>Treat.</th>
<th>Change</th>
<th>Ctrl.</th>
<th>Treat.</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N/a</td>
<td>N/a</td>
<td>N/A</td>
<td>26.33</td>
<td>39.79</td>
<td>+51.12%</td>
</tr>
<tr>
<td>2</td>
<td>80.92</td>
<td>83.81</td>
<td>+3.57%</td>
<td>3.13</td>
<td>3.38</td>
<td>+8.06%</td>
</tr>
<tr>
<td>3</td>
<td>95.65</td>
<td>92.68</td>
<td>-3.1%</td>
<td>3.52</td>
<td>3.93</td>
<td>+11.56%</td>
</tr>
<tr>
<td>4</td>
<td>53.33</td>
<td>80.82</td>
<td>+51.55%</td>
<td>3.63</td>
<td>3.57</td>
<td>-1.65%</td>
</tr>
<tr>
<td>5</td>
<td>46.52</td>
<td>75.64</td>
<td>+62.60%</td>
<td>3.32</td>
<td>3.78</td>
<td>+13.82%</td>
</tr>
</tbody>
</table>

As seen in the table, the changes have been mostly positive in all cases after the methodology was introduced. There are some issues that need to be noted when observing the table. First, the negative change in pass rate in case 3 is a bit misleading, as the pass rate was very high in all instances. In fact, the difference is based on one of treatment instances having two failed students.
instead of one in all other instances. Moreover, the change in grade average in the same case would be higher (+20.38%) if all instances using ViLLE would be compared to previous instances of the course. Still, in concept of the whole methodology this is less relevant, as the case is included to illustrate changes based on the usage of heterogeneous exercises.

In addition to quantitative results, student feedback was collected in various instances throughout the cases. In addition to feedback about usefulness of ViLLE 1 and its features discussed in Section 4.2.2, students’ perceptions were collected about electronic exams (P5, Table VII) and collaboration (Rajala et al. 2015). The results indicate, that students favor electronic exams over pen and paper and found ViLLE feasible as an exam tool. Moreover, the students seem to prefer collaboration over working alone, and see knowledge sharing, faster problem solving and improved learning as the greatest benefits of collaborative work in tutorials.
The results presented in the previous section enable a design of a functional model for teaching programming and computer science by utilizing educational technology. In this section, the model is presented. First, the results and the features are discussed to provide an adequate scientific background for the model. The suggested model and its adaptation are presented in detail after that, followed with requirements and possible limitations of the model and its utilization in the courses.

5.1 Results Revisited

The controlled tests were used as the basis for developing the model for the methodology. The first two cases reported (P1) are probably the most significant ones, as they provide evidence on the possibilities of active learning: it is possible to improve learning performance significantly in rather short exposure time. However, for the full effect, the students should be properly engaged with the tool. The cognitive load also seems to have a strong effect on the learning performance. To maximize the effect, the students should be familiarized with the tool before the treatment. When adapting a tool into a course, this should be considered, even though the students probably get accustomed to the tools during the course.

There are some things that need to be noted about the results. In the first two cases there are no statistically significant differences between the treatment and the control group (although there is a trend towards a better performance
in the treatment group), if the previous programming experience is not taken into account. However, both groups improved their performance statistically significantly when the pre-test scores are compared to the post-test scores. This finding has relevance of its own: tutorials can be used to teach quite complicated concepts in relatively short time. This phenomenon is later utilized in the methodology (see P4 and P5).

Other controlled tests performed by our research group, but not affiliated with this thesis, provided valuable information that was also used as basis for designing the methodology. For example, the studies done about collaboration (Rajala et al. 2009, 2010, 2011, Laakso et al. 2009) provided essential information about the benefits of pair-work when working with exercises: the students’ learning performance can be significantly improved if working in collaboration, and if appropriate learning material is combined with exercises, the students will spend the majority of the time in the session discussing the topic at hand. This information was later utilized when tutorial-based learning was designed as part of the final methodology, applied in cases 4 and 5 (P4 and P5).

The features were presented in the course-long adaptation cases gradually. The first two cases, utilizing the first version of ViLLE, provide evidence on the effectiveness of two major features in the methodology: active learning with engaging exercises, and making exercises mandatory. The third case introduced two new features, heterogeneous exercise types and an electronic exam. The final two cases utilize the full methodology, with tutorial-based learning (where collaboration is an important feature), continuous feedback cycle and extended mentoring. The final cases naturally utilize all features that were found effective in the controlled tests and in the previous cases.

Applying the methodology seems to have a positive effect in all cases. However, there is some variation on the nature and extent of the effect. The pass rate in courses has improved in cases 2, 4 and 5 (although the improvement is not significant in case 2). There was no data available about the pass rate in the first case, and in the third case the pass rate decreased slightly. The drop is not significant, and can be explained with the low
number of participants and the high pass rates in all observed instances. Notably, the positive effect seems to be the highest in the last two cases, where the full methodology was applied. Hence, it seems that the features combined provide the effect in the full extent. The effect can also be seen in the number of participants of instances in case 5 (Table IV, P5): the final instance has notably lower number of participants, probably due to high pass rate in 2013 instance.

The changes in the grade average were positive in all cases, except for case 4. Again, the drop is quite small in the fourth case, and is not statistically significant. Still, the grade average is a little lower than in the control instance. The reason for this might be found in the grade distribution (Figure 3, P4): the grade distribution in the treatment instance centers more around the highest and the two lowest grades. The difference between grade averages in cases 4 and 5 is also something that needs to be noted: the methodology applied was similar, but the grade average improved with close to 14 percent in the latter. In my opinion, there are two possible explanations for this: first, the topic was different, and it is possible that object-oriented exercises provide different score distribution in the final exam. In fact, it seems that the grade distribution in the latter course (Table V, P5) is a little different than that in case 4. Also, the starting grade average in the case 4 was already higher than in the fifth case, so there was less room for improvement.

The second explanation might be the cumulative effect from the previous course. The student who took the course reported in case 5 usually take the introductory course reported in the previous case as well. Hence, in the treatment instances, a large number of students was already accustomed to methodology before starting the course. Still, this kind of cumulative effect is difficult to measure from an ethical point of view, as offering the highest quality courses possible should be the responsibility of every teacher. Hence, experimenting with different combinations of new and old methodology would not be ethically sustainable.
5.2 The Model

Based on the results and their significance, a research-based model for technology-enhanced education can be constructed. The model contains five features which are discussed below with the appropriate results linked.

1. **Active learning and continuous assessment**
   The first (and to some extent the most important) feature is active learning. Active learning, in this context, means utilizing exercises that engage the students in the engagement level (Naps et al. 2002) of responding or higher. Although the engagement taxonomy is a hypothesis about visualization tools, in my opinion, it can be (to some extent) applied to any educational tool. The benefits of active learning are justified in controlled tests in P1, but the feature is applied in all cases.

   Continuous assessment should be enabled by making exercises compulsory or giving a reward on completing them. As seen in case 2 (P3), if the exercises are made optional, the learning performance is worse than when they are required to complete the course. Making exercises mandatory can also increase their significance in students’ perceptions. Optionally, a reward can be given for completing the exercises. This type of reward is external, and is typically offered as bonus points for final exam, bonus in course grade or exemption from other work at the course. The two cases can also be combined (like done in cases 4 and 5): a certain minimum amount of work is mandatory, and exceeding this limit gives students a reward. To enable this, the score collected should be visible for the student at all times – excluding the exam.

2. **Heterogeneous exercise types**
   Utilizing different kinds of exercises in the course has at least two possible benefits: the motivation for answering the exercises can be increased (as repeating same type of exercise can get boring), and the topics can be observed from different points of view. As seen in case
3, utilizing heterogeneous exercise types can have a positive effect on student performance, at least in the light of the grade averages.

3. **Electronic exam**

In programming and computer science courses, electronic exam provides several benefits over a traditional exam done in pen and paper. The possibility to compile, execute, test and debug code before submitting the answer takes the whole process closer to actual programming. The process is also faster than when using pen and paper, which means that it is possible to test students’ knowledge in wider scale in the same time. Another advantage is the possibility to use automatically assessed exercises, which both saves teachers’ time significantly and makes the evaluation process less biased. All exercise types that are utilized in practicing the topic should be applicable in the exam as well. Electronic exam was utilized in cases 3, 4 and 5. Although there probably is no effect on the student performance (and to keep the evaluation of course instances valid, there should not be), the utilization makes the exam process a better fit into the whole methodology. Student feedback about the electronic exams has also been very positive (see Table 13).
Table 13 Students’ perceptions of electronic exam in two programming courses. Although observed instances are different, the courses are the same (and use the same redesigned methodology) than the ones observed in P4 (Course 1) and P5 (Course 2). The comprehensive results are presented in Rajala et al. 2016.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>There was enough time to take to the exam</td>
<td>4.45</td>
<td>4.86</td>
</tr>
<tr>
<td>Answering to the exam was easy</td>
<td>3.59</td>
<td>4.17</td>
</tr>
<tr>
<td>The exam application was clear to use</td>
<td>3.98</td>
<td>4.24</td>
</tr>
<tr>
<td>I would prefer to use pen-and-paper over ViLLE</td>
<td>1.42</td>
<td>1.39</td>
</tr>
<tr>
<td>ViLLE suits very well for the exam of this study module</td>
<td>4.46</td>
<td>4.64</td>
</tr>
<tr>
<td>If possible, I would like to take the exam of this study module at home</td>
<td>3.91</td>
<td>3.68</td>
</tr>
<tr>
<td>I would recommend ViLLE to other students</td>
<td>4.11</td>
<td>4.31</td>
</tr>
<tr>
<td>Technically ViLLE is an excellent solution</td>
<td>3.73</td>
<td>3.89</td>
</tr>
<tr>
<td>How would you grade ViLLE as an exam platform</td>
<td>3.90</td>
<td>4.12</td>
</tr>
<tr>
<td>I got enough guidance on how to use ViLLE before the exam</td>
<td>4.65</td>
<td>4.20</td>
</tr>
<tr>
<td>The difficulty of the exam content (1 – low, 5 – high)</td>
<td>2.75</td>
<td>3.27</td>
</tr>
</tbody>
</table>
It is to be noted, that the evaluation of the course should not be limited to the final exam at the end of the course, but instead continuous assessment throughout the course should be utilized if possible. Utilizing tutorial based learning means that students can collect points from exercises and similar tasks (such as attendances and other assignments) starting from the beginning of the course, which gradually decreases the need for comprehensive exam at the end of the course.

4. **Tutorial-based learning**
   The utilization of tutorial-based learning (TBL) is probably one of the most important features in the methodology. Used in cases 4 and 5, TBL means replacing half of the lectures with tutorials, which in this context are combinations of learning material and exercises. The tutorials are answered in class room or computer lab in collaboration with another student. The emphasis is on the active learning, but collaboration brings another aspect to the feature: discussing the topic with a peer can significantly improve the learning performance.

5. **Continuous feedback cycle**
   The fifth feature in the methodology is the continuous collection of feedback from students throughout the course. In practice, after each lecture and tutorial the students are required to answer to the same three questions about what they learned, what remains unclear and how would they improve the session. Since the questions are kept simple, the answers can be evaluated right after the session, and the results utilized immediately to improve the quality of teaching, materials and technical implementation. The feature was utilized in the last two cases, and is observed in more detail in Kaila et al. (2015).
Additional Features: Mentoring and Considering cognitive Load
Although not really a part of the model, the utilization of older students as mentors is highly recommended when the model is applied. The mentors were utilized in cases 4 and 5 and have two important roles. First, they are present in the tutorial sessions along with course staff to aid students in whenever they have problems with the exercises. This way no one gets stuck in any of the exercises. The second usage is a dedicated mentoring session, organized every week. In the session, students can come by to ask for assistance in any of the course work, including for example tutorials or demonstrations. The mentoring session also advances the forming of social groups, which are highly useful for studies and later professional career (Kaila et al. 2016).

Another additional (but still important) feature is recognizing the effect of cognitive load by familiarizing the students with the tool before it is used. As seen in a controlled test (P1), the learning performance can be significantly better if the amount of cognitive load is kept to minimum. In course long usage, the familiarization can be done with dedicated session about using the tool, or for example by having a dedicated set of introductory exercises, that are designed for familiarizing students with the tool. The latter option was utilized in cases 3, 4 and 5, where an introductory round was included in the virtual course in ViLLE. In the first two cases, the tool was introduced to students by the teacher as part of the controlled tests setup.

The complete model with all features can be applied to programming or computer science courses to enhance student performance and the general quality of teaching, as seen in the two final cases (P4 and P5). However, all features in the model are not solely meant for improving the student performance. The intended roles of different features are illustrated in Figure 11.
Figure 11 Features in the model categorized by their intended effect for different outcomes of the course. The scale is based on the desired amount of effect the feature has on the defined category (1 = small effect, 2 = moderate effect, 3 = significant effect).

In the figure, improved performance stands for better pass rates and better grade average, comfort and motivation denote better course quality from students’ point of view, and better evaluation means easier, less biased and higher quality evaluation process. A few things should be noted: active learning has a high intended effect for evaluation, as it enables continuous and more transparent evaluation and a higher number of tasks that can be used as basis for evaluation. The electronic exam presumably has a low effect on the performance, but provides better experience for the students as well as less biased (from student’s point of view) and more effortless (from teacher’s point of view) evaluation.

The model with all features classified is displayed in Figure 12.
The figure displays the classification of all features in two categories: in the x-axis the components are classified based on their role in the whole model, divided into three categories: the core features of the model, the supportive features and the features intended for student evaluation. The further down the feature is in the y-axis, more human-based it is in comparison to technology-based features in the top. Tutorial based learning could also be positioned in the center of the image, but drawing it as an outline around the all other features emphasizes its central role in the model.

5.3 Applying the Model: Requirements and Limitations

The first requirement for applying the model is an adequate learning environment with suitable features. The cases all utilized either the first or the second version of ViLLE, and the complete model was tested by using the latest version. Still, as long as an educational tool fulfills certain requirements, the model should be applicable with any other platform as well. First, the platform should support automatic assessment, immediate feedback, and a number of heterogeneous exercises suitable for computer science and
programming education. This enables active learning regardless of the time and the place. Moreover, to enable continuous assessment by making the exercises mandatory (or by offering a reward for completing them), the progress and the scores should be made transparent for students.

The tool should also support electronic exams, preferably by utilizing the same heterogeneous exercise types that are used to practice the topics. Hence, the exam should support constructive answering (such as writing program code or building algorithms) instead of multiple choice questions or short answers only. To enable easier utilization in larger course instances, the exam questions should likewise support automatic assessment. For the continuous feedback cycle, the tool should also support surveys and a practical view for evaluating the answers, either directly in the tool or by exporting them as a text file, spreadsheet or similar.

The utilization of tutorial-based learning also sets some requirements for the tool used. Naturally, the tool should support the combination of learning materials and automatically assessed exercises. For learning materials, at least basic components such as text and images should be supported. A natural approach is to support HTML5 for adding content alongside the exercises. Another requirement is the support for student collaboration. The collaboration should preferably happen with a shared computer, but collaboration over network should be fine as long as it enables discussion about the topic.

Conducting the tutorials also provides some requirements for the staff and the premises. First, there should be enough capacity provided for connecting all the computers into the network at the same time. In cases 4 and 5, the problem was easily solved by having local area network connectors in the lecture hall used for tutorial sessions. Since the group size in the tutorials was quite large, it is possible that using the wireless network would not have provided enough network capacity for everyone. Using LAN connectors instead of wireless network also provided another advantage, as all network traffic could be routed via single switch. This meant, that for example in the
course exam, addresses besides ViLLE main server and Java API can be easily blocked.

Tutorials also require a sufficient number of course staff or mentors available during the sessions. For tutorials to be effective, the students should not get stuck into individual exercises. Hence, there should be enough aid available at any given time. In our experience, the students usually require more help at the early stages of the courses, and typically are more self-directed when the course advances a little more. In cases 4 and 5, there was typically one or two more complex tasks in each of the tutorials, and the students required assistance for these usually around the same time. The mentors are also essential for organizing the dedicated mentorin sessions mentioned as the final feature in the model.

All in all, adapting the model requires sufficient expertise on the course staff and the mentors. Preparing suitable content and exercises is essential. For this goal, ViLLE offers teachers a possibility to utilize, rate and comment materials created by other teachers. This enables easy sharing of best practices. Still, if no suitable resources can be found, the workload for constructing the courses that utilize the model can be quite big. However, as discussed before, the improved pass rates (and to some extent, better grades) should provide enough motivation for taking the steps. Luckily, the workload needed to run the courses becomes a lot smaller after the first instance. Utilizing automatic assessment actually reduces the time needed for maintaining the course, and enables teachers to dedicate their time more on personal guidance.

Some possible limitations for adapting the model should be noted. First, the model was constructed by presenting individual features and adapting them into the model when their adaptation provided better student performance. However, the changes made in the two final cases where quite extensive compared to the previous cases. Hence, the effectiveness of all individual features in the model was not tested, as testing all possible combinations of the features would be neither practical nor ethical. One could argue, that all the features in the final model are not required. However, all the features
have a dedicated and intended role in the adaptation of the model, as described in section 5.2.

It should be noted, that the application of the model discussed in this thesis is done only in programming courses, although an early sub model was applied into an introductory computer science course (case 2). Based on the results, it is still possible, that a similar model would probably work at least nearly as well in other topics’ courses, especially in the topics where automatic assessment can be reliably utilized. Examples include STEM subjects and language education. Still, in topics where the tasks are mostly essays or other similar constructivist writing assignments, automatic assessment is not as useful. This definitely makes adapting the model either difficult or impossible. Another examples of courses where adaptation of the model may be difficult are advanced courses, where the focus is more on a deeper analysis of concepts.

The teachers’ effect on the results should also be discussed. Although the variables outside the adapted features (or the complete model) were tried to be kept as similar as possible, there were some cases (for example cases 4 and 5) where the treatment instances of the courses were taught by different teachers than the control instances. Actually, in some cases different teachers were the prerequisite for adapting a new methodology into the courses. Hence, one could argue that some of the effect is due to different course staff. Although it is possible that the teacher influenced the final results, the similar effects found throughout all cases with different teachers seem to predict that the effect of the teacher is not too significant. Another question about teachers’ effect is whether the model could be applied to distant courses or MOOCs. Though this would require some major modifications (for example, the collaboration and mentoring should be done virtually), the model could be applicable to online courses as well.

Finally, the proposed model is definitely not the only effective model for utilizing educational technology effectively in programming and computer science courses. Still, there are enough experiments with different setups and target groups presented to prove the effectiveness of the model in education.
Though alternative ways to utilize technology exist, there are some features that probably need to be preserved in any similar model to enhance the performance as much as possible. These include at least the utilization of active learning, mandatory exercises and student collaboration. For other features, there could be alternative implementations that could work equally well. Regardless, the model proposed has been proven to be both, effective and relatively easy to implement. Having a skilled, personal tutor for each student available all the time would almost definitely provide better results than the model. Unfortunately, as educators we need to work in the real world with real world’s limitations.
Education and education technology are complex fields to study. It is often impossible (and by no means practical) to find comprehensive solutions to problems or unambiguous answers to questions. Rather, we need to come up with good enough practices that will, in time, give way to improved or totally new solutions. In this thesis, I tried to answer three research questions. The questions and the related results in this thesis are summarized below.

RQ1. What kind of features are useful when adapting educational technology into computer science and programming courses?

There are several useful features presented and discussed in this thesis. Papers P1, P2, P3 and P4 all present features that have been adapted into technology-enhanced learning process, and that have been found useful in the related studies. The list is by no means comprehensive (as no such list can or should ever be), but offers a good base for extension. Some of the most important features are summarized in Section 4.4, Table 10. The usage of features in different cases is described in Table 11 in the same section.

RQ2. If such features are found, can they be combined into a model of a methodology for utilizing educational technology?

The final model consisting of the most effective features is studied in papers P4 and P5, and fully presented in Section 5. In addition to five core features, two additional features are suggested. Based on the studies reported in P4 and P5, utilizing the model can provide significant results. Section 5.2 describes the features (including the additional ones) in the model. Figures 10 and 11 display the features
classified by their intended effect and their role in the model, respectively.

RQ3. What kind of requirements and limitations there are to consider when such model is adapted?

The requirements and limitations of the model are discussed in P5 and, to full extent, in Section 5.3. To summarize, the requirements for adapting the tool are 1) appropriate educational tool, 2) sufficient technical infrastructure, 3) enough staff to prepare the materials and assist the students and 4) sufficient pedagogical and technical expertise on the course staff. The most notable limitations are the incomplete testing of individual features (for ethical reasons described in 5.1) and the focus on computer science courses.

The thesis opens up interesting possibilities for future research. First, the possibility to utilize the same model to teach other topics, for example mathematics or science topics, is something that should be experimented. Second, the possibilities of learning analytics when utilizing the model are very interesting. When the model is utilized, a vast amount of data is collected. This data can be potentially used for detecting students with learning difficulties and for assisting them in their problems. Our research team’s first experiment in analyzing this type of data is published in Lindén et al. (2016). Finally, the possibilities for applying the model into different types of programming courses, aimed for different types of students, should be experimented even further. After all, the true goal of this work is to make the education of the future programmers a little easier.
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Abstract. Program visualization (PV) is potentially a useful method for teaching programming basics to novice programmers. However, there are very few studies on the effects of PV. We have developed a PV tool called ViLLE at the University of Turku. In this paper, multiple studies on the effects of the tool are presented. In addition, new qualitative data about students’ feedback of using the tool is presented. Both, the results of our studies and the feedback indicate that ViLLE can be used effectively in teaching basic programming concepts to novice programmers.
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1. Introduction

Programming is one of the main objectives in computer science studies. However, according to several studies (see, e.g., McCracken et al. (2001) and Ala-Mutka (2005)) students have significant problems in learning the very basics of programming. Because of scarce teaching resources and large group sizes students often get inadequate personal instruction. Thus, there is clearly a need for instructional tools that support students’ independent learning.

Visualization systems use various graphical means in concretizing abstract programming and algorithmic problems. According to Wiggins (1998), the purpose of visualization is to help the user understand what a program does, why it does it, how it works, and what the end result is. Hence, visualization systems can supposedly help students to understand programs better, thus improving the learning results. There are several studies on the effects of different algorithm visualization systems (see, e.g., Hundhausen et al. (2002) and Laakso et al. (2008a)), but very few on program visualization.

We have developed a program visualization tool called ViLLE at the University of Turku, Finland. The purpose of developing the tool was to find out if program visualization can indeed help students in learning to program. ViLLE has been tested with different kind of setups taking student competence levels and backgrounds into account. In this paper we describe the tool itself for both in teacher’s and student’s point of view and present the results of our studies on the effects of ViLLE so far. Moreover, we present
new quantitative results, based on the student feedback about using the tool. Finally, the future of ViLLE is discussed.

2. ViLLE

ViLLE is a program visualization tool, developed at the University of Turku. Its main purpose is to illustrate the changes in the programs states during the execution with various graphical and textual means. ViLLE supports multiple programming languages and has built-in editors for defining and editing syntaxes, examples and questions. With the export function the defined examples can be published as an independent collection, distributable in web or other media. By using the TRAKLA server (see Malmi et al. (2004)), ViLLE’s automatically assessed exercises can be easily integrated as a part of a programming course.

2.1. Teacher’s Point of View

From a teacher’s point of view, the suitability for different kinds of courses can be seen as the number one feature of ViLLE. Programming languages, examples and questions are all customizable with the built-in editors. Hence, it should be relatively easy to integrate

![Fig. 1. Example editor in ViLLE.](image)
ViLLE into almost any programming course. Moreover, the flexibility gives teachers a chance to fulfil their own teaching philosophy, without a need to adjust to tool’s limitations.

2.1.1. Example Editor
Examples are divided into categories. Teacher can create new examples and edit the existing ones by using the built-in example editor (see Fig. 1). The examples are written in Java, and ViLLE automatically translates the program code to all defined languages. Moreover, the visualizations of examples are automatically generated, as well as explanations on each program line. The list of supported Java features is limited, mainly, because all the programs should be easily translatable to other defined languages, and because the tool is directed for novice programmers. Furthermore, the visualization of more complex features (e.g., GUI components) can get quite tricky.

2.1.2. Question Editor
To further engage the learners to visualization, teacher can create questions about the example programs. Currently multiple choice questions and graphical array questions are supported. The questions are attached to program execution with a built-in question editor (see Fig. 2), and are automatically launched when desired point of program is reached.

Fig. 2. Question editor.
The TRAKLA2 server can be used with ViLLE to keep the score of answered questions and correct answers.

2.1.3. Syntax Editor
Teacher can add or edit syntaxes with the built-in syntax editor (Fig. 3). The editable syntax is presented on the right hand side of the window, and the correspondent Java syntax on the left hand side. Additionally, an explanation of the edited syntax line is presented in the bottom window. All defined syntaxes must have matching lines with the Java syntax to ensure the flow of execution and the consistency of questions.

2.2. Student's Point of View
ViLLE’s key features from the student’s point of view can be divided into following categories:

Visualizing the program execution: The execution of the example program is visualized line by line (see Fig. 4). Currently and previously executed lines are highlighted, and the variable values, program line explanation and the output of the program are presented in their own frames. All subprograms, and their return values, are presented in the call order in their own frames in the call stack. Moreover, all global variables (namely arrays) are presented graphically in their own area.

Fig. 3. Syntax editor.
Language independency: The visualization of the execution works similarly, regardless of the chosen programming language. Programming language can be changed anytime during the visualization. In addition, ViLLE has a parallel mode (see Fig. 5) where execution can be viewed in two different languages simultaneously.

Visualization controls: Controls are flexible – the user can move one step at a time, both forwards and backwards in the execution of a program. In addition, the program can be executed continuously in adjustable speed. The execution slider at the bottom of the window can be used to move directly to a desired state of execution. The slider also has a secondary function: the number of steps can be used to determine the complexity of the program, and with suitable examples to compare the complexities of algorithms.

Interaction: Besides answering questions (see Fig. 6) the students can edit the program code in the visualization view. The changes in program code can be visualized instantly. However, since the editing must be done in Java, the feature can’t naturally be utilized in all courses.

2.3. Automatic Assessment of Exercises

Examples made with ViLLE can be transferred to a collection in a web (see Fig. 7) by using the TRAKLA2 server. The server keeps score on students’ logins and submissions, and makes it possible to set opening and expiration dates for example rounds. Individual
examples can be retaken an unlimited number of times. Additionally, the teacher can set the minimum number of points required for each round to pass the course. Web-based ViLLE exercises are nowadays in use in most universities in Finland, and the student feedback (see Subsection 3.4) has been mostly positive: it seems that ViLLE has a positive role in enhancing the reading and tracing skills of novice programmers.

3. The Studies on ViLLE

3.1. The Effectiveness of ViLLE

The effectiveness of ViLLE was studied at the University of Turku, Finland, in a course called "Introduction to information technology". There were 72 students participating in the study. We tried to find the answer to two research questions: 1) "Is ViLLE useful in learning basic programming concepts?" and 2) "Is there any difference in learning results when earlier programming experience is taken into account?". The null-hypotheses were that ViLLE is not useful in learning to program, and that the effect is same for both novices and more experienced students. No programming was taught before the study, taking place in the third week of the course. However, a lecture was arranged before the study where the programming language and the tool used were introduced. A link
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Fig. 6. Array question in visualization view.

Fig. 7. ViLLE exercises in TRAKLA2 environment.
to ViLLE was added to course homepage in the second week so that the students could familiarize themselves with the tool before the study.

The students were randomly divided into two groups: there were 32 (N = 32) students in the treatment group and 40 (N = 40) in the control group. At the beginning of the two hour session students first took a pre-test that lasted for 15 minutes. The pre-test included three program reading exercises where students were asked to write down the output of each program. After the pre-test, students rehearsed programming concepts presented in the test with a web-based tutorial for 45 minutes. The treatment group could also visualize the program code examples presented in the tutorial with the ViLLE tool. After the tutorial session students had 30 minutes to answer to a post-test. The post-test had the same three questions as the pre-test with two more demanding questions, in which the students had to write a program implementing a given task, and write down the output of a recursive program.

Pre- and post-test exercises were analyzed in the scale of zero to ten. Thus, the maximum points of the pre- and post-test were 30 and 50. Table 1 presents the pre-test scores for both groups, including point averages, standard deviations (in parentheses) and p-values calculated with a two-tailed t-test.

No statistically significant differences were found in any of the questions. In absolute scale the treatment group performed better in questions Q2 and Q3, and the control group in question Q1.

The scores from the post-test are presented in Table 2. Corresponding questions from the pre-test are shown in square brackets beside the post-test question names. Total points averages are presented both for the shared questions (questions that were the same in the pre- and post-test) and for all questions. Additionally, the point difference between the shared questions in the pre- and post-test is shown.

The comparison between the shared questions shows that the control group performed better in question PQ1 and the treatment group in questions PQ2 and PQ3. One reason for the smaller difference in the scores of the treatment group in PQ1 is the relatively high scores they got from the pre-test. In any case, the differences are so small that the null-hypothesis can not be rejected.

Table 3 displays a comparison between the pre- and post-test scores inside the groups.

As seen in the table, both groups performed statistically significantly better in the post-test than in the pre-test (p-value < 0.01). Based on this, it seems that it is possible

<table>
<thead>
<tr>
<th>Question</th>
<th>Control Group (N = 40)</th>
<th>Treatment Group (N = 32)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>5.20 (2.67)</td>
<td>6.19 (2.46)</td>
<td>0.111</td>
</tr>
<tr>
<td>Q2</td>
<td>2.70 (3.53)</td>
<td>2.13 (3.53)</td>
<td>0.494</td>
</tr>
<tr>
<td>Q3</td>
<td>2.68 (4.15)</td>
<td>2.09 (3.88)</td>
<td>0.546</td>
</tr>
<tr>
<td>Total</td>
<td>10.58 (8.64)</td>
<td>10.41 (7.18)</td>
<td>0.930</td>
</tr>
</tbody>
</table>
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Table 2
Post-test scores

<table>
<thead>
<tr>
<th>Question</th>
<th>Control group (N = 40)</th>
<th>Treatment Group (N = 32)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PQ1 [Q1]</td>
<td>6.30 (2.81)</td>
<td>6.13 (2.69)</td>
<td>0.790</td>
</tr>
<tr>
<td>PQ2 [Q2]</td>
<td>5.10 (4.35)</td>
<td>5.50 (4.50)</td>
<td>0.704</td>
</tr>
<tr>
<td>PQ3</td>
<td>6.28 (3.75)</td>
<td>5.88 (3.75)</td>
<td>0.654</td>
</tr>
<tr>
<td>PQ4 [Q3]</td>
<td>6.15 (4.56)</td>
<td>6.50 (4.42)</td>
<td>0.744</td>
</tr>
<tr>
<td>PQ5</td>
<td>7.05 (3.78)</td>
<td>6.69 (4.08)</td>
<td>0.698</td>
</tr>
<tr>
<td>Total (shared)</td>
<td>17.55 (9.08)</td>
<td>18.13 (8.81)</td>
<td>0.788</td>
</tr>
<tr>
<td>Total (all)</td>
<td>30.88 (15.20)</td>
<td>30.69 (15.08)</td>
<td>0.959</td>
</tr>
<tr>
<td>Difference PQ1 – Q1</td>
<td>1.10 (2.60)</td>
<td>−0.06 (2.81)</td>
<td>0.073</td>
</tr>
<tr>
<td>Difference PQ2 – Q2</td>
<td>2.40 (3.30)</td>
<td>3.38 (4.02)</td>
<td>0.262</td>
</tr>
<tr>
<td>Difference PQ4 – Q3</td>
<td>3.48 (4.81)</td>
<td>4.41 (4.53)</td>
<td>0.405</td>
</tr>
<tr>
<td>Total difference</td>
<td>6.98 (6.81)</td>
<td>7.72 (6.76)</td>
<td>0.646</td>
</tr>
</tbody>
</table>

Table 3
Pre- and post-test scores

<table>
<thead>
<tr>
<th>Scores</th>
<th>Control Group</th>
<th>Treatment Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td>10.58</td>
<td>10.41</td>
</tr>
<tr>
<td>Post-test</td>
<td>17.55</td>
<td>18.13</td>
</tr>
<tr>
<td>Total difference</td>
<td>6.98</td>
<td>7.72</td>
</tr>
<tr>
<td>p-value</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

to efficiently study basic programming concepts independently in these kinds of tutorial sessions.

The other research problem was the effect of earlier programming experience on learning results. When the results were analyzed, both groups were divided into two: students with no earlier programming experience (NPE) and students with some earlier programming experience (SPE). The pre-test scores with earlier programming experience taken into account are presented in Table 4.

The figures in the table show that students with some earlier programming experience got statistically significantly better scores in both groups. The corresponding results from the post-test are presented in Table 5.

As we can see from the table, statistically significant difference between NPE and SPE remained in the post-test in the control group. However, the difference vanished in the treatment group (p-values 0.212 and 0.151). Thus, it seems that ViLLE is especially useful for novice programmers. Because of the relatively short exposure to the tool, the result can be seen as significant. Cronbach alpha-values calculated for pre- and post-test questions (pre-test $\alpha = 0.667$ and post-test $\alpha = 0.831$) indicate high reliability. This study is presented in more detail in (Rajala et al., 2008).
Table 4
The effect of earlier programming experience on pre-test scores

<table>
<thead>
<tr>
<th>Question</th>
<th>Control Group</th>
<th>Treatment Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NPE (N = 23)</td>
<td>SPE (N = 17)</td>
</tr>
<tr>
<td>Q1</td>
<td>4.17 (2.33)</td>
<td>6.59 (2.53)</td>
</tr>
<tr>
<td>Q2</td>
<td>1.22 (1.78)</td>
<td>4.71 (4.31)</td>
</tr>
<tr>
<td>Q3</td>
<td>1.00 (2.86)</td>
<td>4.94 (4.62)</td>
</tr>
<tr>
<td>Total</td>
<td>6.39 (4.68)</td>
<td>16.24 (9.63)</td>
</tr>
</tbody>
</table>

Table 5
The effect of earlier programming experience on post-test scores

<table>
<thead>
<tr>
<th>Question</th>
<th>Control Group</th>
<th>Treatment Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NPE (N = 23)</td>
<td>SPE (N = 17)</td>
</tr>
<tr>
<td>PQ1 [Q1]</td>
<td>5.74 (2.78)</td>
<td>7.06 (2.75)</td>
</tr>
<tr>
<td>PQ2 [Q2]</td>
<td>3.39 (3.97)</td>
<td>7.41 (3.81)</td>
</tr>
<tr>
<td>PQ3</td>
<td>5.30 (4.06)</td>
<td>7.59 (2.90)</td>
</tr>
<tr>
<td>PQ4 [Q3]</td>
<td>5.22 (4.83)</td>
<td>7.41 (3.94)</td>
</tr>
<tr>
<td>PQ5</td>
<td>6.09 (4.09)</td>
<td>8.35 (2.96)</td>
</tr>
<tr>
<td>Total (shared)</td>
<td>14.35 (8.27)</td>
<td>21.88 (8.51)</td>
</tr>
<tr>
<td>Total (all)</td>
<td>25.74 (14.44)</td>
<td>37.82 (13.68)</td>
</tr>
<tr>
<td>Difference PQ1 – Q1</td>
<td>1.57 (2.48)</td>
<td>0.47 (2.70)</td>
</tr>
<tr>
<td>Difference PQ2 – Q2</td>
<td>2.17 (3.07)</td>
<td>2.71 (3.65)</td>
</tr>
<tr>
<td>Difference PQ4 – Q3</td>
<td>4.22 (4.73)</td>
<td>2.47 (4.87)</td>
</tr>
<tr>
<td>Total difference</td>
<td>7.96 (5.80)</td>
<td>5.65 (7.98)</td>
</tr>
</tbody>
</table>

3.2. The Effect of Engagement on Learning

Naps et al. (2002) presented a taxonomy of learner engagement with a visualization tool. The taxonomy defines six levels of engagement:

1. No Viewing: There is no visualization tool in use.
2. Viewing: User follows the visualization passively. Despite of its name, all forms of observation belong to this level. The user can control the flow of the visualization but is not allowed to actively participate in any way.
3. Responding: User answers questions presented during the visualization.
4. Changing: User changes the visualization, for example by modifying the program code or algorithm used in the visualization.
5. Constructing: User actively participates in the construction of visualization, for example by writing program code.
6. Presenting: User presents the visualization and evaluates it together with the audience.
The study presented in Subsection 3.1 was extended so that a third group was formed which used ViLLE in a lower level of the engagement taxonomy. Hence, there were three groups: no viewing ($N = 40$), viewing ($N = 65$) and responding ($N = 32$). The questions were removed from the version of ViLLE used by the viewing group. The purpose of the setup was to confirm the hypothesis of Naps et al. (2002), which states that visualizations can have an effect on learning only if they are used in engagement level three or higher.

Statistical differences between the groups in the pre- and post-test were calculated with one-way ANOVA-test, and are presented in Table 6.

As seen in the table, there were no statistically significant differences between the groups. Students in the viewing group also improved their results statistically significantly during the session (the $p$-value of pre- and post-test difference inside the group < 0.01).

The differences in learning results between the novices and more experienced programmers inside the groups were examined next. The results are shown in Table 7.

There was a statistically significant difference in all groups between the NPE and SPE. As discovered in the previous section, the difference in the responding group vanished in the post-test. However, the difference remained in the viewing group ($p$-value < 0.001).

Thus we can conclude that for the ViLLE to be useful, it should be used in an engagement level higher than viewing. To confirm the result, a post-hoc Student-Newman-Keuls test

---

**Table 6**

<table>
<thead>
<tr>
<th>No viewing ($N = 40$)</th>
<th>Viewing ($N = 65$)</th>
<th>Responding ($N = 32$)</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test total</td>
<td>10.58 (8.64)</td>
<td>10.85 (8.89)</td>
<td>10.41 (7.18)</td>
</tr>
<tr>
<td>Post-test total (shared)</td>
<td>17.55 (9.08)</td>
<td>17.94 (9.53)</td>
<td>18.13 (8.81)</td>
</tr>
<tr>
<td>Total difference</td>
<td>6.97 (6.81)</td>
<td>7.09 (6.63)</td>
<td>7.72 (6.76)</td>
</tr>
</tbody>
</table>

**Table 7**

<table>
<thead>
<tr>
<th>No viewing</th>
<th>Viewing</th>
<th>Responding</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPE</td>
<td>SPE</td>
<td>$p$-value</td>
</tr>
<tr>
<td>($N = 23$)</td>
<td>($N = 17$)</td>
<td>0.001</td>
</tr>
<tr>
<td>Pre-test total</td>
<td>6.39</td>
<td>16.24</td>
</tr>
<tr>
<td>Post-test total (shared)</td>
<td>14.35</td>
<td>21.88</td>
</tr>
<tr>
<td>Total difference</td>
<td>7.96</td>
<td>5.65</td>
</tr>
<tr>
<td>Pre-test total (all)</td>
<td>25.74</td>
<td>37.82</td>
</tr>
</tbody>
</table>
was used. The analysis forms two homogenous subsets from the pre-test scores so that the novices and more experience programmers belong to different subsets (Table 8).

Table 8
Pre-test scores divided into homogenous subsets

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Subset for alpha = 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Viewing NPE</td>
<td>23</td>
<td>6.39</td>
</tr>
<tr>
<td>Viewing NPE</td>
<td>36</td>
<td>6.81</td>
</tr>
<tr>
<td>Responding NPE</td>
<td>20</td>
<td>8.25</td>
</tr>
<tr>
<td>Responding SPE</td>
<td>12</td>
<td>14.00</td>
</tr>
<tr>
<td>Viewing SPE</td>
<td>29</td>
<td>15.86</td>
</tr>
<tr>
<td>No Viewing SPE</td>
<td>17</td>
<td>16.24</td>
</tr>
</tbody>
</table>

When the post-test scores were analyzed similarly, the results show that the novices in the responding group caught up all the SPE groups (Table 9).

Table 9
Post-test scores divided into homogenous subsets

<table>
<thead>
<tr>
<th>Group</th>
<th>N</th>
<th>Subset for alpha = 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viewing NPE</td>
<td>36</td>
<td>13.72</td>
</tr>
<tr>
<td>No viewing NPE</td>
<td>23</td>
<td>14.35</td>
</tr>
<tr>
<td>Responding NPE</td>
<td>20</td>
<td>16.60 16.60</td>
</tr>
<tr>
<td>Responding SPE</td>
<td>12</td>
<td>20.67</td>
</tr>
<tr>
<td>No viewing SPE</td>
<td>17</td>
<td>21.88</td>
</tr>
<tr>
<td>Viewing SPE</td>
<td>29</td>
<td>23.17</td>
</tr>
</tbody>
</table>

The analysis confirms the previous finding that ViLLE is especially useful for novices learning programming basics, but only if used in higher levels of engagement. Similar learning results are not achieved if visualizations are viewed passively.

3.3. The Impact of Prior Experience on Learning

We also wanted to study what kind of effects prior experience on using a visualization tool has on the learning results. Presumably, students who have familiarized themselves with the usage of a tool can focus better on the subject taught because the cognitive load of using the tool is lighter. The study was organized in two instances of a high school programming course. The only difference between the courses was that in the latter course students were familiarized with the use of ViLLE and its features. A session similar to the ones presented in previous sections was arranged, although the questions in pre- and post-test were partly modified (for example recursion was thought to be concept
Table 10
Math and CS grades (scale 4...10)

<table>
<thead>
<tr>
<th>Group</th>
<th>Math</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Group</td>
<td>6.75 (1.60)</td>
<td>7.94 (1.09)</td>
</tr>
<tr>
<td>Treatment Group</td>
<td>7.67 (2.25)</td>
<td>8.57 (1.62)</td>
</tr>
</tbody>
</table>

Table 11
Pre- and post-test scores

<table>
<thead>
<tr>
<th></th>
<th>Pre-test total</th>
<th>Post-test total (shared)</th>
<th>Post-test total (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Group (N = 17)</td>
<td>7.12</td>
<td>12.59</td>
<td>16.94</td>
</tr>
<tr>
<td>Treatment Group (N = 7)</td>
<td>9.43</td>
<td>19.57</td>
<td>26.43</td>
</tr>
</tbody>
</table>

p-value

|                         | 0.515 | 0.047 | 0.046 |

too complex for high school students). Students who hadn’t used ViLLE before belonged to control group (N = 17) while students with prior experience on ViLLE formed the treatment group (N = 7). Though the groups were quite small, results were statistically significant.

To confirm the equality of the groups, participants’ earlier math and CS grades were analyzed. The averages and standard deviations are presented in Table 10.

There were no statistically significant differences in grades between the groups. The absolute differences are less than one point.

Pre- and post-test scores are presented in Table 11.

There was no statistically significant difference between the groups in the pre-test scores, but there is a difference in the post-test. The statistically significant difference can be found both in the shared (same questions in pre- and post-test) questions and all questions. Based on the results we can conclude that prior knowledge of ViLLE clearly improves learning results. Furthermore the results support our earlier findings that ViLLE is useful in learning basic programming skills: both groups got statistically significantly better results from the post-test in comparison to the pre-test. The results are presented in more detail in (Laakso et al., 2008b).

3.4. Student Feedback

In addition to quantitative tests we wanted to find out what students think about the tool. The opinions were gathered from students participating in a course called ‘Introduction to Information Technology’ at the University of Turku. ViLLE was an integral part of the course as all the assignments were done with it. 114 students answered to the questionnaire consisting of three parts: general questions about the tool, how useful the system is when learning new programming concepts, and opinions about the features of the tool.
In the first section six statements about system were presented, and students were asked to evaluate those in a scale of one to seven (1: completely disagree, 7: completely agree). Based on the answers, the students seem to think that the tool is quite suitable for teaching programming (average of all answers 5.64), that it is fairly easy to use (avg. 5.49) and that it helps in understanding the basic programming concepts (avg. 5.41).

In the second section the students were asked to evaluate the usefulness of ViLLE in different areas related to programming (see Table 12). Based on the answers, the students found ViLLE as an useful tool for teaching all the basic concepts – arrays were the only concept which got an average less than five (avg. 4.73). Based on students’ comments, this is probably because of the usability issues in answering the array questions.

In the third section the students were asked to evaluate the usefulness of different features of ViLLE (see Table 13). All features – except the visualization of programs in different languages – got an average of five or higher. The features the students found most useful were the visualization of variable states and the automatic assessment of exercises (averages 5.90 and 5.80). The worse average in “visualization in multiple languages” is probably due to a fact, that the students didn’t use the feature. For that matter, the feature can be found most useful when the students already know a programming language, and a different language is taught.

### Table 12
Usefulness of ViLLE in understanding programming concepts

<table>
<thead>
<tr>
<th>How useful did you find ViLLE in understanding the following concepts? (scale 1–7)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables and assignments</td>
<td>5.41</td>
</tr>
<tr>
<td>Conditional statements</td>
<td>5.52</td>
</tr>
<tr>
<td>Loops</td>
<td>5.61</td>
</tr>
<tr>
<td>Boolean statements</td>
<td>5.38</td>
</tr>
<tr>
<td>Subprogram definitions</td>
<td>5.38</td>
</tr>
<tr>
<td>Subprogram calls</td>
<td>5.34</td>
</tr>
<tr>
<td>Subprogram parameters</td>
<td>5.24</td>
</tr>
<tr>
<td>Arrays</td>
<td>4.73</td>
</tr>
</tbody>
</table>

### Table 13
Usefulness of ViLLE’s individual features

<table>
<thead>
<tr>
<th>How useful did you find the following features in ViLLE (scale 1–7)?</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Visualization of programs in different languages</td>
<td>4.93</td>
</tr>
<tr>
<td>Visualization of subprograms with call stack</td>
<td>5.35</td>
</tr>
<tr>
<td>Visualization of variable states</td>
<td>5.90</td>
</tr>
<tr>
<td>Explanation of program code line</td>
<td>5.40</td>
</tr>
<tr>
<td>Questions about program execution</td>
<td>5.50</td>
</tr>
<tr>
<td>Automatic assessment of exercises</td>
<td>5.80</td>
</tr>
</tbody>
</table>
Additionally, the students were asked to evaluate the number of ViLLE exercises in the course and the number of questions in the exercises in the scale of one to seven (1 – too few, 7 – too many). Based on the answers, the amounts were quite suitable (exercises avg. 4.48 and questions avg. 4.13).

Moreover, the students had a possibility to give additional comments about the tool. Most of the feedback was quite positive. However, some criticism and thoughts about improving the tool were also given. Some of the positive things mentioned were:

- “In my opinion, ViLLE exercises were more effective than lectures.”
- “I found ViLLE really useful: because of the ViLLE exercises, I didn’t practically need the lecture handouts at all to learn programming.”
- “With ViLLE I was able to pick up programming far better than with lectures.”
- “There were a lot of different exercises and it was easy to do them wherever and whenever I felt like it.”

The negative comments were mostly related to the functionality of the user interface:

- “ViLLE is great when it functions properly; however, the GUI needs some improvement: e.g., handling arrays is illogical and difficult.”
- “It would be handy if you could see the execution history when answering the questions.”
- “All the essential things won’t fit on the screen simultaneously. Why do you need to login to ViLLE?”
- “It’s irritating that you can’t scroll the window when the question appears.”

Moreover, some of the students would like to have more conventional teaching, instead or alongside ViLLE exercises:

- “I’d rather attend the traditional computer lab sessions, where there would be some kind of help available on request.”
- “ViLLE was a good tool for studying; however, more training in small groups would be highly appreciated.”
- “ViLLE is ok for learning the basics, but personally I learned more during the lectures.”

All in all, the students seemed to have quite positive image about ViLLE’s usefulness, though some improvements were also wished for. In conclusion, the students would prefer a course, where ViLLE exercises are integrated with more traditional teaching methods. The reported problems related to the user interface will be taken into account in the further development of the tool – e.g., the answering to array questions should nowadays work more logically than in the version, which the opinions were gathered about.

4. The Future of the Tool

ViLLE is nowadays in use in basic programming courses in most universities in Finland, and in addition, it will be mobilized at least in Australia during this spring. In future, we plan to develop the tool further based on the user opinions and experiences, and further research the effects of the tool when used in programming teaching. Our goal is to
add more features to support the higher levels of engagement taxonomy. Moreover, exercise templates are developed to enable the randomization of the exercise parameters (i.e., variable types and values etc.); this makes redoing the exercises more meaningful. Additionally, different kinds of exercise types are under development, including code sorting exercises, where program code lines are randomly shuffled and the students are supposed to sort them in an order which implements the given task or algorithm.

5. Conclusions

Based on the presented results, experiences and feedback we can conclude the following:

- By using ViILLE the novices can improve their learning results significantly, even when the tool is used quite briefly.
- . . . but only if the tool is used in the higher level of engagement. The mere viewing of visualization doesn’t seem to have the same effect. This supports the hypothesis presented by Naps et al. (2002).
- Moreover, to ensure the learning results, the students must be familiarized with the tool beforehand, hence reducing the cognitive load of learning to use the tool.
- Most of the students think that ViILLE is beneficial when learning the basic programming skills. However, some of the students seem to think that the best way to use such tool is to integrate it with the more conventional forms of teaching.
- ViILLE gives students a chance to learn and practice the very basics of programming independently. These basics can’t normally be covered on the lectures as thoroughly as required by some students.
- The focus of ViILLE is in program code reading and comprehension skills. However, Lopez et al. (2008) state that the tracing skills correlate with students performance on code writing tasks.
- From a teacher’s point of view, ViILLE’s key feature is the flexibility, and most importantly the support for almost any imperative programming language.

All in all the experiences seem quite encouraging so far: the results and the students’ feedback both confirm the assumption that ViILLE can be used effectively in teaching the basic programming skills to novices. As we all know – unless we have already forgotten – the first steps in programming really are quite difficult. Therefore there seems to be a demand for such system, both now and in the future.
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Programų vizualizavimo priemonė: poveikis mokymui, patirtis ir studentų atsiliepimai

Erkki KAILA, Teemu RAJALA, Mikko-Jussi LAAKSO, Tapio SALAKOSKI

Laikoma, jog pradedančiuosius mokant programavimo pagrindu naudinga taikyti programų vizualizavimo metodą. Tačiau tėra labai nedaug tyrimų apie šio metodo poveikį. Turku universitete buvo sukurtas programų vizualizavimo priemonės, pavadinta ViLLE. Straipsnyje supažindinama su šios priemonės poveikio tyrimais, pateikiami nauji kokybiniai duomenys: studentų, naudojusiu šią priemonę, atsiliepimai. Ir mūsų tyrimų rezultatai, ir atsiliepimai rodo, kad programos vizualizavimo priemonė ViLLE gali būti veiksmingai naudojama pradedančiuosius programuotojus mokant pagrindinių programavimo savokų.
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Abstract
We studied the course-long use of a program visualization tool called ViLLE in high school in Finland. The study was conducted in three consecutive instances of the first programming course. In the first two instances of the course, the students did not utilize ViLLE – except for a short session – while in the last instance students did ViLLE exercises throughout the whole course. The students who used ViLLE got significantly better results from the course’s final exam. This supports our hypothesis that program visualization can be an effective method in teaching programming, and indicates that we should continue developing program visualization methods to further enhance learning.

Keywords: Programming education, program visualization, long-term effects of visualization, integrating visualization into a course.

1 Introduction
The difficulties of novice programmers in introductory courses are discussed in various studies (see McCracken et al. 2001, Lister et al. 2004, Tenenberg et al. 2005). In addition to the cognitive difficulties in learning, problems often arise from lack of resources in teaching. When courses are quite large, teachers or lecturers cannot pay enough attention to single students. Moreover, the time available for introductory courses is usually quite brief; forcing the teachers to advance to more complicated topics without a possibility to ensure the level of learning. Hence, the students often lack even the basic reading and writing skills after these introductory courses.

Program visualization (or program animation) is a method of illustrating the program behaviour in different states of the execution. Program visualization (PV) systems typically visualize the execution and program states (such as variable values, expression evaluation or object and function dependencies) with various graphical and textual components. Program visualization tools aim to enhance learning in two distinctive ways: firstly, a teacher can use such systems in lectures to illustrate the changes in program states during the execution of programs, and secondly, students can use tools independently to rehearse topics they found difficult. The potential benefit of independent use is the possibility to focus on more advanced topics in the lectures, and let the students rehearse the basics on their own. However, this scenario presents a couple of issues: firstly, how to encourage the students to use the tool independently, and secondly, how to pick a tool that can be used to produce learning results?

1.1 Integrating a visualization tool into a programming course
In order to gain the possible benefits from PV tools in the course they should be properly introduced and integrated into a course. Introduction should be done with enough care. In our earlier research (Laakso et al. 2008) we found out that the students who were properly familiarized with a visualization tool beforehand gained statistically significantly better learning results than the other students. Though it is likely that the familiarization will eventually happen during the course long use, the additional cognitive load of learning to use the tool itself may frustrate the students (even more since the students at the introductory phase usually have a lot of different systems and tools they need to adapt to). Hence, the introduction should be more than a mere link at the course web site and the graphical notation of the tool should be carefully explained to the students.

It is important to have a plan of what kind of role a visualization tool will have in a course. The tool can be used to replace or complement the traditional methods of teaching, however, some things that need to be considered are:

- What kind of topics will the tool be used for? Will it be fully integrated into all areas of teaching or used specifically to teach only some topics?
- What kind of “reward” will be awarded to students for using the tool? Lehtonen (2005) notes that getting in a top list of the best achievements can be enough motivation for students. Additional or alternative rewards can be, for example, extra points for the course grade or replacement of some of the course exercises with use of the tool. Though the improved learning should be a reward on itself, it often does not seem to be enough.
- How hard will it be for the teacher to mobilize the tool, and what kind of advantages (other than improved learning results) could be gained? Could the tool be used, for example, for the automatic assessment of exercises, what kind of statistics is available and so on?
In this article we present the results of a course long study of the program visualization tool called ViLLE. Earlier results from two-hour controlled studies on the effectiveness of ViLLE were encouraging. We consider it important to also study the effects of the tool while used throughout programming courses.

2 Related Work

Over the years, various program visualization tools have been developed, but there are very few studies on the effectiveness of such tools, and even less on their long-term effects on learning performance. In general, algorithm and program visualization tools are studied with qualitative methods; there are very few studies where the results are based on quantitative data.

Crescenzi and Nocentini (2007) describe a two-year experiment of integrating an algorithm visualization (AV) tool called ALVIE into a programming course. The course also included a textbook associated with the AV tool. They report no quantitative results, but student feedback was mainly positive.

Laakso et al. (2005) report an experiment in introducing a web-based AV system called TRAKLA2 (Malmi et al. 2004) to students at two universities. They report that the tool seems to be very useful as the midterm pass rates raised significantly after the tool was introduced, and it promoted student activity in the course. The student feedback was also very positive.

Carlisle et al. (2005) used a flowchart based visualization tool called RAPTOR in introductory computing courses and found out that students using the tool got better results from two questions in the final exam when compared with the earlier course where the tool was not utilized. However, they also got worse results from the third question in the exam.

Ben-Bassat Levy et al. (2003) utilized a program visualization tool Jeliot 2000 (an earlier version of Jeliot3 (Moreno et al. 2004)) in a year-long course. They conclude that since the control group had so little room for improvement, the quantitative data only shows improvement in the animation group (the group that used the tool).

Stasko (1997) studied the effects of the visualization tool called Samba, which students used in building their own visualizations. No quantitative data was presented, but student feedback indicated that students thought that they understood algorithms well. Moreover, according to an informal measure by the writer, in the final exam the students answered nearly perfectly to questions regarding the algorithms they had built earlier.

Brown and Sedgewick (1984) describe the use of Balsa AV tool in an introductory course and in an algorithm and data structures course. It was found out that the students understood algorithms in less time compared with traditional teaching methods.

3 ViLLE

In this section we present the tool and describe some earlier results from the studies about ViLLE’s effectiveness.

3.1 Features

ViLLE is a program visualization tool which illustrates the changes in a program’s states with various graphical
and textual components. The tool combines visualizations with the automatic assessment of program code reading exercises. Using ViLLE, a teacher can create example sets and include questions (multiple choice and graphical array questions in the version were used in this research) which the students answer during the execution of the example programs. As we have previously stated (Kaila et al., 2009a), mere visualizations are not enough to have a substantial effect on learning. Providing questions engages students to perform at the active level of learning.

Some of ViLLE’s key features are:

- Possibility to visualize programs with various programming languages. Several syntaxes are included and the teacher can define new syntaxes with the built-in syntax editor.
- Flexible controls of animation: students can execute the program step by step or continuously in adjustable speed. Stepping backwards is also possible – a feature that is not commonly included in such tools.
- A built-in question editor which allows the teacher to attach questions in the chosen points in the example program. The current version includes also coding and code shuffling exercises; however, these were not in use in the version used in this research.
- Flexibility and ease of use both for teachers and students.

Complete list of ViLLE’s features can be found at tool’s website, at http://ville.cs.utu.fi.

3.2 Motivation for developing ViLLE

Although other program visualization systems have been developed (see section 2), they seem to lack some features we found necessary for such system:

- The tool should have support for various programming languages instead of focusing on one particular language.
- Visualizations should always be combined with exercises to actively involve students.
- The tool should support the creation of new exercises and visualizations. The process should be as straightforward as possible to encourage teachers to develop their own materials.

These features were the basis for the development of ViLLE.

3.3 Previous Studies

We have previously conducted series of experiments about the effectiveness of ViLLE in various studies. In this section we present the most significant results of those studies.

The effectiveness of ViLLE was studied at University of Turku, in a course called “Introduction to information technology”. Seventy two students participated in the study, randomly divided into two groups: 32 in the treatment group and 40 in the control group. At the beginning of the session all students took a pre-test, which measured their earlier programming knowledge. After the pre-test the students rehearsed the programming concepts with a web-based tutorial. In addition, the treatment group could visualize the examples in a ViLLE tutorial. After this, a post-test was arranged to measure the learning effects. Both groups performed significantly better at the post-test, but no significant differences between the groups were found. However, when students’ earlier programming experience was taken into account, we found out that the difference between novices and experienced ones in the treatment group narrowed down and statistically disappeared during the session. Hence, we concluded that ViLLE is especially useful for novice programmers. The study is presented in detail in Rajala et al. (2008).

Following this, the study was extended so that there were three groups, each in a different engagement level (see Naps et al. 2002). The aim of the study was to find out whether we could confirm the hypothesis, which states that visualization tools can produce learning results only if used in active levels, i.e. the mere tracking of the visualizations is not enough. In addition to the earlier research, a third group was formed. This group (the viewing group, N=62) could control the animation of program executions, but had no other ways to actively take part in them. The responding group (N=32) had a full version of ViLLE in use, with multiple choice questions about examples activated. The results showed, that the difference between experienced and the novice programmers remained in the viewing group (as well as in the tutorial-only group, i.e. the no-viewing group). This confirms the earlier findings that ViLLE is especially useful for novices, but only if used in engagement level higher than viewing. The study is presented in detail in Kaila et al. (2009a).

Another study investigated whether prior experience in using a tool has an effect on learning results. The study was conducted in two instances of an introductory programming course in high school, with a session similar to the ones mentioned earlier in this section. The only difference between groups was that the (treatment group (selected randomly out of the two) was familiarized with ViLLE before the session was arranged. There were no statistically significant differences between the groups in the pre-test. However, in the post-test a statistically significant difference was found: the treatment group outperformed the control group in shared questions (i.e. the questions that were similar in pre- and post-tests) and in all questions. Based on the results we can conclude that the earlier experience of the tool has a significant effect on learning results, a fact that should be taken into account when arranging such studies. The study is presented in detail in Laakso et al. (2008).

Next we arranged a study to find out if the learning effects of ViLLE can be further enhanced by using the tool in collaboration with other student. The students were randomly divided into two groups: the students in treatment group (N=62) used ViLLE in collaboration with other students, while the students in the control group (N=50) used it alone. The results confirmed our previous findings: all students’ succeeded statistically significantly better in the post-test, thus proving that it is possible to teach basic programming concepts effectively with ViLLE, even in such short time (45 minutes). While
there were no differences between the groups in the pre-
test, a significant result was found in the post-test. This
supports the earlier findings of Laakso et al. (2009), that
collaboration is highly beneficial when using a
visualization tool. The study is presented in detail in
Rajala et al. (2009).

In addition to all quantitative tests proving that ViLLE
is beneficial in learning, we also wanted to find out what
students think about the tool. We gathered students’
opinions at the course “Introduction to information
technology” at our university. The students had used
ViLLE throughout the course, with more than 10,000
exercises taken. 114 students answered the questionnaire,
consisting of questions about the features, usability and
usefulness of the tool. Based on the answers, most of the
students think that ViLLE is beneficial when learning the
basic programming concepts. Some students even thought
that they learned better using ViLLE than with traditional
learning methods (exercises, demonstrations and lectures). However, some students think that the best way
to use such tool would be to integrate it with more
traditional forms of teaching. The study is presented in
detail in Kaila et al. (2009b).

In this study, in contrast to our earlier studies, we
wanted to examine the effects of a visualization tool
when used throughout a programming course. Since the
long-term effectiveness of program visualization is rarely
studied, and since we have found encouraging results
from two-hour sessions, we find this very relevant topic
of interest.

4 Research

The effectiveness of ViLLE was studied in three
consecutive high school programming courses. In the first
two course students used ViLLE only in a two hour lab
session at the beginning of the course. In the third course
students used ViLLE throughout the course. The idea was
to find out what kind of effects program visualization has
on learning programming when used throughout the
course.

4.1 Method

The experiment was a between subject design with a pre-
test and final exam results (dependant variable). We had
one between-subject factor (independent variable): the
amount of usage of ViLLE.

4.2 Materials

All course material was distributed via the course
learning management system Moodle (Dougiamas &
Taylor 2003). The material included background theory,
code examples, and coding exercises for each topic
taught. Python was used as the teaching language.

In the third week of the courses, a computer lab
session was arranged where students rehearsed
programming concepts with a programming tutorial. In
the tutorial some programming concepts (variables,
selection, loops, and methods) were shortly explained and
students solved included ViLLE exercises. At the
beginning of the course, before the lab session, students
were familiarized with the syntax of Python, variables,
user input and selection statements. The session begun
with students answering a pre-test (see Appendix A),
which included three questions about selection, loops and
methods, and ended with a similar post-test. The results
from these sessions are presented in Laakso et al. (2008).

The final exam was divided into two parts (see
Appendices B and C). The first part included five code
reading exercises which were solved on paper. The
exercises included selection statements, explaining the
meaning of each line in a program, and what the program
does, the number of short questions about syntactical
features in Python, and explaining what certain code
fragments do and writing down their output. When
students returned the first part, they got three more coding
exercises which were solved with computers. The coding
exercises included writing a program that counts the
average of an array, a program that asks a number from
user and counts factorial of the number, and program that
reads a file, and counts the line and word count inside the
file. Each of the five questions in the first part of the
exam was worth 6 points, while three coding exercises in
the second part were worth 10 points each. Thus, the
maximum score in the final exam was 60 points.

4.3 Participants

The participants were students from the high school of
Kupittaa, a school that focuses on teaching information
technology and media. There were two instances of the
course in the fall 2007: in the first course there were 12
students and in the second there were 8 students, totalling
20 students in the non-ViLLE group; however, since
there were two students, who took the course
independently (i.e. they did not participate in lectures or
other teaching, but merely took the final exam), and three
students who dropped out from the course, the total
number in non-ViLLE group becomes 15 (N=15). In the
2008 course the student count was 7 (the ViLLE group),
because one student dropped out. The selection of the
ViLLE group was randomized. The course was the first
programming course in the curriculum for each student.

4.4 Procedure

All lessons in the programming courses were held in a
computer lab. Each topic was first introduced by the
teacher. After the introduction students solved exercises
with the help of code examples and background theory.
The teacher also did live-coding by explaining all his
actions during the coding process to further clarify things.
The courses were identical in the following aspects:

- Both were taught by the same teacher.
- All materials were identical.
- Final exams were identical.

Hence, the only difference was that in the 2008
course students did visualization exercises with ViLLE
throughout the course. When each programming concept
was introduced, a number of ViLLE-exercises covering
the concept were prepared for the students in the ViLLE
group. The non-ViLLE group had similar program code
examples included in the web material, but they could not
visualize them. Hence, the time used in studying different
programming topics was the same for both groups.
The starting level of students was measured with the pre-test (see section 4.2). Student performance was measured by comparing the final exam scores between the ViLLE and non-ViLLE groups.

The results between the groups were analyzed with a two-tailed t-test. Levene’s test was used to calculate variances for all statistics to determine if the data holds equal or non-equal variances.

5 Results
In this section we present the results on the research question "is there any difference in learning when ViLLE is used throughout the course".

In addition, correlations between previous math and computer science (CS) knowledge and success in reading and writing exercises are presented.

5.1 Previous knowledge
Participants’ previous programming knowledge was determined by reviewing their earlier success in CS and math studies, and by comparing their scores in the pre-test of the computer lab session. CS and math grades are presented in Table 1. The table includes averages (on the scale of 4 to 10), standard deviations (in parentheses) and p-values of the t-test between groups.

<table>
<thead>
<tr>
<th></th>
<th>Non-VILLE group (N=9)</th>
<th>ViLLE group (N=6)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Math</td>
<td>6.56 (1.82)</td>
<td>7.53 (1.35)</td>
<td>0.278</td>
</tr>
<tr>
<td>CS</td>
<td>7.83 (1.15)</td>
<td>8.54 (1.10)</td>
<td>0.254</td>
</tr>
</tbody>
</table>

Table 1: Participants' Math and CS grades
In math studies the grades are presented for the three first advanced math courses, and naturally for only those students who took these courses (because of this the table does not include all students). Similarly, CS studies reported in the table include two first introductory courses. The courses were the same for all the students. As seen as the table, no statistically significant differences were found between the groups.

The results of the pre-test in the computer lab session were analyzed similarly (see Table 2). The ViLLE group performed better in the absolute scale (10.83 vs. 7.79 on the scale of 0 to 30), but no statistically significant differences were found (p-value 0.430). In both groups there was on student who could not participate in the pre-test, but did the final exam (thus the N-values). Based on the results we can conclude that there were no significant differences between the groups’ programming knowledge before taking the course.

5.2 Final exam scores
Learning effects on the course were measured with final exam results. The exam consisted of five code reading (Q1-Q5) and three code writing (QW1 – QW3) exercises (see section 4.2 for details). Results are presented in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>Non-VILLE group (N=15)</th>
<th>ViLLE group (N=7)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>3.73 (2.12)</td>
<td>4.43 (2.15)</td>
<td>0.484</td>
</tr>
<tr>
<td>Q2</td>
<td>3.13 (1.19)</td>
<td>4.14 (1.46)</td>
<td>0.099</td>
</tr>
<tr>
<td>Q3</td>
<td>2.67 (1.59)</td>
<td>4.07 (1.74)</td>
<td>0.075</td>
</tr>
<tr>
<td>Q4</td>
<td>4.73 (1.44)</td>
<td>6.00 (0.00)</td>
<td>0.004</td>
</tr>
<tr>
<td>Q5</td>
<td>1.27 (1.67)</td>
<td>3.00 (2.16)</td>
<td>0.052</td>
</tr>
<tr>
<td>Reading total</td>
<td>15.53 (5.58)</td>
<td>21.64 (6.34)</td>
<td>0.033</td>
</tr>
<tr>
<td>QW1</td>
<td>3.20 (2.24)</td>
<td>6.29 (3.73)</td>
<td>0.077</td>
</tr>
<tr>
<td>QW2</td>
<td>4.67 (2.92)</td>
<td>8.00 (2.52)</td>
<td>0.017</td>
</tr>
<tr>
<td>QW3</td>
<td>2.93 (3.17)</td>
<td>3.86 (4.26)</td>
<td>0.574</td>
</tr>
<tr>
<td>Writing total</td>
<td>10.80 (7.03)</td>
<td>18.14 (9.06)</td>
<td>0.050</td>
</tr>
<tr>
<td>Exam Total</td>
<td>26.33 (11.84)</td>
<td>39.79 (14.11)</td>
<td>0.030</td>
</tr>
</tbody>
</table>

Table 3: Final exam results
As seen on Table 3, ViLLE group performed statistically significantly better in Q4 (t (20) = -2.301), in total of reading questions (t (20) = -2.294), total of writing questions (t (20) = -2.084) and in combined total score (t (20) = -2.339); moreover, the difference in QW2 was almost significant. Since the Q4 was a question about function calls, ViLLE’s visualization of functions seemed to be especially helpful.

In absolute scale and by looking the p-values of different questions, it seems that only in Q1 and QW3 groups performed somewhat similarly. Q1 was about if-statement, a topic already presented in the course before the lab session. That might be one reason why students got good results from a similar assignment in the pre-test (see table 2). QW3 was about reading a file, which is not possible to visualize in ViLLE, and thus the topic was taught similarly to both groups. In all other questions the trend was favoring the ViLLE group.

5.3 Correlations between math and CS grades and total scores
Finally, we wanted to examine correlations between students’ grades and the scores of reading and writing sections on the final exam. Math and CS grades had medium correlation with reading exercises (0.699, p < 0.01 and 0.557, p < 0.05, respectively) and strong correlation with writing exercises (0.781, p < 0.01 and 0.725, p < 0.01). Since the CS course grades were from introductory courses, and did not include any programming, we suggest that the grades actually depict more about students’ motivation than actual programming knowledge. The pre-test results (see section 5.1) support this. The quite low averages indicate that students’ programming skills were rather poor before taking the course.

Another interesting aspect is the strong correlation between reading and writing exercise points in the final exam (0.776, p < 0.001). This seems to be in line with the
findings by Lopez et al. (2008) which state that there is a strong correlation between students’ tracing and writing skills.

6 Discussion

The results show that the group that used ViLLE throughout the course got statistically significantly better results from the final exam in total scores, reading total, writing total, and in question 4 in the reading exercises. Hence, ViLLE seems to be beneficial in tracing program code. Since the question 4 was about functions, ViLLE seems the most helpful when tracing the execution between the main program and subprograms. Remarkably, all students in the ViLLE group got full points from the question. Moreover, there was a trend favoring the treatment group in absolute scale in all questions, although in Q1 and QW3 the groups performed quite similarly. Based on the results, ViLLE also seems to help in developing program writing skills. Cronbach’s alpha value 0.866 calculated for the questions in the final exam indicate high reliability.

It is hard to estimate how other factors influenced the results. Although the materials in the courses were identical and the courses were taught by the same teacher, the teacher might have had more experience in teaching the course in the spring. Moreover, the group sizes were quite small, and it is impossible to isolate all the factors that influence the learning in a six-week course. One confounding factor might be the randomization of groups; although the ViLLE group was selected randomly, the courses were taught in different semesters.

However, since the difference between the non-ViLLE and ViLLE groups was so substantial in total points, and all our previous studies indicate that ViLLE has a positive effect on learning, we can conclude that ViLLE is beneficial when learning basic programming skills.

It seems that the biggest advantage of ViLLE is the possibility to offer lots of program code reading exercises to students. Students get direct feedback on their success from the tool. This is especially helpful in mass courses where the teacher does not have enough time to address each student individually, but also applicable in courses with fewer students; the teacher can not always help all students that need guidance, no matter how few there are. The feedback given by the tool helps students understand some concepts by themselves and the teacher is freed from having to repeatedly answer basic questions. Even if the feedback from a tool is not as good as personal feedback from the teacher, students still get useful information on the events occurring in the program. Moreover, they can retake examples as many times as they see necessary – thus, the tool can be very helpful in ensuring that all the concepts taught are sufficiently rehearsed.

7 Conclusions

We conducted a study on the effects of course-long use of a program visualization tool in a high school in Finland. The results indicate that the students who used the tool throughout the course got significantly better results on their final exam. The difference was significant in all total scores, which indicates that program visualization is a highly beneficial method of teaching basic programming concepts. This confirms our earlier findings from controlled two hour sessions. Moreover, we could confirm our other earlier finding that ViLLE is especially useful when tracing the execution of function calls. In future we plan to retake a similar study at the university level, and study the effects of new features (mainly code sorting and coding exercises) of ViLLE.
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Appendix A: Pre-test

The pre-test consisted of three assignments: in each assignment a block of program code was presented, and the students were asked to either write down the output (assignments 2 and 3) or variable values in different states of execution (assignment 1).

Assignment 1:

```python
a = 2
b = 2
s = a
d = b
if c < a:
    c = c + 2
    d = d - 1
if c < s:
    s = s - 3
    s = 1
c else:
    d = d - 1
if c > a:
    c = c / 2
else:
    a = a + 1
b = a + 1
c = a + b
```

Assignment 2:

```python
a = 1
y = a
while (int) < 30:
    a = y + 1
    if a < y:
        y = y + 1
    else:
        y = y + 1
    z = x + 1
print z
print y
```

Assignment 3:

```python
def main():
    a = 0
    while n > 2:
        print n, "Hi", f(n)
        n = n-1
    print n, "Hi", f(n)
def f(n):
    if n < 2:
        return 2*n
    return n+14
```
Appendix B: Final exam, part 1

Q1: What are the values of variables a, b, c and d after the execution of this program?

```python
a = 0
b = 5
c = 7
d = 10
if c < d and a < c:
    a = a + b
    b = c - 1
    d = d - a
if d == b or d == c:
    d = d * 2
    c = c / 2
    b = b * a
elif not(a > b and d > c):
    a = a + 2
    b = b + 3
    d = d – c
else:
    a = b
    b = c
    c = d
    d = d * 2
```

Q2: Add comments to each line of the following program. Finally, explain what the whole program does.

```python
list = [0,0,0,0,0]
i = 0
while i < len(list):
    try:
        list[i] = input('Give a number: ')
        i = i + 1
    except Exception:
        print 'That is not a number!'
result = list[0]
for j in list:
    if j < result:
        result = j
print result
```

Q3:

a) What command is used to include functions square() and pow() from module math?

b) What is the value of variable a after this statement is executed: `a = len('exam') + (2 * len('answer'))`?

c) What is the output of this program?
```python
list = ['one','five','eight','seven','ten']
print list[4] + list[1]
```

d) What is the output of this program?
```python
s = {'three' : 3,'five' : 5, 'four' : 4, 'two' : 2}
print s['four'] 0 s['two']
```

e) What is the output of this program?
```python
i = 2
while i < 10:
    if i % 2 == 0:
        i = i + 1
        break
    print i
    i = i + 1
```

f) What is the output of this program?
```python
i = 2
while i < 10:
    if i % 2 == 0:
        i = i + 1
    break
    print i
    i = i + 1
```

Q4:

a) What does this function do?
```python
def first(nmbr1,nmbr2):
    if nmbr1 <= nmbr2:
        return nmbr1 ** nmbr2
    else:
        return nmbr2 ** nmbr1
```

b) What does this function do?
```python
def second(nmbr1,nmbr2,nmbr3):
    if nmbr1 < nmbr2 and nmbr1 < nmbr3:
        return nmbr1
    elif nmbr2 < nmbr1 and nmbr2 < nmbr3:
        return nmbr2
    else:
        return nmbr3
```

c) When using the functions declared in a) and b), what is the output of this line?
```python
print second(first(3,2),first(2,2),7)
```

Q5: Function foo() is declared and called in program. What is the output of the program?

Function:
```python
def foo(a, b):
    result = 0
    while a < b:
        a = a + 1
        print a + b
        result = result + a
    return result
```

Program:
```python
first = foo(2,4)
second = foo(5,3)
if first < second:
    print foo(first, second)
else:
    print foo(second, first)
```
Appendix C: Final exam, part 2

Q1: Define function `average()`, which gets a list as a parameter and calculates and returns the average of the values in the list. Example of usage:

```python
list = [2,3,3,4,7]
print "The average is:", average(list)
```

The output of the example above would be:

The average is 3.8

Q2: Write a program that asks for a number and prints out the factorial of that number. Use exception handling to ensure that a number is given. Factorial of e.g. number 5 is calculated like this: \(5 \times 4 \times 3 \times 2 \times 1 = 120\). Example run:

```
Give a number: 6
The factorial of number 6 is 720
```

Q3: Write a program that reads a file and prints out the number of rows and words in that file. For example, for a file:

```
This is a file
There is more text here
And even more here
```

The output would be:

```
There are 3 rows and 13 words in the file.
```

Create a file `test.txt` to test your program. The words can be calculated with `split()` function, which can be used to split a string around spaces.

Utilizing an Exercise-Based Learning Tool Effectively in Computer Science Courses.

Olympiads in Informatics, 8, 93 – 109. Vilnius University.

Reprinted with permission from respective publisher and authors.
Utilizing an Exercise-Based Learning Tool Effectively in Computer Science Courses

Erkki KAILA, Teemu RAJALA, Mikko-Jussi LAAKSO, Rolf LINDÉN, Einari KURVINEN, Tapio SALAKOSKI

University of Turku
e-mail: {ertaka, temira, milaak, rolind, emakur, sala}@utu.fi
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Keywords: learning environments, automatic assessment, course design, tool adaptation.

1. Introduction

According to multinational study by McCracken et al. (2001), programming is one the most difficult skills to acquire. There are various educational tools developed to aid the process, but comprehensive research about their pedagogical usage is still quite rare. Any tool or system, no matter how proficient, can only produce real educational value if adapted and utilized properly. In this article, we consider various factors that may have an effect on the efficiency of the tool usage: tool introduction, student engagement, motivation and reward. Based on our earlier research, most of these factors have a considerable effect on learning results. Hence, it seems that in addition to considering which tool to use, it’s equally important to consider how to use it.

In this article, we present three rules for adapting a learning environment, based on our earlier experiments. Though named rules, they are actually ideas to consider when designing course structure and educational technology adaptation. We also present a comprehensive 6-year study, where a learning environment was used in two courses throughout six years. In latter instances, new exercise types were introduced to try to improve motivation. Some other changes in the tool and the usage were also introduced throughout the years. The holistic idea has been to gradually improve the tool adapta-
tion to find out how the learning effects and motivation can be maximized. The student performance and grades are presented to find out whether the changes had effect in particular years.

2. Literature Review

There are various learning environments developed over the years. Crescenzi and Nocentini (2007) present a two year experiment of adapting an algorithm visualization tool into a programming course. The student feedback was mainly positive, but they don’t report any changes in student performance. Laakso et al. (2005) adapted an algorithm visualization tool called TRAKLA 2 into two courses at separate universities at Finland. They found out that the pass rate increased significantly, and the student feedback was mainly positive. Still, the same group (Laakso et al, 2009) found out later that using the same tool in collaboration with another student has an even higher positive effect on learning. Hence, anyone adapting a tool should be encouraged to find out further whether the positive effects can be enforced.

Educational technology can of course be used in all kinds of courses. De Lange et al. (2002) surveyed students’ opinions on adaptation of WebCT on accounting course, and found out that their satisfaction with environment is tightly associated with lecture notes, forum, on-line assessment and other tools in that environment. Paechter et al. (2010) suggest that the key factor in affecting students’ motivation is making the learning objects transparent and providing possibility for self-assessment. Self-assessment should hence have a major role in any exercise-based learning environment. Students’ attitudes should have a considerable effect on adaptation: Saunders and Klemming (2003) reported a two-year experiment where they integrated technology into traditional learning environment, and found out that though the students found the module harder to complete than others, their performance was actually better. The cognitive load for adapting new tools (see for example Chandler and Sweller, 1996) is an issue that should be considered when designing technology enhanced curriculums.

Liaw et al. (2007) also surveyed the attitudes of students and educators towards e-learning, and found out that the instructors’ attitudes are highly positive. The analysis on students’ attitudes revealed, that an effective learning environment is influenced by learner autonomy and teacher help, among other things. Hence, it is important to remember that educational technology is not something that can be added into curriculum and then forgotten. Lockyer and Patterson (2008) in fact state, that “the lecturers may have to play a considerable technical support role in helping students who are new to such technologies”.

There are other studies that emphasize the instructors’ satisfaction in educational technology. For example, Zivic-Butorac et al. (2010) present a huge effort of implementing an e-learning environment of more than 400 courses and 15,000 students in Croatia. The teachers’ attitudes were surveyed and found out to be highly positive towards the technology. Still, as O’Neill et al. (2004) state in their literature review about eLearning implementation, if new technology is to be integrated into learning properly, comprehensive training and support for instructors should be provided.
3. How to Adapt an Exercise Based Learning Environment

3.1. Selecting a Suitable Environment

The first step in adaptation is selecting a proper environment. There are various issues that should be considered when selecting the tool. First – and probably the most important issue – is that the selected tool should provide adequate benefits for both the teacher and the student. As discussed earlier, the most obvious benefit for teacher is the time saved in assessing exercises and assignments. However, to gain any real benefit in time saving, the environment either needs to come with an existing set of usable exercises or the time cost of preparing the exercises needs to be tolerable. As stated in Naps et al. (2001), the lack of time is the most important reason for teachers not using visualization tools; the same can probably be applied to any learning environment.

From the student’s point of view, the most obvious benefits come from automatic assessment and immediate feedback. The ability to do the exercises any place and any time, and still get supportive feedback, is something that is hardly possible with traditional methods. Improved learning results (Kaila et al., 2009A) are also a significant benefit both for the student and the teacher. Evaluating the learning effects outside controlled studies might be difficult as there are various factors influencing the learning outcome. Still, as shown in Kaila et al. (2010), and furthermore in the later sections of this paper, it is possible to significantly improve the results in CS course if a learning environment is introduced and used properly.

There are also some technical issues that need to be considered when selecting an environment. First, there is the initial cost of tool utilization and management. Though most of the common learning environments can be adapted free-of-charge, there might be hidden costs, such as upgrading server equipment and training the users. If the tool is hosted externally, these costs can however be kept in minimum. Moreover, the technical requirements for using the tool should be evaluated beforehand. Some exercises may need plugins – such as Java or Flash – installed into browser before working properly. In some physical environments installing additional components may be difficult or impossible.

3.2. Three Rules for Adaptation

In this section, we present three rules that should be taken into account when adapting a learning environment into a course. The rules are based on our earlier results on the topic, and are revisited when the results of this research are discussed.

3.2.1. Rule 1: Introduce and Integrate

The first rule is that the tool should be properly introduced and integrated into course. We have previously studied the effects of cognitive load on students when using a visualization tool (Laakso et al., 2008). In the study, the students who went through a comprehensive tutorial about using the tool statistically significantly outperformed the control group. Hence, we suggest, that a separate introductory session should be arranged before the tool is adapted into actual learning. The introduction should be made from two points
of view: technical and pedagogical. The technical introduction contains issues such as logging in and user interface. The pedagogical introduction should address issues such as the order and schedule of the exercises taken, using additional materials to assist learning, and the role of exercises as a part of comprehensive learning experience.

This leads as to the second part of this rule: we suggest that the learning environment should be properly integrated into the course. This means that the exercises in the environment should substitute and supplement the existing materials, where relevant. In practice, this may mean that the course needs to be partially redesigned. In Laakso et al. (2014) we presented a programming course reform, where half of the lectures were replaced with interactive tutorials that emphasized active and collaborative learning. The results were remarkable, as the dropout rate decreased and the grades improved statistically significantly after the change. Moreover, the students seemed to find the active approach more motivating and enjoyable.

3.2.2. Rule 2: Engage the Students

Naps et al. (2002) presented a hypothesis of engagement taxonomy, where they divided the usage of visualization tool into passive (no-viewing and viewing) and active (responding, changing, modifying and presenting). They suggested that using a visualization tool may only produce considerable learning if the tool is used in active levels. We later confirmed the hypothesis in Kaila et al. (2009B). We suggest that the results gained from using a visualization tool can be generalized to any types of exercises: if the students are engaged into active learning process, the results are better. Moreover, collaboration can be used to deepen the level of engagement. In Rajala et al. (2009) we found out, that if exercises are done in collaboration with another student, the learning results can be significantly improved. In Laakso et al. (2014) we presented a programming course reform (see previous Section), where collaboration was brought to classroom exercise sessions by introducing a collaborative mode in learning platform.

3.2.3. Rule 3: Make it Mandatory, but Reward the Students

As a third rule, we suggest that the usage of the tool should be made mandatory, but the students should still be rewarded from doing the exercises in the environment. A typical approach is to set minimum limits that need to be reached, and reward the students from exceeding that limit. The reward can be divided into two categories: an internal reward is something gained within the tool. Typically points are awarded when a student successfully completes an exercise or assignment. An external reward is something the students gain outside the learning environment. For example, the students may be awarded with grade improvement, bonus points for exam, or other forms of compensation from completing the exercises in the environment.

In Laakso et al. (2014) we present a case where students were required to complete at least five out of seven tutorials during the programming course. However, no minimum score limit was set. The students however completed a remarkable amount, 91% of all points on average, though reaching this amount meant doing extra work outside tutorial sessions. The students could pass the course without a final exam by completing at least 90% of all points awarded from all course components (including lectures, tutorials and course assignments). Still, of all students that reached the 90% level, only a handful skipped the final exam.
4. ViLLE

4.1. Background

ViLLE is a learning environment, developed at the University of Turku, Finland. It started out as a program visualization tool in 2004, and later expanded into comprehensive collaborative exercise and course management environment. From the beginning, ViLLE has been developed based on the research done. All major features have been tested with controlled experiments, and only the useful ones have been included in the published version. For example, the engagement taxonomy hypothesis (Naps et al., 2002) lead into developing interactive questions into then-passive visualization tool, and the good experiences on collaborative use (Rajala et al., 2009) encouraged us to develop collaborative mode that enabled two or more students working at the tasks together.

Since the earlier version was used in the first course presented in this paper, both versions are introduced separately.

4.2. The Early Version of ViLLE – The Visual Learning Tool

The first version of ViLLE is a program visualization tool (see Fig. 1) that can be used to display the execution of programs one row at a time. The execution is visualized with various components: the current and previous rows are highlighted, the variable states are displayed in their own area, and each subprogram with its local variables is displayed.
in a single frame in call stack and so on. Moreover, ViLLE displays a verbal explanation about the currently executed line. The tool supports a variety of imperative programming languages – including for example Java, Python and C++ – and automatically translates the programs written in Java to other supported languages. Students can view the execution in parallel view, which displays the executed program in two selectable languages at the same time.

To enhance active learning, the example programs can be accompanied with multiple choice questions or graphical array questions. The questions are inserted into desired steps in program. When a question is encountered the program execution halts until student gives an answer. ViLLE version 1 was deployed as a Java applet or Java application, but it could be connected to a TRAKLA II server (Malmi et al. 2004). In this case the server tracks student logins and all achieved points in different exercises. A complete description of the tool can be found in Rajala et al. (2007) and in Kaila et al. (2009A).

4.3. ViLLE Now – a Collaborative Learning Environment

As of 2009, ViLLE was expanded into an exercise-based collaborative learning environment. New client-server architecture was designed, with a focus on teachers’ collaboration and with a support for various exercise types. In ViLLE version 2 (see Fig. 2), the teachers can use the built-in editors to create and edit virtual courses and assignments. Moreover, all content set as public can be browsed, utilized and modified by all other teachers registered in ViLLE. New exercise types for various topics were created. For programming, coding exercises, code sorting exercises and simulation exercises were designed among many others. Moreover, exercise types for mathematics, language
teaching and various other topics have been developed over the past few years. A comprehensive list about ViLLE exercise types can be found in Appendix A.

Since the new version introduced a dedicated ViLLE server, there was no more need to utilize the TRAKLA II server. ViLLE automatically collects a vast amount of data on student performance, including for example all achieved scores and time used to complete the exercises. Additional exercise specific data is also collected: for example, in visualization exercises ViLLE automatically saves all control usage data, including time stamps, when the student does the exercise. All data gathered can be viewed in ViLLE’s statistical view by course’s teachers.

The new version also supports collaborative learning where more than one student can join the same session. Besides exercises, there are various other tasks that can be used in courses: if accompanied with RFID readers, ViLLE can be used to easily record course attendances and demonstrations. It also supports study journals and course assignments, to name a few. All exercises, whether they are automatically assessed or not, can be used in electronic exams. It also has an editor for building tutorials that combine exercises with other materials, and a research project management system for research collaboration.

The complete description of the tool can be found in Laakso et al. (2014).

5. Methodology

5.1. Overview

The research was carried between years 2007 and 2012. The data was collected from two separate courses: in the first course – observed in three instances between 2007 and 2009 – the version 1 of ViLLE was used, while in the second course – with three instances between 2010 and 2012 – the newer version 2 was utilized. The usage of tool varied in different instances of the course: the tool was adapted more thoroughly year by year. A gradual increase in the usage was justified by excellent results and feedback gathered from teachers and students.

5.2. Course Instances

The first course observed (from now on Course 1) was called an Introduction to Information Technology. The goal of the course is to teach computer science fundamentals as well as introductory programming concepts to CS majors at University of Turku. The course is somewhat typical introductory course in computer science, containing basic principles of algorithms and data structures, accompanied with programming fundamentals in Python. Three instances of the course were researched: in 2007, ViLLE was introduced to the course. The usage of the tool was not mandatory; instead, a link to exercises was provided in course web page. In two consecutive instances, 2008 and 2009, ViLLE was made a mandatory part of the course: if the students did not complete at least 40% of all ViLLE exercises, they failed the course. All course instances were taught by the same teacher, and no other significant chances between instances were made.
The second course observed (from now on Course 2) is called an Introduction to Programming. It is a mandatory course in Bioinformatics program at University of Turku, and aims at teaching basic programming concepts in Python. The course hence contains essential topics in imperative programming, such as variables, loops and functions, as well as some Python specific topics, but does not include object oriented programming. Three instances of Course 2 were also observed: at 2010 ViLLE was included – as mandatory component, but with visualization exercises only. In two latter instances various other exercise types were introduced as well. In the latest instance (2012) ViLLE was also used to keep track on lecture attendances and demonstration scores, with bonus awarded for good performance on these components. Moreover, in the last instance, ViLLE was also used as a platform for course final exam. As was the case with Course 1, all instances were taught by the same teacher, and no other substantial chances were made in course through these instances.

The usage of ViLLE throughout the course instances is displayed at Table 1.

5.3. Exercises

In Course 1, ViLLE was first introduced as an optional supplement. At two later instances the usage of the tool was made mandatory. A total of 60 exercises were divided into seven categories: variables and conditions, strings, loops, sub programs, arrays, recursion and sorting algorithms. Each exercise consisted of visualized program code and 5 to 10 questions. Each exercise was scored in scale of 0 to 10 based on the correctness of answers. All exercise rounds were open from the beginning of the course, and references to suitable exercises were made on other course materials.

In Course 2, ViLLE was mandatory in all three instances. At the first instance only visualization exercises were used – the exercise collection was roughly equivalent to the collection used in Course 1 with minor modifications. At the two latter instances other exercise types were introduced. The course was hence divided into eight exercise rounds, based on the topics in course: the first round was an introduction to ViLLE, and the latter rounds about variables and data types, strings, selection, loops, functions, lists and tuples, followed with a round of additional exercises. Each round consisted of five different types of exercises:

<table>
<thead>
<tr>
<th>Year</th>
<th>Course</th>
<th>ViLLE exercises</th>
<th>Mandatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>Course 1</td>
<td>Visualization</td>
<td>No</td>
</tr>
<tr>
<td>2008</td>
<td>Course 1</td>
<td>Visualization</td>
<td>Yes</td>
</tr>
<tr>
<td>2009</td>
<td>Course 1</td>
<td>Visualization</td>
<td>Yes</td>
</tr>
<tr>
<td>2010</td>
<td>Course 2</td>
<td>Visualization</td>
<td>Yes</td>
</tr>
<tr>
<td>2011</td>
<td>Course 2</td>
<td>Various</td>
<td>Yes</td>
</tr>
<tr>
<td>2012</td>
<td>Course 2</td>
<td>Various, including other performance and course exam</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Visualization exercises: these were similar to exercises used in Course 1 and in the first instance of Course 2. A handful of existing visualization exercises were selected, of which some were slightly modified to suit the topics better.

Code sorting exercises: exercises where code lines were shuffled into random order, and the student needed to sort them into correct order according to given task.

Puzzle exercises: an exercise, where the student needs to combine for example variable types and value ranges or string operations and results.

Coding exercises: an exercise where the student needs to write a program – or a missing part of the program – in Python to fulfil given task. The program written in ViLLE can be instantly translated and executed.

Quizzes: ten multiple choice and open questions about the topic at hand.

In Course 2 the exercises were integrated into course curriculum more tightly. Each round of exercises was opened after the lecture about corresponding topic was given. The exercises were designed to cover all aspects of the topic at hand as thoroughly as possible. After opening, all rounds were open until the final exam.

5.4. Method

Since the research contains two different courses, only instances of the same course are compared. From each course instance, final grades were obtained. The experiment is a between-subject design with final exam results a dependent variable. ViLLE usage was the only significant between-subject factor (independent variable), since no other significant changes in courses during the observed period were made: the instances were taught by the same teacher, and there were no substantial changes in other course components or materials. Since Course 2 used the most recent version of ViLLE, we also had access to comprehensive exercise data on those instances; hence, statistics about ViLLE usage in Course 2 are also discussed.

6. Results

6.1. Course 1

All instances of Course 1 were graded on scale of one to five, five being the best. If the student did not pass the course, no grade was given. The final grade distribution in all course instances is displayed in Table 2 and visualized in Fig. 3.

As seen on Table 2, the pass rate and the average grade improved at latter instances, when the exercises were made mandatory. The grade distribution is visualized in Fig. 3.

As seen on Fig. 3, the amount of lesser grades (1, 2 and 3) is clearly smaller at the latter instances of the course, compared to first year when ViLLE exercises where optional. To confirm this, a chi test between course grade distributions was used to calculate the independence between all instances, using the formula
\[ \chi^2 = \sum_{i=1}^{6} \sum_{j=1}^{2} \frac{(C_{1ij} - C_{2ij})^2}{C_{2ij}} \]

where \( C_1 \) and \( C_2 \) are the course instances compared. The results are displayed at Table 3.

As seen on Table 3, the grade distribution at first instance is independent, while latter instances seem to follow the same pattern more tightly.

### Table 2
Grade distribution in Course 1 instances

<table>
<thead>
<tr>
<th></th>
<th>2007 (N=131)</th>
<th>2008 (N=134)</th>
<th>2009 (N=181)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>34</td>
<td>40</td>
<td>46</td>
</tr>
<tr>
<td>4</td>
<td>17</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>20</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>16</td>
<td>25</td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>15</td>
<td>23</td>
</tr>
<tr>
<td>Fail</td>
<td>25</td>
<td>24</td>
<td>27</td>
</tr>
<tr>
<td>Total passed</td>
<td>106</td>
<td>110</td>
<td>154</td>
</tr>
<tr>
<td>% of all passed</td>
<td>80.92 %</td>
<td>82.09 %</td>
<td>85.08 %</td>
</tr>
<tr>
<td>Grade mean</td>
<td>3.13</td>
<td>3.48</td>
<td>3.31</td>
</tr>
</tbody>
</table>

![Fig. 3. Grade distribution at Course 1 visualized.](image)

### Table 3
Independence between grade distributions of Course 1 instances

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi^2 )</td>
<td>0.002</td>
<td>&lt;0.0001</td>
<td>0.022</td>
</tr>
</tbody>
</table>
6.2. Course 2

It is to be noted, that the number of students in all instances of Course 2 was rather small. Still, certain trends can be observed. Course 2 was also graded in standard scale of 1 to 5. The final grade distribution of all instances is displayed in Table 4.

The percent of students who passed the course has been extremely high in all instances. However, it seems that there is a trend to be seen on the average grades: the average is higher on the latter instances of the course, where varied types of ViLLE exercises were used. The grade distribution is visualized at Figure 4.

Since all of the instances did use ViLLE exercises, and in all instances the usage was required, course grade averages were also compared to earlier instances (<2010) of the course (see Table 5). However, since the teacher was different, and there were other minor changes in the course at 2010 as well, the data should be observed with caution.

Points gathered from ViLLE exercises in all instances of Course 2 are displayed at Table 6.

Table 4

<table>
<thead>
<tr>
<th>Grade distribution in instances of Course 2</th>
<th>2010 (N=23)</th>
<th>2011 (N=16)</th>
<th>2012 (N=25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Fail</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>% of all passed</td>
<td>95.65 %</td>
<td>87.50 %</td>
<td>96 %</td>
</tr>
<tr>
<td>Grade mean</td>
<td>3.52</td>
<td>3.75</td>
<td>4.04</td>
</tr>
</tbody>
</table>

Fig. 4. Grade distribution at Course 2 visualized.
Though the differences are rather small, it seems that the students completed more exercises when visualization was accompanied with other exercise types starting from 2011.

7. Discussion

Based on the results presented, it seems that ViLLE exercises have a positive effect on learning. The average grade in both courses increased – though in Course 2 there are no significant changes (though this might be because of the low N). The pass rate in Course 1 also improved. In this section, the results for both courses are first discussed separately. Then the rules for adaption presented earlier are revisited in context of the results. Finally, as there are issues when measuring and comparing the performance at whole course level, some critical points of view are presented.

7.1. Performance at Course 1

Three instances of Course 1 were observed: at the first instance (2007) a link to ViLLE applet was given to students at course web page, but no points were collected and hence no minimum score limits set. In consecutive instances (2008 and 2009) ViLLE was made mandatory at course, as the minimum of 40% of all points in ViLLE needed to be collected to pass the course. Based on the results, it seems that this had an effect on learning results. The mean average increased, and the amount of lower grades (1, 2 and 3) decreased. Also, the passing percent increased from 80.92% to 82.09% and 85.08%, respectively.
It seems, that the visualization exercises combined with active learning in the form of questions has a positive effect on results. We have previously shown (see e.g. Kaila et al. 2009A, Laakso 2010), that visualization seems to have a highly positive effect on learning. It seems that the results gained from controlled two hour experiments can be generalized to learning at whole course. This also seems to confirm our earlier results on high school level programming course (Kaila et al., 2010).

7.2. Performance at Course 2

There were also three instances observed in Course 2. In all of them ViLLE was made a mandatory part of the course, with minimum amount of 50% of all points to be gathered to pass the course. The difference between instances was that at two latter instances (2011 and 2012) new exercise types were presented: only a handful of earlier visualization exercises were kept and four new exercise types were presented.

The same trend seems to exist at Course 2 results as well: when compared to earlier instances with no ViLLE (2009 and earlier) of the course, the grade mean seems to be higher when ViLLE exercises were used. Moreover, it seems that at the latter instances (2011 and 2012) of observed courses the distribution of grades seemed to focus more on the higher level of grades. No statistical differences could be found between groups, though one possible reason for this might be the low N. The trend in number of exercises completed at latter instances is still interesting: the students seemed to do more of the exercises when new types were introduced among the visualization. It is likely, that more heterogeneous set makes doing the exercises more motivating.

7.3. The Rules of Adaptation Revisited

The first rule we presented about adapting learning technology was to introduce and integrate. The results from Course 1 seem to underline this: when ViLLE was presented as an external tool with no connection to course otherwise, it did not seem to have a strong effect on learning. When the tool was made a mandatory part of the course, with connections drawn to other material, the grade and pass rate got higher. In Course 2 the introduction and integration was even tighter: there was a special introductory round in ViLLE where the exercise types were presented. Moreover, the exercise rounds in ViLLE were tightly integrated into course curriculum. Each round was opened after the lecture about the topic was given.

The second rule was to engage the students. The engagement taxonomy presented by Naps et al. (2002) states, that higher the level of engagement, the better the learning results. In latter instances of Course 2, new exercise types were presented. While visualization exercises lie in the engagement level of responding, most of the new types are on the higher levels of engagement. Based on the results, it seems that the students were more motivated in doing the exercises after the change, and it also seems, that the learning results were better. Though, as mentioned before, no statistically significant differences were found due to low number of students in course.
The final rule was to make the tool mandatory, but reward the students on using it. This rule was adapted on two final instances of Course 1 and in all instances of Course 2. In Course 1 the effect can be clearly seen: the results got better as soon as the tool was made mandatory. It is possible, that not all students find the visualization exercises motivating enough to complete them on their own. It is also likely, that at least the weaker students might not have enough patience to go through the more difficult exercises if they are not required. In Course 2 bonus points for final exam were rewarded if enough ViLLE points were gathered. This also seemed to have a motivating effect, as seen on scores obtained in ViLLE exercises: the 50% minimum limit was clearly exceeded in all instances of the course.

7.4. Issues in Course Long Performance Measurement

There are some known issues when measuring the learning effects throughout the course. First, there are usually several factors that affect the learning results. In both courses, other variables were kept as steady as possible: the same teacher taught all instances of both courses and no significant changes in materials or course curriculum were made between instances. Still, isolating all factors that affect the learning is practically impossible. Also, measuring the actual learning outcome is difficult. The best we can do on course level is to compare the total grades obtained from course. As long as the components affecting the grade – and the components used to measure the grade – are kept somewhat similar, the mean grade should be reliable enough, – especially if the number of students in the course is high enough.
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**Appendix A. ViLLE Exercise Types**

**Exercises for Computer Science**

**Visualization exercise**: Combines the graphical, step-by-step execution of the example program with three types of questions: multiple choice questions, open questions and array questions.

**Code sorting exercise**: Commonly known as Parson’s puzzle: the students need to arrange the shuffled program code lines into correct order so that given task is fulfilled.

**Coding exercise**: The task is to write a program – or a missing part of the program according to given specifications. ViLLE supports a variety of programming languages, including Java, C++, C# and Python.

**Robot exercise**: The goal of the exercise is to move number of boxes into specified target locations. The boxes are moved by writing an algorithm that controls a robot crane. Idea is to teach loops and methods in Java.
Clouds & Boxes: Reverse-visualization type exercise: the students are supposed to simulate the state of program after each step executed.

Other CS exercises: In addition, there are exercise types for testing binary calculations and conversions between hexadecimal, decimal and binary.

Exercises for Mathematics

Math exercises for elementary school level: There are several exercise types meant for teaching elementary level mathematics. In these exercises, the students for example need to find out the missing number, drag and drop numbers into number line, do long division, find out values in bar charts, calculate with fractions and so on.

Math exercises for higher levels: There are also exercise types meant for students in higher levels: for example, solving quadratic and first degree equations, doing differential coefficient calculations and writing inequality equations and sign charts.

Other Exercises

Quiz: The most basic exercise type: contains multiple choice and open questions with attachable materials. Quizzes can be utilized in any level and topic.

Survey: Can be used for course opening and closing surveys. Moreover, ViLLE surveys are typically utilized to implement assignments that are graded by teacher, for example essays.

Sorting: ViLLE contains exercise types for image puzzles, and for general sorting and pair matching of textual items.

Language exercises: There are several exercise types meant specifically for language teaching (such as fill-in, dialog, word ordering, punctuation and case, vocabulary test, compound exercise and so on). However, most of these can be utilized under other topics as well.

Image tagging: Exercise where the students need to identify areas in given or uploaded image.
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Abstract

Educational technology can potentially be used to engage students deeper into learning process, and hence improve the motivation and the learning results. In this paper, we present a study, where an introductory programming course was renewed by using a collaborative learning tool called ViLLE holistically throughout the course. The redesign was done in three main areas: first, half of the lectures were replaced with tutorial sessions, where students completed automatically assessed tasks in collaboration with other students. Second, remaining lectures were accompanied with a group of exercises designed to emphasize the topics introduced. We also collected feedback via short survey after each lecture to find out which topics or issues needed to be addressed again later. Third, the exam was changed into electronic version with automatically assessed programming tasks and questions. When the results of the redesigned course were compared to earlier, traditional instance of the course, we found out, that the pass rates increased significantly, while the average grade remained the same. The results are even more remarkable since the exam in the technologically enhanced course was more complicated than in the earlier instance. Hence, we can conclude that engaging students into active and collaborative learning process has highly positive effect on pass rates, although individual factors cannot be isolated with this many changes in the course design.

Keywords: Programming courses, Introductory programming, Educational technology, Learning environments, Technology adaptation, Student performance

1 Introduction

The educators and researchers in computer science are constantly trying to come up with better means for teaching programming. There have been several studies conducted (see e.g. McCracken et al., 2001, Lahtinen et al., 2005) about the state of programming learning, and in general they seem to come up with worrisome results: the students seem to lack motivation, and the high dropout rates and poor results seem to indicate that there is a lot to do to improve the teaching. Still, limited teacher resources as well as the limited time reserved in curriculum make the course improvement challenging.

In education, active learning is generally considered as a valid method for engaging students and for improving motivation and results (Freeman et al., 2014). According to constructivist learning theories (see e.g. Papert, 1980, Moons et al., 2013), the knowledge can be constructed by actively participating in the learning process. In programming education this generally means that writing programs and taking other suitable assignments is highly useful in programming education. However, the teachers’ workload for assessing several programming assignment in crowded courses can be too heavy.

Educational technology can be used to move the workload away from the course personnel. Automatic assessment and immediate feedback (see e.g. Laakso, 2010) can be effectively used to utilize actively engaging tasks, such as programming assignments. Instead of providing feedback from a few programming assignments in a traditional course, it is possible to offer dozens of automatically assessed tasks by utilizing a novel approach. This means, that the students can be engaged into active learning effectively throughout the course, which presumably means better learning results.

In this paper, we present a redesign of a typical programming course. The change took place between instances of 2011 and 2012. In the redesign the focus was on changing the focus from passive listening into active participation by utilizing educational technology and collaboration. The factors concerning the redesign are discussed as well as the methodology used. Then the performance of two instances of the courses, one right before the redesign and one after, is discussed in the scope of pass rates and course averages.

2 Related Work

As stated in a multinational, multi-institutional study by McCracken et al. (2001), novice programmers lack both motivation and sufficient skills for basic programming after introductory courses. According to Tan et al (2009), the lack of understanding the basic concepts reduces novice programmers’ interests for further exploration and self-experimentation in programming. They also state,
that novices prefer examples and “drill-practice method”, while conventional lectures lead to decreased interest in subject. Lahtinen et al. (2005) surveyed more than 500 students about their difficulties in learning, and found out, that the novice programmers found example programs as most helpful material, and working on exercises most helpful study method for learning to program.

Caspersen and Bennedsen (2007) present a proposition of designing an introductory programming course based on cognitive science and educational psychology. They argue that the cognitive load theory and cognitive skill acquisition play an important part in emphasizing a pattern-based approach to learning. The authors present guidelines in instructional design that they have successfully utilized to redesign the course. Hall et al. (2013) utilized tutorial based learning in the CS course for three weeks, and concluded, that both, tutorials and lectures, should be combined in the course.

Crescenzi and Nocentini (2007) present a two year experiment of utilizing educational technology – namely an algorithm visualization tool – in a programming course. The feedback from students was mainly positive. Still, as reported by Saunders & Kelmming (2003), when technology is integrated into programming course, the students may actually find the module harder, though the performance is improved. According to Rajaravivarma (2005), a games-based approach can be used to emphasize problem solving and logical thinking. In general, engaging students into active learning seems to have a positive effect on motivation and performance.

Utilizing educational technology in a programming course might solve several problems concerning student performance and motivation. There are various learning environments that can be utilized in courses. First, there are the course management systems, such as Moodle (see e.g. Cole et al. 2008) or Blackboard (Bradford et al. 2007). Still, these are traditionally used to manage courses and materials, and in lesser extent to engage students with exercises. Typical examples of exercise-based tools are various visualization tools developed over the recent years. With these tools the users can illustrate the execution of algorithms (see e.g. Grissom et al. 2003, Hundhausen et al. 2007, Malmi et al. 2004) or programs (see e.g. Kannusmäki et al. 2004, Kölling et al. 2003, Oechsle et al. 2002). The visualization is often accompanied with tasks to perform as well.

3 ViLLE

ViLLE is a collaborative learning environment, with focus on exercise-based learning. It supports a variety of exercise types designed for computer science, mathematics, languages and for other topics. All exercises and courses created in ViLLE can be shared with all other teachers registered to system. For CS education, ViLLE supports a variety of programming languages, including for example Java, Python, C++ and C#.

ViLLE supports collaboration in two ways: first, it enables students to work together with one computer, solving the exercises in collaboration. This method
utilizes the best practices of pair programming (see e.g. McDowell et al., 2002, Beck & Andres, 2004.), but can be utilized with other types of exercises as well. Second, all resources (courses, exercises and tutorials) created in ViLLE can be shared with other teachers easily. This means, that it can be used for distributing best practices with other educators.

The exercise types found most suitable for the course redesign are

- **Coding exercise**: an exercise where a student is supposed to write a program or a missing part of the program code in given programming language. The solution is tested against model solution provided by the teacher, and the test cases can be randomly parameterized.
- **Robot exercise**: a special version of coding exercise, where a student needs to write a program that controls a robot crane. The goal is to move a number of boxes into their target positions (Figure 1).
- **Visualization exercise**: an exercise where the program code is executed one step at a time, and the execution is visualized with various components – including variable values, object states and call stack. The execution is accompanied with multiple choice questions, open questions and graphical array questions.
- **Simulation exercise**: an exercise where student needs to simulate the state of the program one step at a time by creating variables and objects, changing their values and references and handling the methods in the call stack.
- **Code sorting**: also known as Parson’s puzzles (Parsons et al. 2006). A student needs to organize the shuffled program code lines into the correct order according to given task. The solution can be visualized after the sorting, if there are no errors in the program.
- **General sorting**: an exercise where a student needs to sort or connect objects as required. For example, connecting result values with expressions, or value ranges with object types.
- **Quiz**: contains multiple choice questions and open questions.

We have previously researched the usage of ViLLE in various studies with promising results. As shown in Kaila et al. (2009), ViLLE can be used effectively to enhance learning in various different setups and with different methods. The effect achieved on controlled setups was transferred into course-long usage in Kaila et al. (2010) and Kaila et al. (2014), where we demonstrated, that student performance can be significantly improved if ViLLE is integrated holistically into the course.

The complete description of the environment as well as more use cases can be found in the ViLLE system paper (Laakso et al, 2014), and at ViLLE home page (http://villle.cs.utu.fi).

4 Course redesign

Introduction to algorithms and programming is a compulsory programming course for first year CS majors at University of Turku. The course contains fundamental programming concepts – such as variables, conditional statements, repetition, methods and arrays – in Java. In addition to CS majors, several other students from the faculty take the course as mandatory part of their minor studies. For most students, the course is the first actual programming course, though some very basic concepts of programming in Python are covered in an introductory course before that. Course lasts for eight weeks, and 5 ECTS are awarded for passing it. The course methodology was thoroughly redesigned between instances of 2011 and 2012 (from now on C2011 and C2012). In this section, the differences between instances are presented.

4.1 Facilitating active learning with tutorials

The first, and probably the most important, step was to introduce a concept of more active learning by using tutorials. In the 2011 instance of the course, there were two 2-hour lectures each week. In C2012, one of the lectures each week was replaced with a tutorial-based active learning session. The tutorials were created in ViLLE, and consisted of different types of assignments combined with related learning material such as text, tables and images. Hence, each week consisted of a two-hour lecture about the topic in hand and a two-hour tutorial session, where the topics presented at the lecture were rehearsed. In total, seven tutorials were prepared:

1. Course introduction, advancing from Python to Java
2. Variables, Strings and conditional statements
3. Loops
4. Methods
5. Arrays
6. Using existing classes and modules
7. Summary about all topics

The tutorial sessions were organized in a lecture hall, where students brought their own computers. The tutorials were taken in collaborative mode, where two students worked on the same computer. Both students were awarded points from each solution. The controller – i.e. the student using mouse and keyboard – was switched every fifteen minutes to ensure active participation of both students. Active discussion was encouraged, and at least four members of course personnel were present in each session to assist the students with their possible problems.

Each tutorial consisted of nine to thirteen ViLLE assignments accompanied with learning material, adapted from the lecture slides. Roughly half of the assignments were coding exercises, while the other part consisted of visualization, code sorting, simulation and quizzes. An example of tutorial view is displayed in Figure 2.

Each tutorial was open for one week, but the collaborative mode was disabled after the two-hour session. Minimum of 50 % of maximum points as well as participation in at least five of the seven tutorial sessions were made mandatory to pass the course.
4.2 Underlining the importance of lectures with ViLLE exercises and surveys

Around three to four simple ViLLE exercises were prepared to accompany each week’s lecture. The exercises consisted of a quiz about the topics covered in lecture, a simple simulation or coding exercise, and a survey. The same three questions were included in each survey:

1. What did you learn from this week’s lecture?
2. What things remain unclear after this week’s lecture?
3. How would you develop this week’s lecture?

The data was analyzed each week before the next lecture, and the results were facilitated instantly: for example, the issues listed as unclear were summarized at the beginning of the next lecture. Also, several small technical problems were fixed based on student feedback.

Each of the exercises were scored with maximum of 5 to 10 points (surveys giving automatically full five points if answered), and the students were required to gain at least 50% of total maximum points to participate in the final exam. In addition, ViLLE was used to automatically record the student attendances in lectures by using RFID readers in lecture halls and RFID tags given to each student. Though the participation in lectures was not mandatory, some bonus points were awarded if a student participated in all of them.

4.3 Redefining testing with electronic exam

In C2011 the final exam of the course was answered traditionally with pen and paper. Typically the exam consisted of three questions: two programming tasks (done in paper), and a theoretical question, such as an essay. In C2012 the exam was transformed into electronic form by using ViLLE. There are several benefits in using the electronic exam in a programming course:

1. An electronic exam can be automatically assessed, meaning less work for the teacher and quicker access to results for the students.
2. Programming exercises can be done by actually typing, testing and debugging the programs instead of writing them on paper.
3. More heterogeneous exercise types can be used, including for example simulation, visualization and code sorting exercises.
4. Even if manually assessed questions are to be used, they are easier to type and edit with a computer; also, the answers are easier to read and assess compared to those answered in pen and paper.

To make sure that the new instance of the course was comparable – or at least not easier – than the old one, the new electronic version of the exam was created as more challenging. A typical version of the exam in C2012
consists of seven programming tasks – one being a robot task, a quiz measuring theoretical knowledge, and a sorting or simulation exercise. The comparison of exams is displayed in Table 1.

<table>
<thead>
<tr>
<th>C2011: Exam with pen and paper</th>
<th>C2012: Electronic exam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manually assessed by teacher and course assistant(s)</td>
<td>Fully automatically assessed</td>
</tr>
<tr>
<td>Two programming tasks</td>
<td>Seven programming tasks</td>
</tr>
<tr>
<td>One theoretical question</td>
<td>One quiz of 10 MCQ / open questions and one code sorting or simulation exercise</td>
</tr>
<tr>
<td>Duration: four hours</td>
<td>Duration: three hours</td>
</tr>
</tbody>
</table>

Table 1: Comparison of exams in C2011 and C2012

The exams in C2012 were evaluated in the same scale than in C2011: minimum of 50 % of points was required to pass – i.e. to get grade 1. After that the subsequent grades of 2…5 were awarded in linear scale. The exam instances were evaluated by four individual researchers and/or teachers not affiliated with this paper, and they all agreed that the new instance is at least as difficult as the earlier instance, and very likely even more challenging.

The electronic exam was organized in one lecture hall and two computer labs at the same time. In the lecture hall the students used their own laptops, while the department computers were utilized in the computer labs. All internet traffic went through a firewall, and the only sites allowed during the exam were ViLLE and Java API. There were practically no technical difficulties during the exam, probably because the students had been familiarized with the setup during the tutorial sessions.

4.4 Other components in the course

Other changes in the course were somewhat minor. For example, C2012 contained the same number of demonstrations than C2011. In demonstrations, the students present their solutions to the programming tasks they are given a week before. In both instances at least 50 % of demonstration score needed to be achieved to attend the final exam. Only technical change in latter instance was that ViLLE was used to record the demonstration points by using aforementioned RFID readers and tags.

Also, the lectures were given in the same traditional form in both instances. However, as there was only half the number of lectures in C2012 – as half of the lecture times were used for tutorials – and the same topics needed to be covered, the lecture content needed to be compacted. Lecture content and slides were modified slightly after C2012 for the following years, based on the student feedback collected via surveys.

5 Course performance

Course performance was studied in one instance (C2011) of the traditional course as well as one instance (C2012) of the redesigned course. The instances are displayed in Table 2.

Table 2: Course instance properties

As seen on the table, the number of students starting the course was similar in both instances. However, as is typical for any programming course, not all of the students made it to the exam. The requirements to qualify for the exam are listed in Table 3.

Table 3: Requirements to qualify for course exam

Notably there were more students qualified to take the final exam in the latter instance though there were more requirements to qualify.

In both courses, there were three possibilities to take an exam. A student could take the exam more than once, regardless of whether (s)he had passed the earlier exams. Combined final results in both instances are displayed in Table 5.

Table 5: Grade distribution in course instances

The distribution is visualized in Figure 3.
As seen in the figure, the most significant difference in distribution among instances seems to be at the highest and the lowest grades. This is also the explanation for the grade average remaining the same; it is likely, that the active learning methods helped a lot of “worst” students to pass the course in the new instance.

The combined results for both instances are displayed at Table 6.

<table>
<thead>
<tr>
<th></th>
<th>C2011</th>
<th>C2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total N</td>
<td>210</td>
<td>193</td>
</tr>
<tr>
<td>Qualify to take exam</td>
<td>70.95 %</td>
<td>86.53 %</td>
</tr>
<tr>
<td>% passed exam (of qualified)</td>
<td>75.17 %</td>
<td>93.41 %</td>
</tr>
<tr>
<td>% passed course</td>
<td>53.33 %</td>
<td>80.82 %</td>
</tr>
<tr>
<td>Grade mean (of passed)</td>
<td>3.63</td>
<td>3.57</td>
</tr>
<tr>
<td>Grade std. dev.</td>
<td>1.53</td>
<td>1.41</td>
</tr>
</tbody>
</table>

Table 6 Course performance results

As seen on the table, all pass rates in C2012 were significantly higher than in the earlier instance. Still, the grade average remained almost the same between instances.

To confirm the difference, the grade distribution was analysed against a null hypothesis “the distribution of grades is the same across two groups”. With significance level of 0.05, we were able to reject the null hypothesis with both, Mann-Whitney U Test (p=0.004) and Kolmogorov-Smirnov test (p=0.011).

6 Discussion

Based on the student performance on the course, it seems that the redesign was quite successful. There was a significant raise in the pass rate as well as in the number of students who qualified to- and passed the final exam, respectively. Curiously, the grade average remained almost the same between the instances. It hence seems that though more students qualified for exam and passed the course, the increase in pass rate was not achieved at the cost of the performance in the final exam. Remarkably, the final exam in C2012 was likely more complex than the one on C2011: instead of two programming assignments, there were now seven. The assignments were at the same difficulty level, in fact, some of the programming tasks from C2011 were used in the exam at C2012.

What reasons may have affected the increased performance? First, the main reason is probably the introduction of active learning methods. As seen before in various studies (see e.g. Laakso, 2010) learning is more efficient when students are actively engaged into the process instead of passively following a lecture. The tutorial sessions seemed to work even better than what we have hoped for: the student feedback collected each week was mainly positive – only concerns being some technical aspects, such as network errors. The students also discussed the topic very actively during the sessions. This seems to be in line with our earlier observations (see Rajala et al. 2009, Rajala et al. 2010): we have previously shown that visualization has a more significant effect on learning when used in collaboration with another student, and that when students engage into using visualizations in collaboration, almost all discussion concerns the topic at hand.

Still, even after the redesign, half of the lectures were kept in the curriculum. The concept behind the redesign was to connect the theory and the practice by offering one lecture and one tutorial session each week. Whether transforming all lectures into active learning sessions would have had similar – or even better – effect remains unknown in the scope of this research. Still, it is definitely a concept worth testing in the future. To underline the significance of certain topics at lectures, a few ViLLE exercises were introduced after each lecture. The quiz about the introduced topics, as well as a simple coding or simulation task, was meant for summarizing the lecture. The survey about the concepts learned and improvement suggestions were also meant for students’ self-reflection: it is likely, that analysing and structuring the concepts right after the lecture can have a positive effect on learning.

Automatic assessment was a key factor in course redesign. Without the obvious benefits of automatically assessing programming assignments, the usage of exercises to this extent would have been virtually impossible. Though tutorials were primarily solved in the dedicated tutorial sessions, most of the students needed to complete some of the assignments outside the class room. Automatically assessed programming assignments also provided students a chance to redo tasks later for practice. Also, using ViLLE to try out simple Java programs is easier than starting an IDE or using compiler in command line.

Another important factor in the redesign was immediate feedback provided in ViLLE. When doing the assignments the students got feedback right after clicking the submit button. This also meant that when doing programming tasks at tutorials or weekly exercises, they could compare their results against the model solution results right after submitting, and keep on modifying their program until the results matched. As previously shown in Laakso (2010), automatic assessment and immediate feedback are the key factors when using educational technology effectively. In the earlier instance the only feedback students received from their programs was during the demonstrations. A student got to present his/her solution probably once or twice during the whole course; when compared to more than hundred automatically assessed tasks done in the latter instance,
with unlimited number of submissions, this difference can probably be seen as the most significant reason for the performance differences.

Immediate feedback was not provided in the course exam. Still, the students could see the compiler and runtime errors to bring the programming process closer to actual programming, testing and debugging. The students also had access to Java API. Moreover, the students got a subtle visual feedback if the answer was 100 percent correct: the background colour of the coding area changed to light green. Actually, this feature was left originally in exam mode as a mistake, and as such the students were not notified of it beforehand. Still, at least some of the students reported it as a nice feature in the final exam, since it helped them to confirm that their solution was correct. All programming assignments were randomly parameterized, and the test cases always checked for null and empty values and overflows, meaning that regardless of the visual feedback, the students could not test random solutions for full score. Moreover, as only automatic assessment was utilized, the students did not score any points on submissions that could not be compiled.

The student feedback on the novel features was highly positive. According to weekly surveys, the students seemed to value the tutorial based learning over all other forms of teaching. Moreover, a short survey was conducted after the course exam: according to results, the students faced no technical problems, thought that ViLLE as an exam platform was easy to use, and would recommend ViLLE usage to other students. When asked whether they would rather take the exam in paper, only 5 % of the students answered yes.

To conclude, the effect of the redesign seems to be highly positive. Still, there are various factors not considered in the scope of this paper. Most importantly, we can’t isolate the effects of individual changes in the new design. Although the change should be observed as holistic, it would be interesting to try to isolate the factors that have the best effect on learning. Also, the student feedback is not comprehensively analysed in this research, as the focus is on performance effects after the redesign. These, to name a few, are definitely factors we will observe closer in the future studies. In the future, we also plan to utilize tutorial-based learning in other CS courses, starting from the introductory course to computer science and algorithms. The method is also going to be tested at other universities, including for example RMIT at Melbourne, Australia.
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Educational technology offers several potential benefits for programming education. Still, to facilitate the technology properly, integration into a course must be carefully designed. In this article, we present a redesign of an object-oriented university-level programming course. In the redesign, a collaborative education tool was utilized to enhance active learning, facilitate communication between students and teachers, and remodel the evaluation procedure by utilizing automatically assessed tasks. The redesign was based on the best practices found in our own earlier research and that of the research community, with a focus on facilitating active learning methods and student collaboration. The redesign was evaluated by comparing two instances of the redesigned course against two instances using the old methodology. The drop-out rate decreased statistically significantly in the redesigned course instances. Moreover, there was a trend toward higher grade averages in the redesigned instances. Based on the results, we can conclude that the utilization of educational technology has a highly positive effect on student performance. Still, making major changes to course methodology does not come without certain difficulties. Hence, we also present our experiences and suggestions for the course redesign to help other educators and researchers perform similar design changes.
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1. INTRODUCTION
During recent years, an imminent need to redesign teaching methods in information technology education has become obvious. Students find the topics difficult and seem to have problems with the abstract concepts [Dunican 2002]. The problems are evident in programming courses, where the drop-out rates typically are high. Though most of the research done on learning programming is about introductory programming, the same difficulties are often present when advancing to topics such as object-oriented programming (OOP). The underlying reason is often the nature of learning programming: Students need to actively engage in programming to learn how to program.

Traditional programming courses are often taught via lectures and assignments. The assignments in a traditional setting are done in a computer lab or with similar tools and assessed by the teaching staff. Utilizing educational technology makes it possible...
to increase the level of active learning: By facilitating features such as automatic assessment and immediate feedback, the number of active tasks in the course can be increased significantly. This enables an active approach to programming, where students learn by writing programs and completing other assignments instead of sitting passively in lectures.

In this article, we describe a comprehensive redesign of an OOP course. The approach chosen in the redesign was to facilitate active learning by changing half of the lectures into active learning sessions. We also decided to encourage student collaboration because various earlier studies have proved that it has a highly positive effect on learning. A third aspect in the redesign was to enhance teacher–student communication by utilizing weekly surveys to collect students' perceptions on the lectures and active learning sessions. Finally, we decided that the exam methodology needed to be adjusted as well: A traditional pen and paper approach was deemed unsatisfactory in a course with a lot of programming tasks. Hence, an automatically assessed electronic exam was utilized.

All elements in the redesign are based on the best practices of existing computing education research conducted by ourselves or by the research community. We start by evaluating these practices, followed by a detailed description of the redesign. Then, student performance in the old instances of the course is compared with that in the redesigned instances. Next, the results are analyzed, accompanied by our experiences on implementing the redesign. Finally, we present suggestions for other educators who are planning to adapt similar features in their courses.

2. RELATED WORK

Neither learning nor teaching programming is considered an easy task. Various researchers [Ben-Ari 2001; Jenkins 2002; Pattis 1993; Bennedsen and Caspersen 2004; McCracken et al. 2001] raise concerns about whether university-level introductory courses to programming achieve the expected results. Students may, for example, believe that after assigning the value from one variable to another, the first variable no longer holds a value or that variables may hold more than one value [Ben-Ari 2001]. Moreover, Gomes and Mendes [2014] state that students lack intrinsic motivation due to natural difficulties associated with programming. There obviously is room for improvement in the current landscape of computer science education.

The difficulty in programming lies partly in the fact that programming is not merely a single skill, but a composition of several processes. Jenkins [2002] recognizes that the required skills do not form a simple set, but rather a hierarchy from which several separate skills are utilized simultaneously. These skills have been classified in various ways, for example, by Bloom’s taxonomy [Bloom 1954]. Hence, teaching programming as a single skill is futile. However, good results can be achieved using a combination of different teaching methods [McCracken et al. 2001; Carsten 2003; Giraffa et al. 2014].

Lectures, reading, and other passive forms of learning are not useful in conveying the skills or the thought processes required for programming [Jenkins 2002]. According to the constructivist theory of learning, teaching should let students build on their old experiences and knowledge [Wertsch 1985]. Thus, active methods of learning are preferred. According to Freeman et al. [2014], active learning can be thought of as any activity wherein the student actively partakes in the process of forming a solution to a given problem. This sharply contrasts with traditional behavioristic lecturing, where lecturers recite facts and students are expected to learn these facts. A concrete example of utilizing active learning is the concept of a flipped classroom, where lectures are served as video clips, and the time spent traditionally on lectures is dedicated to active assignment sessions [Amresh et al. 2013; Sarawagi 2013].
Instead of lectures, educators are encouraged to embrace new teaching methods [Grissom 2013]. New technology provides new affordances for teaching, and one such affordance is the ability to give students feedback immediately after their answer. This ability to automatically assess student’s answers is a key benefit gained from utilizing educational technology [Laakso 2010]. Immediate feedback has also been found to improve learning results in students [Epstein et al. 2001]. Immediate feedback can, in the best case, provide students with a cognitive conflict between what they thought was correct and what actually is. Such a conflict forces the student to reassess her beliefs, possibly seek out new information, and finally assimilate all newly gathered and re-evaluated information with her old knowledge to resolve the conflict [Wertch 1985].

Recently, there has been an increasing interest in collaborative learning. This is reflected partly in an increasing number of articles on collaborative learning in computer science. Collaboration has been found to be highly beneficial in supporting the learning process of students [Rajala 2009; Wang 2009; Raitman et al. 2005; Hwang et al. 2012]. This is expected, in light of the constructivist learning theories. When working together with other students, the participants will inevitably form new knowledge from their interaction based on their old knowledge. Damon [1984] argues that different opinions and assumptions force students to argue and reassess their beliefs. He also describes four aspects in peer collaboration that promote learning. First, students are able to talk to each other on the same level and thus understand each other. Second, they can talk directly to one another without feeling threatened. Third, students are more likely to accept feedback from their peers, which may cause them to reassess their beliefs. Finally, the communication between students is more equal than that between students and their instructor. As a result, students are more willing to challenge ideas from their peers than their instructor [Damon 1984]. Collaboration does not only benefit student learning: Even teachers have been found to benefit from teacher-to-teacher collaboration in their work [Johnson 2003].

Beck and Chizhik [2014] utilized cooperative learning and instructional methods in a CS1 level programming course. They divided students into small groups, giving each group member a specific task in the group. Students then worked in these groups on exercises designed to be solved cooperatively. After the group session, the lecturer held a debriefing session for the whole class. This debriefing was designed to work in tandem with group processing to promote student learning and understanding of the material. The cooperative learning students outperformed traditional lecture students, although the improvement was partly instructor dependent.

Pair programming has been found effective for student performance in programming courses (see for example Salleh et al. [2011] and McDowell et al. [2002]). Moreover, Nagappan et al. [2003] found that pair programming can also improve student experience of the course because pair programmers were more self-sufficient and more likely to complete the class than were students working alone. In our research group’s previous study, Rajala et al. [2011] provided strong evidence that students benefit from working in collaboration. We analyzed the screen captures and conversations of 112 computer science students’ two-hour lab work. The control group consisted of 50 students working alone and the treatment group of 62 students working in pairs. We found that students working collaboratively spent more time on demanding tasks and were more engaged than their individually working peers.

Collaborative learning has also been studied in lower and upper division computer science. Several studies have been made on the effect of collaborative learning on student performance and feedback received from students. The results show a marked positive difference from the control group [Lee et al. 2013; Simon et al. 2010]. Students in general seem to prefer collaborative learning methods over individual learning.
Renaud and Cutts [2013] were able to improve student decision-making in security issues using peer instruction. In peer instruction, students answer multiple-choice questions individually but then are allowed to change their answers after a group discussion. The group discussion enables students to reflect on what they answered and solve potential cognitive conflicts. Hundhausen et al. [2013] were able to improve students’ critical thinking and code-analysis skills using an active learning approach to code review, one inspired by the same process used in the industry. In a pedagogical code review session, the students present code they have written to an experienced instructor as well as to other students who then offer suggestions on how to improve the code. The aim in a pedagogical code review session is to merge the views of the novice student and an expert programmer.

However, as Grissom [2013] points out, it is not merely enough that educators know about alternatives to passive lecturing; they should also adopt and utilize these new methods in their teaching to realize any potential gains in learning. This is also emphasized in a case study made by Goode and Margolis [2011], in which they study a school reform. They point out that instilling change in any educational system is challenging; however, their reform succeeded in, for instance, increasing student perceptions of the usefulness of computer science and motivating students to stick with difficult problems instead of giving up.

Vihavainen et al. [2014] present a systematic review of redesign approaches and their quantitative effect on student performance in CS1 courses. They discuss several methods of intervention (including, e.g., collaboration, content change, and peer support) and discuss their effect on pass rates reported in different case studies by other authors. The authors conclude that teaching interventions can improve pass rates by as much as one third, which can be seen as a remarkable result. Moreover, they state that while no statistical differences between intervention methods can be found, the courses with relatable content combined with cooperative elements were most effective.

3. VIILLE: COLLABORATIVE EDUCATION TOOL

This article describes the refactoring of an OOP course. The refactoring was based on ViILLE, a collaborative education tool developed at the Department of Information Technology, University of Turku. ViILLE is a web-based collaborative education tool that supports a variety of different exercise types. Most of the exercises are automatically assessed and give immediate feedback when submitted. Additionally, to support active learning, ViILLE does not limit the number of submissions. ViILLE is currently used by more than 2,000 teachers and 25,000 students around the world. A comprehensive description of the tool can be found in Laakso et al. [2016]. The ViILLE exercise types selected for refactoring were:

— **Coding exercise**: Automatically assesses the student’s solution against the model’s solution written by the teacher. The exercise provides authentic compiler and runtime exceptions, enabling students to fix potential problems before resubmitting.
— **Quiz exercise**: Provides multiple-choice and open questions. Quizzes are particularly useful for lecture summaries and for testing code tracing and theoretical skills in the exams.
— **Visualization**: A program visualization exercise in which graphical tracing of code execution is accompanied by different types of questions.
— **Program simulation**: An exercise type in which students need to simulate program execution one code line at a time by creating and manipulating variables and methods.
— **Sorting exercise**: ViILLE supports Parsons puzzles [Parsons and Haden 2006], where shuffled code lines need to be ordered according to given tasks. Additionally, other
types of sorting tasks (such as connecting the variable definition and value) can be created.

—Survey: ViLLE also supports surveys with optional embedding of pictures, audio, and video.

ViLLE can also be used to record student attendance using RFID readers. This functionality can be extended to demonstrations, where students can use ViLLE to record assignments they have completed. This allows the course staff and students to see all obtained scores in real time.

4. REFACTORING THE COURSE

The basic course of OOP is a typical OOP course taught in the University of Turku. The course is mandatory for all computer science majors (and for some other students in the faculty, including mathematics, physics, and chemistry majors), and students typically take it in their first year. Before the course, all students attend the Basic Course for Algorithms and Programming, which is a typical CS1 course containing the basics Java programming. In the second course, the fundamental concepts of OOP, including (but not limited to) writing classes, inheritance, and polymorphism, are taught. Java is still used as the programming language, but the focus of the course is more on general concepts instead of features typical for any particular language.

In this section, we describe the changes made in the course between 2011–12 (the old course) and 2013–14 (the new course). The topics covered by the course as well as the learning goals and the credits awarded remained the same. The goal of the refactoring was to lower drop-out rates by facilitating active learning, student collaboration, and communication between the students and the teachers. By refactoring, we try to find the answers to two research questions:

1. Does the refactoring lead to lower drop-out rate in the course, and
2. Does the refactoring lead to higher course grades?

The corresponding null hypotheses are that refactoring has no effect on the drop-out rates, and, if it does, grade average will drop accordingly. Before the steps taken in the refactoring are described, the old instance is briefly summarized.

4.1. Old Version of the Course

The old version of the course (from now on C1) was taught until the spring of 2013. In this article, we use the instances of 2011 and 2012 for comparison. The old version of the course consisted of lectures, demonstrations, a course project, and an exam. The course lasted for eight weeks, but the final week was reserved for the final exam. The final project could be submitted after the final exam. Each week of the course consisted of four hours of lectures (2 × 2 hours). Additionally, there were four weekly demonstrations, starting from the third week. In these two-hour sessions, the students provided their answers to programming tasks given earlier. At least 50% of demonstrations needed to be completed to attend the exam.

The old course structure is displayed in Table I.

As seen in Table I, the course follows the typical structure of most programming courses.

4.2. Step 1: Enhancing Active Learning

In refactoring, the first step was to facilitate active learning. As proved by various educational researchers, learning performance can be enhanced when students perform tasks actively instead of passively listening to lectures. The first step in the redesign was implemented by changing half of the lectures into tutorials. The tutorials, created
Table I. Summary of the Old Instance of the Course

<table>
<thead>
<tr>
<th>Component</th>
<th>Amount</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lectures</td>
<td>$7 \times 2 \times 2h = 28h$</td>
<td>Traditional lectures in a lecture hall</td>
</tr>
<tr>
<td>Demonstrations</td>
<td>$4 \times 2h = 8h$</td>
<td>Programming assignment presentation in front of class; done in smaller groups (typically 20–30 students)</td>
</tr>
<tr>
<td>Final project</td>
<td>1</td>
<td>Programming project (typically a simple game or similar)</td>
</tr>
<tr>
<td>Final exam</td>
<td>1 with two possibilities to retake the exam</td>
<td>Two to three programming tasks or essays, completed using pen and paper</td>
</tr>
</tbody>
</table>

in ViLLE, are a combination of study material (such as text, images, tables, and videos) and ViLLE exercises. An example of a tutorial is displayed in Figure 1. The lecture of each week was replaced with a tutorial session, where the students brought their computers with them. The session was organized in a lecture hall and was supervised by course personnel aided by older students mentoring the participants when needed. The attendance to tutorial sessions was made mandatory (though one absence was allowed). The attendances were recorded by delivering an RFID tag to each of the students in the course and by utilizing RFID readers that were directly connected to ViLLE server. This enabled an up-to-date view of the attendance for both teachers and students.

Each tutorial was designed to underline the topics discussed in that week’s lecture. Hence, the lecture and tutorial formed a holistic module each week, where the theory was first offered and then the topic could be rehearsed with relevant exercises. For
each tutorial, different kinds of exercises were prepared. While most of the exercises were about writing and executing program code, some quizzes and sorting exercises were also used to keep the task more varied and interesting. The tutorials were opened when the session started and kept open until the next tutorial. In this way, students were able to finish the tutorial after the session if necessary.

Moreover, a small set of additional ViLLE exercises were prepared for each week. These exercises opened during the lecture and were meant to be used as a reminder about the topics covered in the lecture. These additional exercises were designed to be easier than tutorial exercises. ViLLE was also used to collect lecture and tutorial attendance. Lecture attendance was not made mandatory, but a small bonus (less than 0.17% of the grade) was offered to students who attended all lectures.

4.3. Step 2: Encouraging Collaboration

The second step was to facilitate student collaboration. As seen in Rajala et al. [2009, 2011], learning performance can be significantly improved if students do the exercises in collaboration with other students. With this in mind, the tutorials were built to support collaboration. In the tutorial sessions, students paired with other students to work together using one computer. Discussion during the sessions was encouraged, and the controller (i.e., the student who used the mouse and keyboard) was switched every 15 minutes. Points collected from the tutorial exercises were awarded to both students.

The demonstration sessions were retained in the redesigned model as well because they offered more complex programming tasks as well as problems that do not have straightforward solutions. Still, the demonstration sessions were modified to facilitate collaboration and discussion. In the old course, the session started with students writing down the assignments they completed, and the demonstrator then picked the students to present their solutions. In the new model, the students still started the session by registering completed assignments, although now using ViLLE. The demonstrator then used ViLLE to divide the students randomly into groups (an algorithm was used to ensure that each group had access to the answers to each assignment). Next, the students had approximately 20 minutes to discuss and compare their solutions. The presenters then displayed and discussed their solutions to the programming tasks, with additional discussion encouraged. Moreover, an extra assignment was provided after the previous ones were presented. The remaining time in the session (usually around 15–30 minutes) was spent in groups solving this additional task.

4.4. Step 3: Facilitating Student–Teacher Communication

The third step was to facilitate communication between the course staff and students. This was thought to be especially important since several new features were presented in the course. Hence, two surveys were conducted each week. The first one was used to collect opinions about the lecture and the second one about the tutorials. The lecture survey contained the same three questions each week:

—What did you learn in this week’s lecture?
—Which things remain unclear after this week’s lecture?
—How would you improve the lecture?

Similarly, after each tutorial the students answered the same three questions:

—What did you learn in this tutorial?
—Which things remain unclear after the tutorial?
—How would you improve the tutorial?
The feedback was analyzed after each week, and the topics that seemed to remain unclear were readdressed in the next lecture. Also, the tutorials were modified between instances, and the final tutorial (containing a summary of all topics in the course) was built based on the issues that students reported on the surveys.

Also, after each of the demonstration sessions, a short survey was conducted. In this survey, students could simply give feedback on the demonstrations. Again, the answers were analyzed and the consecutive demonstrations were modified based on this feedback. In practice, this meant, for example, giving more detailed instructions on assignments if some previous ones were seen as too vague. Finally, after the course exam, a survey about it was conducted. This was deemed important since this was the first time an electronic exam was used.

For additional assistance between lectures and tutorials, a group of more experienced (typically second- or third-year) students were nominated as mentors. A special mentoring session was arranged once a week. In this session, students participating in the course could ask for assistance with tutorials, demonstrations, or the weekly assignments. At least two mentors were present to assist students in these sessions. These mentors were also present at the tutorial sessions to assist students with problems.

4.5. Remodeling Evaluation Methodology
Since the students spent the entire course writing a great number of programs either with an IDE or especially in ViLLE, a normal paper exam was deemed unsatisfactory. Instead, an electronic exam was implemented using ViLLE. In this way, students could actually write, compile, and test their code and see the results as well as any compiler error messages on screen. The main purpose for this was to create an environment where writing code in an exam was as close to an authentic situation as possible. In addition to programming assignments, some other tasks, such as quizzes and sorting exercises, were also included.

The typical exam programming task contained a task description and (in some cases) a predefined set of code. Students were asked to write the required code using the code editor in ViLLE. The code could be submitted (i.e., compiled and executed) as many times as wanted. The exam score was based on the final submission. An example of the exam task (translated into English) is displayed in Figure 2.

The electronic exam was fully automatically assessed. Unlike in the tutorial exercises, students couldn’t see the feedback (except for the program output and possible compiler and run-time errors) or the score when submitting their answers. In addition to providing students with the possibility for resubmitting their answers as many times as they wanted within the time limit, automatic assessment meant that the exam results could be published immediately after the exam.

To confirm the comparability to earlier instances of the course, the exam was designed to be more challenging. C1 exams typically consisted of two or three questions, one or two of which were programming tasks. In the redesigned C2, the exam consisted of seven to eight programming tasks with one or two additional questions. To ensure that the C2 exam was at least as difficult as the C1, the exam was audited by three nonaffiliated university-level teachers and researchers who all agreed that the new exam was at least as challenging as the old one.

4.6. Conclusion: Redesigned Course
The list of topics taught remained the same after the redesign, but the method was changed significantly. The course structure is displayed in Table II.

The comparison of old (C1) and new (C2) course methodologies is displayed in Table III.
Fig. 2. Example of a task from the final exam, translated into English.

Table II. Summary of the Redesigned Course

<table>
<thead>
<tr>
<th>Component</th>
<th>Amount</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lectures</td>
<td>$7 \times 2 = 14\ h$</td>
<td>Traditional lectures in a lecture hall</td>
</tr>
<tr>
<td>Tutorials</td>
<td>$7 \times 2 = 14\ h$</td>
<td>Tutorial sessions done in collaboration in lecture hall</td>
</tr>
<tr>
<td>Demonstrations</td>
<td>$4 \times 2 = 8\ h$</td>
<td>Programming assignment presentation in front of class; done in smaller groups (typically 20–30 students). Enhanced with collaborative work at the beginning and the end.</td>
</tr>
<tr>
<td>Additional ViLLE exercises</td>
<td>7</td>
<td>Simple tasks opened during the lecture to underline lecture topics</td>
</tr>
<tr>
<td>Final project</td>
<td>1</td>
<td>Programming project (typically a simple game or similar)</td>
</tr>
<tr>
<td>Final exam</td>
<td>1 (but with 3 options to take it)</td>
<td>7 to 8 programming tasks with one or two additional tasks, done electronically in ViLLE.</td>
</tr>
</tbody>
</table>

As seen in Table III, active learning, collaboration, and communication are enhanced heavily in the new version of the course. In Section 4.7, we present the earlier studies on which the redesign was based, followed in Section 5 by the results on student performance in old and new instances. In Section 6, the effects and our experiences are discussed.
Table III. Comparison of Old (C1) and New (C2) Course Methodologies

<table>
<thead>
<tr>
<th>Component</th>
<th>C1</th>
<th>C2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lectures</td>
<td>4h each week</td>
<td>2h each week</td>
</tr>
<tr>
<td>Tutorials</td>
<td>-</td>
<td>2h each week</td>
</tr>
<tr>
<td>Demonstrations</td>
<td>4 × 2h</td>
<td>4 × 2h, collaboration</td>
</tr>
<tr>
<td>Additional exercises</td>
<td>None</td>
<td>Approx. 3 each week</td>
</tr>
<tr>
<td>Final Project</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Final exam</td>
<td>Pen and paper</td>
<td>Electronic</td>
</tr>
<tr>
<td>Feedback collected</td>
<td>None</td>
<td>2–3 short surveys a week + one after the exam</td>
</tr>
<tr>
<td>Mentoring</td>
<td>None</td>
<td>2h each week</td>
</tr>
</tbody>
</table>

Table IV. Course Instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>Methodology</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>C1</td>
<td>186</td>
</tr>
<tr>
<td>2012</td>
<td>C1</td>
<td>201</td>
</tr>
<tr>
<td>2013</td>
<td>C2</td>
<td>191</td>
</tr>
<tr>
<td>2014</td>
<td>C2</td>
<td>158</td>
</tr>
</tbody>
</table>

4.7. Earlier Studies on Methodology

The redesign was based on the best practices of the e-learning research community as well as on our own previous research. We had previously shown in two-hour controlled tests [Rajala et al. 2008; Kaila et al. 2009] that educational technology can be highly beneficial for learning but only if used with higher levels of engagement. This seems to be in line with the engagement taxonomy represented by Naps et al. [2001]. The positive effects of engagement and immediate feedback were concluded in Kaila et al. [2009]. We also showed in Rajala et al. [2009, 2011] that collaboration can have a significant effect on learning and that the students doing exercises in collaboration seem to be highly engaged in the task at hand. As in Laakso et al. [2008], we found that the cognitive load of learning to use a new tool has a significant negative effect on learning. With this in mind, the redesign was based on a single comprehensive learning environment. Some of our first studies on technology-enhanced programming and computer science courses were published in Kaila et al. [2014, 2015].

5. RESULTS

To compare the learning performance between C1 and C2, the grades and pass rates of all four instances were acquired from the university offices. The instances are displayed in Table IV.

The total number of students in instances of the old methodology (C1) was 387, and in instances of redesigned methodology (C2) 349. Most of the students were computer science majors, but some mathematics and physics majors also took the course as part of their minor studies. The number of students attending the course varies from year to year due to changes in the number of accepted students in the IT and other departments. Also, the smaller number of students taking the course in 2014 is likely due to a higher pass rate in 2013 (and hence smaller numbers of students retaking the course the following year). The course is typically taken as part of first-year studies and is the second programming course in the curriculum.

The course was graded on scale of 1–5, with 5 being the best grade and 1 the lowest passing grade. Some bonus points were awarded for attendance and for completing the majority of tutorials and ViLLE exercises, but these bonus points were only awarded if the student passed the exam by collecting at least 50% of the maximum points. A similar method was used in the old instances of the course with the demonstrations.
Moreover, it was possible to pass the course without taking the exam by collecting at least 90% of all possible points in the course. However, almost all students who collected this number of points also took the exam. The grades from all course instances are displayed in Table V.

As seen in Table V, the number of failed students is significantly higher in the older instances. The pass rates for all instances are shown graphically in Figure 3.

As seen in Figure 3, the pass rate was significantly higher in both instances of the course using the new methodology. This also applies to the total average of C2 (75.64%) compared with the average of C1 (46.51%).

For the statistical analysis of pass rates between the treatment and control groups, we used the Test of Equal or Given Proportions, implemented in R. For this, we merged the two instances for both C1 and C2. This gave us $78 + 102 = 180$ passes in C1, versus $147 + 117 = 264$ passes in the C2, with $186 + 201 = 387$ and $191 + 158 = 349$ total participants, respectively. The test showed that the pass rates have a clear, statistically significant difference ($p$-value $< 0.001$).

The grade averages of all instances of the course are shown in Figure 4. Only students who passed the course are included in the average.

As seen in Figure 4, there seems to be a trend toward higher grade averages in individual instances of C2. The statistical differences between course instance grades were calculated with the Chi-square test. The results are displayed in Table VI.

Notably, all differences are statistically significant ($p < 0.05$), although the difference between instances of C1 is only barely significant. Moreover, the difference between instances of C2 is much smaller than the difference between instances of different methodologies.

### 6. DISCUSSION

It seems that redesigning the course methodology had a highly positive effect on pass rates and grade averages. Hence, we can reject the null hypotheses and answer the research questions positively. Facilitating active learning methods seems to be highly
Grades were significantly higher when they were obtained using the new methodology, as compared to the grades obtained by the previous methodology. One possible explanation is that the course materials may have been changed during the years, for example, by increasing or decreasing the number of tasks in the tutorials or modifying the lecture slides based on student feedback and our own experiences. However, there was also a slight drop in pass rates between instances of C2, although the difference was not statistically significant.

6.1. Enhancing Active Learning with Tutorials

The tutorials were carefully designed to supplement and train the topics taught in the lectures. Still, it was somewhat difficult to come up with an appropriate number of exercises and to determine a proper difficulty level for them. The goal was to make the tutorials challenging enough for even the more experienced students, but still easy enough so that the less experienced students could complete them within the given one-week time frame. As this is close to impossible, a more practical goal was set to the time spent by students on tutorials: If the best students took at least half the session (approximately 50 minutes) to complete the tutorial, and the worst ones could still complete the tutorial within a week, the difficulty could be seen as appropriate. In fact, most of the tutorials fell into this category. The tutorials were slightly modified between 2013 and 2014 if they seemed too difficult or too easy.

Student feedback on the tutorials was also analyzed after each tutorial session. This was then used to fine-tune the difficulty level of consecutive tutorials. Typically, the feedback was quite heterogeneous about difficulty: Some students reported the tutorial as too difficult and some too easy. Still, most feedback on the tutorials was positive. The feedback from tutorials could be roughly divided into seven categories. Some students thought that the tutorial exercises were too hard or that there were beneficial over passive lectures. Notably, there was also a significant difference between the grade averages of course instances facilitating the new methodology. It is possible that this is due to some changes made to the course materials (such as increasing or decreasing the number of tasks in the tutorials or modifying the lecture slides) based on student feedback and our own experiences. However, there was also a slight drop in pass rates between instances of C2, although the difference was not statistically significant.
too many exercises: “[I would like to have] easier exercises, as always. Also, bring back ‘puzzle exercises’; they are a nice change to writing.” On the other hand, some students thought that the exercises were too easy or that there should have been more of them: “Tutorial was short, it took only an hour to finish the exercises. Exercises were pretty straightforward.”

Most students had a very positive attitude toward learning via tutorials: “A lot of work (there is still a lot to do—which is not usual for me) but I’m sure I’ll learn a lot and it’s worth the effort.” And then there were students who did not see the benefits of having to work hard: “There are too many tutorial exercises. We made it barely halfway through with my partner.” Still, nobody seemed to argue against tutorials as a method in the feedback. Students though that the tutorials fit well with the lectures: “Tutorials are an amazing invention; you couldn’t learn these things otherwise. Lectures are sometimes really boring and you don’t really learn from them, that’s why it’s really great that we have an opportunity to work together and learn.”

From a technical perspective, the tutorials worked quite well. The sessions were organized in a 250-seat lecture hall where the major concern was network connectivity. The hall’s wireless router wasn’t powerful enough to handle enough simultaneous connections. Luckily, the lecture hall was equipped with enough LAN ports to provide a connection for all student pairs, and the only thing needed was to supply the LAN cables. This also meant that network traffic from the hall was routed through a single switch and firewall, so blocking all sites besides ViLLE and the Java API in exam situation was effortless. Some of the students’ laptops did not contain LAN connectors, but since there were only a few cases like this, they were allowed to use the wireless network.

Student collaboration on tutorials seemed to work very well. The discussion in the lecture hall was continuous, and, for the most part, students seemed to discuss the topic at hand. We previously analyzed discussion in student collaboration [Rajala et al. 2011] during controlled tests. In the analysis, it seemed that almost all of the discussion was about the topic. The students also seemed to ask for assistance quite actively when needed. While approximately 150 students attended the tutorial, we quickly found out that four mentors (some from course staff and some older students) were enough to provide assistance. A minor issue we realized after the first session was that the mentors could not reach those sitting in the middle of the rows. To solve this issue, students were seated in every other row in consequent tutorials.

6.2. Demonstrations and Lecture Attendance

In the demonstration sessions, collaboration seemed to work equally well. Again, there was a lot of discussion among the groups before the students presented their solutions. In the feedback, students wished that the groups would remain the same when completing the additional assignment after the presentations because “forming new groups is too much of a hassle.” One issue the students pointed out in the first two sessions was that “the tasks are sometimes too vague.” This was addressed in two later sessions by trying to write the assignments as clearly as possible. Another issue was on demonstration number three, where one of the tasks was to write a comparison method for a class modeling a player’s hand in a game of poker. Though completing this task awarded the students half of the points available from that session, many students reported the task as being too laborious. Still, most feedback from the demonstrations was highly positive.

The students had a chance to attend mentoring sessions if the tutorial or the demonstration tasks seemed too difficult. Approximately 30–40 students were present in each of the sessions. The mentors reported that a significant part of students attending the sessions actually had no specific questions about the tasks, but instead utilized the
session to work collaboratively on the tasks—a practice that was highly encouraged by course personnel. The mentoring offered during the tutorial sessions probably decreased the number of students needing additional tutoring as well.

The feedback collected from the lectures proved to be extremely useful. After each lecture, the feedback was briefly reviewed, and the issues that were raised were addressed at the beginning of the next lecture. Typical issues collected from the feedback were either general, like “more examples should be shown,” or highly specific, such as “the difference between interfaces and abstract classes should be underlined.” Again, most feedback was positive, and the students seemed to be especially happy about the fact that the problems reported were actually addressed in the next lecture. Students participated in the lectures quite actively, as seen in Figure 5.

Figure 5 shows the average of all students in attendance, as well as the average of students who attended at least once. The latter likely depicts the average of students who passed the course more accurately. Notably, the lecture average was a little lower in the 2014 instance, as was the pass rate. Still, finding an actual correlation between two variables would require analyzing more instances. The overall high level of participation in both instances is probably partially due to bonus points that could be collected on lecture attendance. Still, the bonus at maximum was less than 0.17% of the course final grade, so a procedure like this can definitely be recommended.

6.3. Electronic Exam

The exam was also well perceived. There were practically no technical issues, but then again, the students had used ViLLE extensively in the course before the exam, so they were familiar with its features by exam time. Since all students did not own a laptop (and the department couldn’t provide enough spare ones), two computer labs were also reserved for taking the exam. The most beneficial feature in an electronic exam compared with a traditional pen-and-paper approach is the possibility to test and refine the program code as many times as needed. The submission numbers for all exam exercises are displayed in Figure 6.

All exercises except for 1 and 3 were coding exercises. As seen in Figure 6, there is a lot of variation in submission numbers. For noncoding exercise types, the average was close to once, but for all coding exercises, the students submitted (i.e., translated and executed) their code at least three times on average. For the most difficult questions,
the average number was more than 10. The average exam scores for individual tasks are displayed in Figure 7.

The students also answered a survey after the exam. There were 11 questions answered using a Likert scale of 1–5 (1 = completely disagree, 5 = completely agree). There were three exam instances each year. The results obtained after the first exam
Table VII. Students’ Perceptions After the First Exam on Both Instances of C2

<table>
<thead>
<tr>
<th>Perception</th>
<th>2013 (N = 104)</th>
<th>2014 (N = 83)</th>
</tr>
</thead>
<tbody>
<tr>
<td>There was enough time to finish the exam</td>
<td>4.52 (0.75)</td>
<td>4.58 (0.70)</td>
</tr>
<tr>
<td>It was easy to do the exam</td>
<td>4.00 (1.01)</td>
<td>3.92 (0.95)</td>
</tr>
<tr>
<td>ViLLE was easy to use</td>
<td>4.40 (0.65)</td>
<td>4.29 (0.85)</td>
</tr>
<tr>
<td>I would rather do the exam on paper than in ViLLE</td>
<td>1.37 (0.89)</td>
<td>1.23 (0.65)</td>
</tr>
<tr>
<td>ViLLE suits well for this courses exam</td>
<td>4.80 (0.45)</td>
<td>4.66 (0.65)</td>
</tr>
<tr>
<td>I would do this test as an online-exam at home, if it was possible</td>
<td>3.74 (1.12)</td>
<td>3.65 (1.10)</td>
</tr>
<tr>
<td>I would recommend ViLLE to other students</td>
<td>4.52 (0.61)</td>
<td>4.35 (0.82)</td>
</tr>
<tr>
<td>From a technical point of view, ViLLE is an excellent solution</td>
<td>4.18 (0.73)</td>
<td>3.95 (0.90)</td>
</tr>
<tr>
<td>Which grade would you give to ViLLE as an exam system (1-5)</td>
<td>4.27 (0.59)</td>
<td>4.11 (0.75)</td>
</tr>
<tr>
<td>I got enough training to ViLLE before the exam</td>
<td>4.78 (0.50)</td>
<td>4.51 (0.83)</td>
</tr>
<tr>
<td>Evaluate the difficulty level of the exam (1 = easy, 3 = suitable, 5 = hard)</td>
<td>2.97 (0.84)</td>
<td>2.88 (0.85)</td>
</tr>
</tbody>
</table>

instance are displayed in Table VII. Averages and standard deviations (in parentheses) are displayed.

As seen in Table VII, students had very little technical issues, thought that ViLLE was easy to use, and had sufficient training to use the system before the exam. Most importantly, students seemed to think that the exam on a programming course should be taken in an electronic form instead of with pen and paper.

6.4. Results in Relation to Related Work

How do the results relate to previous studies in the field of computer science education research? In Vihavainen et al. [2014], the authors quantitatively analyze several approaches for teaching introductory programming courses. Of analyzed methods, at least collaboration, content change, group work, and (peer) support were also applied in our redesign. Moreover, these authors conclude that, on average, the redesign can improve the pass rate by one third, which seems to be in line with our results (the combined pass rate of C2 courses was 75.64% in comparison to 46.51% in C1). The authors also found that pair-programming as an only intervention method seems to have a worse effect, which underlines the importance of holistic redesign.

Collaborative learning has been found useful in various earlier studies. The positive effect of adapting collaboration into tutorials and demonstrations in our redesign seems to confirm the findings of Lee et al. [2013], Simon et al. [2010], and Hundhausen et al. [2013], to name a few. Although the redesign described in this article cannot be categorized as flipped learning (see, e.g., Sarawagi [2013]), some similarities (such as emphasizing active learning) can be found. Although electronic exams in programming courses have not been studied widely, Barros et al. [2003] and Navrat and Tavrozek [2014] have had similarly encouraging experiences when they replaced a traditional pen-and-paper approach with a more authentic approach. Finally, the results obtained seem to confirm the results of our research group studying introductory programming courses (see, e.g., Rajala et al. [2009, 2011]).

The experiences of Haatainen et al. [2013] for providing additional support to students in the CS1 course seem to support the inclusion of mentoring in our course redesign. They found that the additional support received positive feedback from both students and student mentors, but found no significant difference in learning results. This seems to indicate that mentoring is an important addition in redesign, but might not have an effect on student performance if not accompanied with other methods. However, the positive effect might lead to better motivation, which Nikula et al. [2011] found to be crucial in programming courses: They state that the lack of motivation leads to high drop-out rates. The decrease in drop-out rates was the single most important
outcome of our redesign. Keijonen et al. [2013] present an approach called extreme apprenticeship, which emphasizes active learning combined with personal advising. The authors found that (similarly to our experiences) applying this approach led to higher student performance in the introductory programming course. Moreover, the authors state that the method leads to a carry-on effect, with more credits gained during the 13-month period after the course. In the future, we are curious to find out whether the positive effect reported in this research will carry on similarly.

7. SUGGESTIONS ON COURSE REDESIGN

Finally, we would like to readdress the factors considered in the redesign process based on the results and experiences presented in the previous sections. Although the changes made in the course method seemed to be highly effective in increasing student performance (and were generally well perceived by the students), we found some issues that need to be addressed when making changes in the methodology.

First, enhancing active learning with tutorials and other ViLLE exercises seemed to have a positive effect on course outcome. This was somewhat expected, as various other studies have already proved that active learning methods are more effective than passive listening in lectures. For example, the whole concept of flipped classrooms (although not utilized in our setup) relies on this fact. All in all, we faced only a few issues when implementing the tutorial sessions, partly because we were quite well prepared. Still, the factors that should be considered by other educators are the technical implementation (electricity, LAN or WLAN connectivity, access to participants for guidance) and the proper difficulty level for the tutorials. Unfortunately, there is no strict advice on the difficulty level because the only way to properly evaluate difficulty is to test the tutorials with a large, heterogeneous group of students.

Second, enhancing collaboration seemed to work as we intended. As we found in Rajala et al. [2011], when students work collaboratively, the discussion is almost completely about the topic in hand. Naturally, some students were not happy about the idea of needing to communicate with anyone, but mostly the collaboration was quite well received. Still, we must suggest that fellow educators actively monitor the switching of the controller role once every 15 minutes during the sessions. Quite a few students were very keen to be the ones using the mouse and the keyboard, while some seemed to be quite happy in the passive role. Collaboration was also utilized in our demonstration sessions: We found out that the tasks prepared for this need to be very carefully planned beforehand because too difficult or too easy tasks can frustrate students and will bring no additional value.

Facilitating communication was very well perceived by the students. Our suggestion is to keep the weekly surveys brief (we came up with three simple questions per survey) and to offer a small reward for filling them in (in our case, a couple of ViLLE points). Still, the most important suggestion we can make is that the results collected via survey need to be analyzed and utilized during the course. The students are likely to be more motivated to report issues using surveys if they think that this has an actual effect. Even more importantly, the surveys are extremely useful for making small adjustments in the course method and materials during the course. Hence, our suggestion is to reserve some man-hours for such adjustments (although we do realize that most lecturers have their hands full with teaching and course administration during the course).

The remodeling of the evaluation was one of the most important factors we considered. In our opinion, answering exam questions using pen and paper is not a proper way to measure programming skill. When refactoring an exam, there are three suggestions we feel we should make. First, use a proper tool: The students should be able to compile and execute their programs with proper feedback and error messages, and
the possibility of technical errors needs to be minimized. Also, if possible, a tool that supports automatic assessment makes life a lot easier for teachers. Second, the difficulty level of the exam needs to be properly evaluated by nonaffiliated teachers and/or researchers. When the exam methodology is changed, it is possible (or even likely) that the difficulty level may not remain the same. Fortunately, there is a lot of good-quality research done on how to design exams for programming courses (e.g., Sheard et al. [2011, 2015]). Finally, it is a good idea to prepare for cheating: If the exam is taken with a computer, it is important to block unwanted sites and communication as effectively as possible, preferably by whitelisting only those sites necessary for the exam. Also, supervision in the classroom where the exam is organized should be provided, as in any exam.

The refactoring can of course be a huge mountain to climb for educators who traditionally have their hands full already. We do not necessarily suggest undertaking complete refactoring at once because the individual steps can be utilized separately as well. In our experience, the redesign was worth the effort: The course’s total pass rate increased significantly, and the number of drop-outs during the course decreased likewise. Student perception was also enthusiastic: Students thought that the methods of active learning were useful, and the feedback they gave was properly addressed. Also, most of the work needed for refactoring the course was done before the first class. Later classes are a lot easier to organize. Still, it is wise to prepare for adjustments after the first class because it is likely that there will be a need for some.

8. STUDY’S LIMITATIONS

There are naturally some limitations in the study, mainly due to the nature of the holistic redesign. First, there are the external concerns: The data from the earlier instances of C1 are not conclusive; for example, lecture attendance was not recorded, and detailed statistics or feedback about the exam was not available. Hence, the corresponding statistics from C2 in this article cannot be compared to earlier instances but are merely provided to illustrate students’ active participation in and general contentment with the redesigned course. Similarly, the effect of the previous course in the curriculum cannot be measured validly. The CS1 course which most students take before this course was also redesigned during 2013 and 2014 (see Kaila et al. [2015]). However, the contents of the courses are very different, and, especially in the 2013 instance of the redesigned course, there were numerous (48 to be precise) students who had taken the earlier instances of CS1. Still, it is possible that the redesign of the previous course has an effect on the results, although it is difficult to measure. Finally, the statistics from the consecutive programming courses in the curriculum are not detailed enough to observe the effect of redesign on them.

There are also internal concerns. The first limitation is the number of factors in the redesign: Since the changes were made in varied aspects of the course, the effect of individual changes cannot be isolated. Hence, it is difficult to say whether some modifications are more useful than others or whether some had no effect at all. Also, the evaluation method differed. Although external experts evaluated the exam at least as difficult as the exam in the old course, there are still differences between an electronic exam and a pen-and-paper one. Still, it is very unlikely that passing the electronic version would be easier because the evaluation was stricter (e.g., no points were awarded if the code did not compile), and there were a lot more exercises to complete.

Finally, one could question the novelty value of the methodology used in the redesign. As seen in Sections 2 and 6.4, for example, most of the interventions used for redesign have been tried and studied before. However, the same argument could be applied to a lot of research in the field of computer science education. The novelty of this study comes from the implementation of the tool used as well as the complete design,
application, and (most importantly) validation of the methodology in an OOP course. After all, teaching interventions that are proved effective are what most educators should be looking for—hence, validating research should never be underrated.

9. CONCLUSION AND FUTURE WORK

We redesigned a programming course based on the best practices obtained from our own research and that of the research community. The redesign was done in four areas: by enhancing active learning, collaboration, and student communication and by refactoring the evaluation procedure. All in all, the course redesign proved to be successful. The pass rate increased by more than 20% in both instances of the redesigned course. While the increase in grade average was smaller, the overall trend was still positive, especially since the exam was likely more challenging. The feedback collected from the students was also mainly positive.

From a researcher’s point of view, some critique on the setup should be given. The changes made to the course were holistic since almost all elements in the teaching method were somehow addressed. While the change on the whole appears to be very effective, it is impossible to isolate the effects of individual factors because when course-long performance is measured, various variables affect it. Still, as the content of the course remained the same and the number of participants was fairly high, we feel confident about the significance of the results.

In future, we plan to investigate the possibilities of tutorial-based learning in other types of courses, starting with an introductory database course and a course for algorithms and data structures. We are also planning to continue fine-tuning the methodology and materials used in this course. Some comprehensive surveys will be conducted over the course instances (and over different courses) to collect holistic data on student perceptions. When this is joined with performance data (as well as data collected automatically by ViLLE), it will be possible to come up with more general suggestions on redesigning course methodology.
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