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Abstract

Knowledge representation and text mining can be employed to discover new knowledge and develop services by using the massive amounts of text gathered by modern information systems. The applied methods should take into account the domain-specific nature of knowledge. This thesis explores knowledge representation and text mining in three application domains.

Biomolecular events can be described very precisely and concisely with appropriate representation schemes. Protein–protein interactions are commonly modelled in biological databases as binary relationships, whereas the complex relationships used in text mining are rich in information. The experimental results of this thesis show that complex relationships can be reduced to binary relationships and that it is possible to reconstruct complex relationships from mixtures of linguistically similar relationships. This encourages the extraction of complex relationships from the scientific literature even if binary relationships are required by the application at hand. The experimental results on cross-validation schemes for pair-input data help to understand how existing knowledge regarding dependent instances (such those concerning protein–protein pairs) can be leveraged to improve the generalisation performance estimates of learned models.

Healthcare documents and news articles contain knowledge that is more difficult to model than biomolecular events and tend to have larger vocabularies than biomedical scientific articles. This thesis describes an ontology that models patient education documents and their content in order to improve the availability and quality of such documents. The experimental results of this thesis also show that the Recall-Oriented Understudy for Gisting Evaluation measures are a viable option for the automatic evaluation of textual patient record summarisation methods and that the area under the receiver operating characteristic curve can be used in a large-scale sentiment analysis. The sentiment analysis of Reuters news corpora suggests that the Western mainstream media portrays China negatively in politics-related articles but not in general, which provides new evidence to consider in the debate over the image of China in the Western media.
Tiivistelmä

Tiedonesitystapojen ja tekstinlouhinnan avulla nykyajan tietojärjestelmien 
keräämiä valtavia tekstivarantoja voidaan käyttää uuden tiedon tuottamiseen 
ja palveluiden kehittämiseen. Käytettävien menetelmien on kuitenkin 
luomioitava tiedon alakohtainen luonne. Tässä väitöskirjassa tarkastellaan 
tiedonesitystapojia ja tekstinlouhintaa kolmella eri sovellusalalla.

Sopivilla tiedonesitystavoilla biomolekyylien välisiä tapahtumia voidaan 
kuvata hyvin täsmällisesti ja tiiviisti. Proteiinien välisiä vuorovaikutuksia 
kuvataan tietytieteellisissä tietokannoissa yleensä kahdenvälisinä vuorovaikutuksina, kun taas tekstinlouhinnassa käytettävät monenväliset vuorovaikutukset sisältävät runsaasti informaatiota. Väitöskirjan kokeelliset tulokset 
osoittavat, että monenvälisistä vuorovaikutuksista on mahdollista johtaa 
kahdenvälisiä vuorovaikutuksia ja että kielilehdiste samanlaisten vuorovaikutusten sekoituksista voidaan erottaa yksittäiset monenväliset vuorovaikutukset. Nämä havainnot puoltavat monenvälisten vuorovaikutusten uuttamista tietytieteellisestä kirjallisuudesta. Lisäksi parittaisella datalla tehdyt 
ristiinvalidointikokeet auttavat ymmärtämään, miten datassa olevat riippuvuudet voidaan ottaa tunnetun tiedon avulla paremmin huomioon opittujen 
mallien suorituskykyä arvioitaessa.

Uutisartikkeleissa ja terveydenhuollon tuottamissa asiakirjoissa käytytään kieltiltä monipuolisemmin ja käsittellään laajempia aiheita kuin biolääketieteellisissä artikkeleissa, ja osittain juuri siksi niissä olevaa tietoa on vaikeampi mallintaa kuin biomolekyylien välisiä tapahtumia. Väitöskirja esittelee potilasohjauksessa käytettävien kirjallisten ohjeiden saatavuuden 
ja laadun parantamiseen tarkoitetun ohjelman, jolla kuvataan ohjeita ja 
niiden sisältöä. Kokeelliset tulokset puolestaan osoittavat, että ROUGE-
mitat soveltuvat potilasasiakirjojen tiivistämismenetelmien automaattiseen 
arviointiin ja että ROC-käyrän alle jäävää pinta-alaa voidaan käyttää mieli-
piteiden louhinnassa suuresta aineistosta. Mieliipiteiden louhinnalla uutisia 
sisältävää tekstikokoelmasta saadut tulokset viittavat siihen, että länsimaisella 
valtavirtaautusmedialla on taipumus kuvata Kiinaa verrokkimaita 
negatiivisemmin politiikka-aiheisissa uutisissa mutta ei koko uutisvirrassa.
Nämä havainnot tuovat oman näkökulmansa keskustelum ihmisten imagosta
länsimaisessa mediassa.
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Part I

Research summary
Chapter 1

Introduction

Modern information systems store and process enormous quantities of data in various forms. Much of these data is primarily produced for documentation, archival, or information exchange purposes. This applies particularly to data in the form of natural language. Newspaper and scientific articles are published to share information, patient records are written to document patients’ medical care, and scientific discoveries are archived into specialised databases for further analysis. The large scale of these data offers valuable opportunities to discover new knowledge that is not available in a structured form or directly evident from individual pieces of data.

This thesis focuses on two aspects of refining textual data into human knowledge: knowledge representation and text mining. The former provides means to express human knowledge in a computer-readable manner, whereas the latter provides tools to obtain such knowledge from textual data. They are discussed in the context of biomedical, healthcare, and political domains. Each of these domains routinely use textual data but the essences of the domains, and hence of the texts as well, are remarkably distinct.

The purpose of knowledge representation is to capture human knowledge of the world, which is typically achieved by modelling the world and expressing the knowledge as statements of facts. The human knowledge is neither perfect nor complete, however, which must be taken into account in knowledge representations and their applications. In the acquisition and analysis of knowledge, one must consider the possibility of experimental errors and misinterpretations of observations, the imprecise nature of human communication, subjectivity of matters, and intentional or unintentional bias to promote particular agenda or opinion. The sources, magnitudes, and consequences of these issues depend on the characteristics of the domain, particularly its subject matter and the objectives of the discourse. They are also reflected in the characteristics of textual data sources and in the methodological choices as seen in the later chapters.
A broad and practical definition of knowledge representation is adopted: a knowledge representation is a construct that expresses human knowledge in such a manner that it is both human-understandable and computer-readable and has utility in practical applications or in research tasks. The technical details of the representation are of secondary importance as long as the representation can be used computationally. The purpose of this demarcation is to direct the focus to the various means by which knowledge can be expressed in information systems in a human-friendly manner and to avoid restricting the discussion to any specific theoretical approach.

The most obvious knowledge representations are symbolic representations that are explored in the field of knowledge representation and reasoning. The field, historically categorised under artificial intelligence, studies how knowledge can be expressed formally with symbolic methods and how mathematical logic can be applied to reason over such knowledge (Brachman and Levesque, 2004). It is closely associated with mathematics, which is the basis for formal methods, and to computer science, which offers tools to implement efficient algorithms. The challenge of symbolic knowledge representations is to create mathematically rigorous models of knowledge for domains in which human knowledge is inherently uncertain or imprecise. Indeed, many recent advances in artificial intelligence have been made with statistical methods developed for high-dimensional data. Nevertheless, symbolic representations remain useful for domain-specific applications in which knowledge can be expressed as sets of rules or statements.

Formal knowledge representations, such as description logics, are tools for constructing ontologies, which explicitly and formally model specific fragments of the real world. Top-level ontologies concern general knowledge and describe concepts that can be used across domains, such as objects, time and processes, whereas specific ontologies model particular domains, tasks, or applications. The common components of ontologies include individual objects and object collections as well as features of and relations between the objects and/or collections. These elements can be used to describe each other, which results in a rich network of connections. (Jakus et al., 2013).

Symbolic knowledge representations are not the only constructs that fit the adopted definition of knowledge representations. Relaxing the formality requirement, there are computer-readable alternatives to symbolic representations which are equally informative for humans but cannot be used for automated formal reasoning. Vocabularies and classifications, for example, are constructs that can be implemented in information systems to effectively manipulate and store human knowledge but the stored information is only fully meaningful to the human users of the systems (Chen et al., 2005). These constructs emphasise the information technological aspect of storing structured information into databases and analysing it manually or algorithmically. This perspective to knowledge is close to that adopted by the field
of data mining, which studies the discovery of patterns in large data sets through statistical and machine learning methods.

Given the importance of statistical learning methods in artificial intelligence (Flasiński, 2016), one could argue that statistically induced models, such as word-space models or artificial neural networks, implicitly contain real-world knowledge that humans cannot decode but that can be applied computationally. Such a model does not necessarily align itself with what humans perceive as knowledge but new knowledge may be discovered through the use and analysis of the model. If the model can be utilised by an algorithm to make human-understandable inferences or predictions, should it be classified as computer knowledge (as opposed to human knowledge)? The question whether these models are knowledge representations is beyond the scope of the thesis which, as stated above, has the perspective of utility to humans. Statistical models are considered to be tools to analyse data and extract knowledge but not knowledge representations themselves.

The wealth of textual data stored in information systems may be utilised with natural language processing (NLP) and text mining methods. Computational linguistics is an interdisciplinary field that concerns the computational modelling, analysis, and generation of natural language, both written and spoken. It relies on linguistics, which provides insights into the nature of human language, and computer science, which is the basis of computational analysis methods. NLP is the branch of computational linguistics that focuses on the engineering aspects of natural language. The methods employed in NLP often involve statistical approaches which is why also statistics and machine learning are essential in NLP. (Clark et al., 2013). Text mining, or textual data mining, studies the extraction of structured information from text. It overlaps with NLP as both explore textual data and employ statistical and computational methods. In contrast to NLP, which studies a wide variety of tasks involving natural language, text mining focuses on the data mining and knowledge discovery aspects. (Aggarwal and Zhai, 2012).

Due to the diversity of the aspects of natural language, NLP and text mining methods commonly address one task, or at most a few, that can be considered independently. Basic NLP tasks include the splitting of text strings into sentences and further into tokens followed by the analysis of morphology (i.e. word structure), syntax (i.e. sentence structure), and semantics (i.e. meaning). Text mining builds on the outputs of these analyses (such as tokenisation, lemmatisation, part-of-speech analysis, and syntactic parse) and employs data mining methods to produce structured information. (Ananiadou and McNaught, 2006).

Common text mining tasks include document classification, term or concept extraction and normalisation, named entity recognition, relation and event extraction, text summarisation, and sentiment analysis. In docu-
ment classification, one or more predefined labels (such as topics or authors) are assigned to text documents. In term/concept extraction and normalisation, pertinent terms or concepts in text are identified and mapped to entries in domain databases or other resources. Named entity recognition is the identification and classification of named entities (such as persons, locations, or proteins). Relation and event extraction concerns the identification of relationships between named entities and the formulation of this information in a structured manner. Together, named entity recognition and the other extraction tasks are called information extraction. Text summarisation is a process of compressing the essential content of a document into a short passage, whereas sentiment analysis measures the tone of a document, or the attitude expressed by its author, as a whole or with respect to a specific topic. (Ananiadou and McNaught, 2006; Aggarwal and Zhai, 2012; Clark et al., 2013; Cohen and Demner-Fushman, 2014). This thesis concerns information extraction, text summarisation, and sentiment analysis.

In information extraction, the pertinence of entity and relationship types depends on the application at hand and the extracted information may be represented using various formalisms (such as predicates or graphs). There are consequently a variety of representation schemes even within a single domain. Relation and event extraction tasks are typically preceded by named entity recognition, but they can also be solved simultaneously (Bekoulis et al., 2018). Information extraction systems may also include named entity normalisation, which assigns unique identifiers to the extracted entities, facilitating the construction of domain knowledge databases.

Information extraction is similar to semantic role labelling because they share the objective of extracting semantic relationships present in the text. Semantic role labelling focuses on the predicates of sentences and the roles the other syntactic constituents have with those predicates. It is not limited to named entities. In contrast, information extraction is not restricted to any specific syntactic structure\(^1\), but it only concerns the predefined types of entities and relationships. The representation schemes in information extraction often contain formal or informal definitions of those entity and relationship types. Information extraction also emphasises the normalisation of named entities and the construction of domain databases. (Clark et al., 2013).

Biomedical sciences study biological processes and their components, ranging from biomolecules to complex biological systems and diseases, with a focus on human health and provides insights and tools for clinical medicine. The scientific literature in the biomedical field is enormous in size and the number of articles published per year is steadily growing. Researchers have little possibilities to keep track of the newest discoveries even if they fo-

\(^1\)Relevant information may be stated within noun phrases, for example.
cus on very narrow topics. There are many databases that store and provide convenient access to biological knowledge published in the scientific literature but they tend to lag behind the literature due to the need for the manual curation of the knowledge. To solve this information management problem, NLP methods have been developed to assist researchers and curators. Due to its importance, biomedical natural language processing (BioNLP) has emerged as the subfield of NLP that focuses on the biomedical literature. (Cohen and Demner-Fushman, 2014).

In contrast to biomedical sciences, health sciences emphasise the clinical and societal perspectives of human well-being. The scope is not limited to medicine but also include nursing science and public health. A challenge in the healthcare domain is the effective utilisation of unstructured textual data that is produced in clinical environments. Physicians and nurses routinely produce written patient record documents. The volume of patient records tends to be large but the information systems used to access the records suboptimal in design. This hinders professionals’ efforts to obtain a clear understanding of the progress of the patient’s condition and treatment. Text mining can address these problems by extracting, highlighting, or summarising the relevant information. Textual patient records also contain details that cannot be easily expressed numerically, which makes the analysis of patient record texts a viable option to gain insights into what details are commonly documented, how they are expressed and how they reflect the patient’s condition and treatment. Such information may be utilised to develop clinical best practices and to improve the quality of care. Another topic studied in health sciences is patient education, which is often shadowed by medical topics but is nevertheless essential to the success of care. From the perspective of knowledge representation and text mining, written patient education documents are of particular interest.

Political science is a field that aims at understanding how politics influences the development of societies and their relations. Its research topics include political behaviour and decision-making, international relations, and the distribution of power. It is a broad field as politics penetrates all levels of society, from individual to governmental and from domestic to international. (Praag, 2017). Political science studies traditionally employ statistical methods to model and evaluate political phenomena through economic, social, or other variables (Pennings et al., 2006). Information technological approaches have recently gained popularity as a means of quantitatively analysing large-scale textual data that could have previously been explored only qualitatively on a small scale (Kaal et al., 2014). Textual data sets have been recognised as potential cost-efficient sources of information that can complement surveys or other data collection methods of social sciences. Text mining research topics are diverse in nature including, for example,
the exploration of political agendas expressed in political speeches and the quantification of attitude in social media postings or newspaper articles.

1.1 Research questions and contributions

This thesis contributes to knowledge representation and text mining in three domains: biomedical domain, healthcare domain, and political domain. Its main contributions are six original publications published in peer-reviewed journals and conference proceedings. They address three broad research questions:

1. how can biomedical knowledge be extracted from the scientific literature and utilised in further analyses,

2. how can knowledge representation and text mining be applied to patient records and patient education documents in order to improve the quality of health care, and

3. how can large-scale corpora of newspaper articles be analysed to reveal phenomena that are of interest in political science?

The first research question is addressed by Publications I – III. The first two publications focus on biomolecular event extraction, or the event extraction that concerns named biomolecules (such as proteins and genes) and their interactions (such as binding and regulation). This extraction task has become a major task in BioNLP, which is unsurprising given the importance of understanding biomolecular events as components of biological systems. Publication I studies the transformation of a language-oriented representation of complex biomolecular events into an application-oriented representation of binary relationships, whereas Publication II discusses a component of an event extraction system that leverages syntactic dependency parses. Both publications use the biomedical scientific literature as source data. In contrast, a more generic perspective is taken in Publication III, which focuses on the cross-validation of models learned from pair-input data. Such data is encountered across domains when considering the properties of object pairs, such as the binding of two proteins in the biomedical domain. The study was conducted with protein sequences, rather than textual data, but its results are applicable to text mining because the principles of cross-validation are universal. The study is also a step towards the use of domain knowledge in the design of cross-validation schemes that are more appropriate in specific situations than conventional schemes.

The second research question is covered by Publications IV and V. Publication IV discusses the development of an ontology to model the topics,
Table 1.1: *The thesis contributions (I–VI) cover two research themes and span across three domains.*

<table>
<thead>
<tr>
<th>Domain</th>
<th>Contribution to knowledge representation</th>
<th>Contribution to text mining</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biomedical sciences</td>
<td>I, III</td>
<td>II</td>
</tr>
<tr>
<td>Health sciences</td>
<td>IV</td>
<td>V</td>
</tr>
<tr>
<td>Political science</td>
<td></td>
<td>VI</td>
</tr>
</tbody>
</table>

content, and uses of written patient education documents. Patient education documents have been scarcely studied from the knowledge representation and text mining perspectives despite their importance in health care and the possibilities of text mining to improve their quality. The purpose of the ontology is to facilitate the organisation of patient education documents and the development of text mining methods to improve the content of the documents. Publication V explores methods to automatically summarise the text content of patient records to alleviate the information management issues faced by the professionals who need to scan through patients’ medical histories.

The last research question is explored in Publication VI, which applies sentiment analysis to assess whether the Western mainstream media has a negative bias towards China, a hypothesis that is being debated by political scientists. The negative portrayal of China has been observed by many previous studies and, building on this observation, Chinese officials have been engaged in changing the Western perception of China from negative to positive. The approach taken in Publication VI uses large-scale corpora of newspaper articles and consequently differs from the previous studies in which small numbers of manually annotated documents were analysed.

Table 1.1 illustrates the distribution of the contributions across the domains and the two research themes. The contributions are mainly in the biomedical and healthcare domains and focus on the application and adaptation of methods to these domains.

### 1.2 Structure of thesis

This thesis consists of two parts. Part I introduces biomedical sciences, health sciences, and political science as the domains of interest, discusses knowledge representation and text mining tasks in these domains and summarises the contributions in the original publications. Part II contains the reprinted original publications.
In Part I, Chapter 2 discusses the characteristics of natural language and human knowledge in the three domains. It elaborates what kinds of knowledge are typically conveyed by texts in these domains and in which manner such knowledge is expressed. It also highlights the effects of domain-specific aspects and human factors on the nature and expression of knowledge and therefore argues for the need of different approaches in knowledge representation and text mining between the domains. Chapter 3 summarises the six original publications, and the final remarks are given in Chapter 4.
Chapter 2

Domain-specific nature of text and knowledge

The three domains pertaining to this thesis and the associated text resources are vastly distinct in their nature. Two major reasons for their unique properties are the subject matter (and knowledge) of the domains and the objectives of the discourse. The subject matter influences what kind of knowledge is of interest and how it should be represented. For example, biomedical sciences, and to certain degree health sciences as well, study topics where knowledge can commonly be characterised with equations, rules, and other constructs used in natural sciences. In contrast, political science explores concepts that are challenging to define and analyse with the same amount of precision. The text resources also have distinct purposes, which influences their information content and analysis. For example, scientific articles are intended as precise reports of careful investigation whereas patient records consists of possibly brief observations and interpretations of patients’ conditions by clinical professionals.

Methodological choices are influenced by both the objectives of the study and the domain-specific needs but the unique characteristics of the domains do not necessarily lead to a need to use unique methods to analyse text and to represent knowledge. Rather, many methods can be used across domains provided that they are adapted to the domain. For example, the overall process of annotating text is the same regardless of the domain but the annotation scheme and its details depend on what kind of information is of interest. The information extraction from textual data involves the same aspects and methodological components across domains but the methods must be adapted to take into account the domain-specific properties of the data. On the other hand, some approaches to discover new knowledge are more suitable for one domain than another. Sentiment analysis, for example, is more useful in analysing political agendas than biomedical topics.
This chapter discusses the characteristics of the biomedical, healthcare, and political domains. The properties of textual data are highlighted and contrasted. The types of resources relevant to this thesis are introduced in the ascending order of unambiguity, starting from the non-text resources used in the biomedical domain.

2.1 Biomedical domain

The biomedical domain combines molecular biosciences (such as biochemistry, molecular biology, and systems biology) with medical sciences and concerns biochemical, biological, and medical topics in the context of human health. Among others, the topics include biomolecules and their interactions, cellular functions and behaviour, as well as diseases, drugs and their interactions. Much of the knowledge in biomedical sciences (such as bioinformatics) builds on the laws of physics and chemistry. Chemical reactions are good examples of phenomena that can be compressed into simple and elegant statements: the behaviour of molecules can be described with reaction equations and their dynamics with rate laws. Moving from chemistry to biochemistry, the size and complexity of the system grows but the underlying chemical mechanisms remain. There are a limited number of biomolecule types in biological systems, of which genes, RNA molecules, and proteins are the most important, but the possibilities of small modifications are diverse. The behaviour of proteins may be altered, for example, by phosphorylating, methylating, or acetylating them at specific positions of their amino acid chains. The types of interactions between biomolecules are also limited. The fundamental interaction type is the physical interaction, or binding, as reactions can only occur through interacting atoms, but the physical interactions may be further classified by the effect they produce. For example, a kinase (a protein that catalyses a phosphorylation reaction) is said to phosphorylate its target molecules. In addition to the interactions that are straightforward chemical reactions, indirect functional interactions are of interest for bioscientists because they abstract away from the unnecessary details to the level that is more appropriate for describing cellular processes. For example, a protein may regulate the expression level of a gene through a complex mechanism. The mechanism may be composed of a series direct interactions of several molecules but only the regulation effect is relevant. As a result, both biomolecules and their interactions can be characterised by their inherent properties and modelled using mathematical methods.

\[^{1}\text{In fact, the gene is an abstract concept that is not easy to define (Portin and Wilkins, 2017).}\]
The precise nature of the biomedical domain is reflected in the knowledge representations and databases. They capture biomedical knowledge in a manner that helps researchers to handle the masses of information. Gene Ontology (Gene Ontology Consortium et al., 2000; Gene Ontology Consortium, 2017) is the de facto ontology for the characterisation of proteins and RNA molecules. It concerns three aspects of biological knowledge—molecular functions, biological processes, and cellular locations—and associates entities with each other using several types of relations (such as is a, part of, regulates, and occurs in). The most detailed entities are very specific (such as negative regulation of pancreatic juice secretion, 6-hydroxy-3-succinoylpyridine hydrolase activity, or endosome to plasma membrane transport vesicle). Gene Ontology is intended for detailed characterisation of proteins through annotation, and it also supports formal reasoning. Gene Ontology annotations are available, for example, in the UniProt database (UniProt Consortium, 2017), which also contains protein sequences and other information. In general, the content of biomedical resources is manually curated but may contain experimental errors. There may also be algorithmic predictions from non-textual data, which are less reliable than the curated content.

Since the interactions between biomolecules are the underlying mechanism for biological functions, there are many knowledge resources that focus on the characterisation and enumeration of biomolecular interactions. The number of interaction types is typically small. The interactions are often modelled as binary relations, which is a reasonable approach as chemical reactions commonly occur between exactly two molecules. Such a representation scheme is convenient as it results in a graph and facilitates the use of graph theoretical methods to analyse complex systems as interaction networks. Protein–protein interaction databases, such as STRING (Szklarczyk et al., 2017) and IntAct (Orchard et al., 2014), focus on modelling binding, regulation, and post-translational modifications, whereas regulatory interaction databases capture the interaction networks of molecules involved in the regulation of gene expression, such as transcription factors, miRNA molecules, and genes.

Binary relations are not sufficient to fully describe the details of biomolecular interactions. For example, the biological activity of proteins may arise from the formation of an n-ary complex and the different compositions of the complex may exhibit distinct levels of activity. There are efforts, such as IntAct Complex Portal (Meldal et al., 2015) and PCDq (Kikugawa et al., 2012), to address the diverse nature of protein complexes. Protein regulation may also have details that are omitted in binary relations, such as the specific post-translational modification that effects the regulation. There are specialised databases, such as PhosphoSitePlus (Hornbeck et al., 2015), for such details. The networks of binary relations and the detailed descriptions
of interactions are both needed: the former omit the details that may only be a nuisance in large-scale biological analyses, whereas the latter support the understanding of the behaviour of individual biomolecules.

In addition to the ontologies and databases focused on the aforementioned phenomena, there are a variety of resources for other biomedical topics. Among others, Cell Line Ontology (Sarntivijai et al., 2014), Drug Target Ontology (Lin et al., 2017), Human Phenotype Ontology (Köhler et al., 2019), and Environment Ontology (Buttigieg et al., 2013) are ontologies that model cell lines, drugs, phenotypes, and environments, respectively. While it could be extended to these topics, the discussion in this thesis is restricted to protein–protein interactions and related molecular-level phenomena. Highlighting the overlap between the biomedical and healthcare domains, SNOMED CT (Wang et al., 2002) is a clinically-focused ontology that also contains molecular-level entities.

Despite the large number of domain databases, the biomedical scientific literature remains an essential source of information regarding new discoveries. The literature contains statements about the same types of entities and processes as the databases. Its crucial difference to the databases is that the knowledge is expressed in natural language. While the scientific literature strives for unambiguous communication, it is not as exact as the databases are because its content is primarily meant for humans. From the perspective of knowledge representation and discovery, the use of natural language introduces a layer of ambiguity which is not detrimental for readers but needs to be addressed in order to transform textual data into structured form.

The extent of ambiguity in the biomedical scientific literature is small in comparison to the other textual sources of this thesis, however, because the scientific literature aims at clear communication and because biomedical knowledge can be expressed with a limited and well-defined vocabulary. The ambiguity mostly stems from the linguistic aspects of written language as a means of human communication. For example, biomolecules may be referred to by their human-friendly names instead of unique database ids, pieces of information may be omitted as they would be obvious for the reader in the given context, or anaphoric expressions may be employed to improve the fluency of the text. As an example, consider the sentence

The two nuclear proteins bind to STAT5A target promoters containing GAS thereby stimulating expression of STAT5A regulated milk-genes including β-casein and whey acidic protein.

(Williams et al., 2004)

which discusses the regulatory effect of ERBB4, or rather of its intracellular domain 4ICD, on the expression of particular genes. The phrase “the two nuclear proteins” refers to the 4ICD domain and STAT5A, the automatic
extraction of which is not a trivial task. The mapping of these biomolecules to their database entries requires the knowledge of the species, which must be acquired from the other parts of the article. The specific conditions under which the interactions occur may also be mentioned in the article and should be associated with the interactions in the knowledge representation. The example also highlights the nature of binary interactions: neither “ERBB4 up-regulates β-casein” nor “STAT5A up-regulates β-casein” fully capture the presented knowledge because it is the binding of the ERBB4–STAT5A complex to the promoter that leads to the increased expression level of β-casein.

Early studies on the extraction of protein–protein interactions from text focused on binary relationships (e.g., Thomas et al., 2000; Ono et al., 2001). The research efforts were motivated by the potential of information extraction systems in assisting database curation or even in automatically populating interaction databases (Alex et al., 2008). In this context, binary relationships are relationships that exist between exactly two physical entities (such as proteins) and can be expressed as binary relations. For example, the LLL corpus (Nédellec, 2005) considers genic interactions as directed, untyped binary relationships, whereas the AIMed corpus (Bunescu et al., 2005) uses undirected, untyped binary relationships to capture protein–protein interactions. Similar approaches are used, for example, by TTRUST v2 (Han et al., 2018), which records interactions between transcription factors and their targets as directed, typed binary relationships, and KEGG PATHWAY (Kanehisa et al., 2019), which models regulatory networks as collections of directed, typed binary relationships that cover, among others, the physical binding and regulation of proteins.

Binary relationships are problematic as a representation of the knowledge conveyed by the scientific literature because the text often contains information that cannot be reduced to typed binary relationships. In particular, the statements of one physical entity influencing a relationship between other physical entities cannot be expressed as binary relationships. Relationship details, such as experimental conditions, subcellular locations, or hedging, are also challenging to include into the representations that are based on binary relationships. Such information may be implicitly covered by the scope of the resource, included as additional attributes, or simply ignored. For example, the ComPPI database (Veres et al., 2015) uses species, subcellular location, and experimental evidence as attributes but ignores temporal aspects (such as the phase of the cell cycle and the developmental stage of the organism). From the perspective of BioNLP research, the extraction of typed binary relationships is an interesting task but additional tasks, such as the extraction of supplementary information and the mapping of gene and protein mentions to database identifiers, also need to be considered to fully support biomedical research via database construction.
It was observed during the development of BioInfer\(^2\) (Pyysalo et al., 2007) that complex relationships can be used to conveniently capture the details of the relationships expressed in text. Here, a complex relationship refers to a construct that involves more than two physical entities or more than one relation. The key difference between binary and complex relationships is the manner in which the interactions of entities are expressed. To take a graph theoretical view, a binary relationship can be represented as two nodes and an edge between them. The nodes represent physical entities and the information regarding their interaction is encoded to the edge.\(^3\) A complex relationship cannot be expressed with only one edge. Instead, the information on the interaction(s) must be encoded to the combinations of nodes and edges. This results in a directed acyclic subgraph in which both physical entities and the instances of interactions are represented by nodes. The edges represent the roles of the entities in the interactions. Naturally, binary relationships can also be expressed in this form but the extra node and the edges do not provide any additional information compared to the single directed, typed edge.

Binary relationships are entity-centric and emphasise the network of interactions, whereas complex relationships can express interactions independently from entities, which is closer to the syntactic representations used in BioNLP. For example, the syntactic structures under the basic version of the Stanford typed dependencies representation (Marneffe and Manning, 2008b) are directed acyclic graphs (Marneffe and Manning, 2008a). The complex relationships of BioInfer indeed mostly follow Stanford dependency structures (Björne et al., 2008).

Complex relationships emphasise the details of interactions and resemble the approach taken in semantic parsing, which concerns the discovery of the participants of events, actions, or other activities along with their roles (Reddy et al., 2017). The similarities and differences between binary and complex relationships as well as dependency parses are illustrated in Figure 2.1.

Complex relationships can have other relationships as participants, which is not possible in binary relationships. This makes complex relationships more versatile than binary relationships in representing biomedical knowledge but also more challenging to analyse. The regulation of biomolecular and cellular activities is a major phenomenon and regulatory relationships may have relationships as participants. For this reason, some bioinformatics databases, such as the Reactome knowledgebase (Fabregat et al., 2018), also use representations in which such relationships can be expressed.

\(^2\)BioInfer is currently available at \url{http://mars.cs.utu.fi/BioInfer/}.

\(^3\)In theory, the edge can encode any amount of information but, in practice, the set of relationship types is small to ensure the occurrences of each type are sufficiently abundant.
mDia binds profilin likely to promote actin polymerization.
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Figure 2.1: A) A sentence contains detailed information on protein–protein interactions. B) The Stanford dependency parse of the sentence is a directed acyclic graph. C) Complex relationships capture the details of the stated interactions. The existence of an interaction is represented by a node, which leads to a directed acyclic graph. D) Binary relationships capture the essential pieces of information on the interactions. An entity-centric network of interactions is formed.

The discussion above illustrates the spectrum of knowledge representations used in capturing biomolecular interactions. On one hand, there is a strong biological motivation to use binary relationships because they are useful in network analysis. On the other hand, complex relationships resemble dependency parses and are able to include the details of interactions, which justifies their use from the linguistic perspective. BioNLP and bioinformatics use both types of knowledge representations, yet their focus is on the linguistic and biological aspects of the biomedical domain, respectively.
The objectives of the research on the acquisition of biomedical knowledge from text include not only developing methods to transform text into structured form but also discovering solutions to overcome the imprecisions introduced to otherwise precise biological knowledge by the nature of human communication. Since the binary interaction networks used by bioscientists differ from the complex relationships convenient in expressing statements in text, there is a need to bridge the gap between these two representations.

2.2 Healthcare domain

Electronic patient records have the same purpose as their paper-and-pen predecessors: to document the professionals’ observations and conclusions regarding a patient’s condition and record the progress of the subsequent treatment. Despite the possibilities of structured data, much of the information in electronic patient records is in free text because it is challenging to design schemes which are able to address the diversity of the content of those records. (Häyrinen et al., 2008; Evans, 2016). Among others, electronic patient records contain physicians’ notes on patient encounters, admission and discharge notes regarding patients’ stays in a hospital, nurses’ notes on care given in a ward, prescribed and administered medications, patients’ diagnoses, laboratory test results, and radiologists’ reports. Diagnoses, procedures, medication and laboratory test results are examples of information that is commonly stored in structured form. (Häyrinen et al., 2008).

From the perspectives of content and language, electronic patient records are markedly different from the biomedical scientific literature in several aspects. First, the focus is on individuals and their health rather than on the molecular-level mechanisms of diseases (Friedman et al., 2002). Second, patient records are documentative and hence include observations that in research would be considered data for further analysis rather than results to be reported in a scientific article (Evans, 2016). Third, the language used in patient records is not as linguistically refined and formal as in the scientific literature (Friedman et al., 2002; Laippala et al., 2009). As an example, consider the passage

A 84-year-old man coming to emergency. Mild chest pain, lasted for two days. Pale skin but no signs of physical injury. No history of angina pectoris.

which is a hypothetical documentation of the arrival of a patient. It contains background information (“84-year-old man” and “no history of angina pectoris”), patient’s own description of his condition (“mild chest pain”) and its details (“lasted for two days”), and observations by the physician (“pale skin” and “no signs of physical injury”). Note that the patient’s and
physician’s observations are mixed into the same passage. The passage contains phrases rather than full sentences, and there are two spelling mistakes (“comng” and “butt”).

Ideally, patient records contain comprehensive and fully accurate descriptions of the actual state of the patient at the time of recording. In practice, however, the records are only the best current knowledge based on the domain expert’s observations and conclusions. (Lenert, 2016). Diagnostic uncertainty is inherently present in patient records because professionals have limited and imperfect knowledge of the patient (Bhise et al., 2018). Some diagnoses, such as fractured bones, can be recorded with high certainty but others, such as mental health problems, have more uncertainty involved in them. Suspicions of diseases may not be confirmed until new pieces of information become available through further examination. Patient records are hence not as refined and complete as scientific articles and tend to have higher level of uncertainty than scientific texts reporting the results of lengthy analyses.

In addition to the varying uncertainty, the degree of interpretations made by professionals varies because some professionals are more confident than others to record their conclusions regarding their patients’ health conditions. Zalon et al. (2017) observed that delirium is often not mentioned in patient records although indicative symptoms are, which is consistent with the observation by Numan et al. (2017) that making a delirium diagnosis is difficult. There is also variability in the documented topics and in the vocabulary used to document them (Considine et al., 2016; Boyd et al., 2018; Gonçalves et al., 2019). As an extreme example, the sentence

*The patient acted slightly confused in the morning.*

explicitly expresses the confusion of the patient as interpreted by the nurse, whereas the sentence

*The patient sees flying elephants outside the window.*

repeats the experience the patient communicated to the nurse as a fact and only implicitly states the confusion.

The third factor influencing the nature of knowledge in patient records is the fact that some pieces of information originate directly from the professionals while others are expressed by the patient and interpreted by the professionals (Lenert, 2016). For example, professionals can estimate the amount of pain the patient experiences by observing indicators such as facial expressions, body movements, and compliance with ventilation (Pudas-Tähkä et al., 2014) but the patient can also communicate the pain verbally to the professional or use a pain measurement tool (such as Numeric Rating
Scale) (Karcioglu et al., 2018). However, the sensitivity to and the expression of pain vary between patients (Giordano et al., 2010), and patients may even adjust the level of pain they report in anticipation of a certain response by professionals (Dijk et al., 2016). Given the subjective nature of many themes relevant in health care, it is challenging, if not impossible, for patient records to convey the exact knowledge and be consistent across documents.

Regarding all the aforementioned factors, healthcare professionals are trained to pay attention to the relevant details in order to produce consistent records throughout the care but the human factor is nevertheless influencing the degree of uncertainty and interpretation contained in the records. The variation in recording details leads to vocabularies that tend to be larger than the vocabularies needed to express knowledge in the biomolecular domain. This poses a challenge for information extraction methods.

The incomplete knowledge, the documentative approach, and the need for interpretations, together with the complexity of the biological and societal processes pertaining to health conditions and care, result in textual data that has more uncertainty and ambiguity than the scientific literature. The responsibility is partially given to the reader (or the computational analysis) to make conclusions regarding the significance of the observations. Because of this inherent ambiguity, some degree of uncertainty must be accepted in knowledge representations in healthcare settings. The aforementioned characteristics of patient records are also reflected in the experimental setups that rely on manual content analysis, possibly aided by text mining or knowledge representation, to discover new domain knowledge (see, e.g., Sjöblom et al., 2013; Kauhanen et al., 2014; Uronen et al., 2017).

Patient education documents are another type of documents commonly encountered in healthcare settings. They concern similar topics as patient records but they are intended to provide information for patients instead of recording their care. They discuss topics that patients need to know about their health conditions or care, give instructions on actions that patients need to take, and are authored for laymen in terms of appearance and textual style. (Johansson et al., 2004). As such, their style and lack of inherent uncertainties bring them closer to regular text than patient records but their content cannot be regarded as precise as biomedical scientific articles.

The scope of the documentation produced in healthcare settings is broad. The topics that need to be addressed by text documents and knowledge resources include, among others, human anatomy and physiology; health conditions, such as diseases; causes of health conditions, such as bacteria and accidents; consequences of health conditions, such as symptoms; physical environments, such as hospitals; organisational structures, such as medical specialities; and care-related activities, such as medical procedures and rehabilitation.
Knowledge resources in the healthcare domain tend to focus on the medical and nursing perspectives of health care because they are needed to create consistent and interoperable records. For example, the Finnish versions of the International Classification of Diseases (Komulainen, 2011) and the International Classification of Primary Care (Kvist and Savolainen, 2010), the THL Classification of Procedures (Lehtonen et al., 2013), and the Finnish Care Classification (Liljamo et al., 2012) are widely used in Finnish healthcare environments to document diagnoses, patient encounters, clinical procedures, and nursing care. As such, they are primarily intended for documentation rather than formal representation of healthcare knowledge.

There are also theoretically and formally motivated resources, such as the Foundational Model of Anatomy (FMA) (Rosse and Mejino, 2008) and SNOMED CT. The FMA is a comprehensive formal ontology of human anatomy designed to be a reference ontology that can be reused in application ontologies. It contains over 75,000 types of entities and over 190 kinds of relations. (Rosse and Mejino, 2008) In contrast, SNOMED CT is a comprehensive resource for communicating patients’ characteristics, their backgrounds, and their care in patient records and other documents in a systematic and interoperable manner. It covers a wide range of entities. Starting from molecular-level concepts, such as drugs and metabolic products, and cell-level concepts, such as micro-organisms and cell types, it overlaps with resources used in the biomedical domain but its focus is on the clinical use of the concepts. Recent efforts have focused on improving the semantics and interoperability of SNOMED CT (Rodrigues et al., 2015; Schulz and Martinez-Costa, 2015; El-Sappagh et al., 2018).

Patient education and patient education documents have received little attention with respect to knowledge representation. Patient education related concepts are present in SNOMED CT and Logical Observation Identifier Names and Codes (LOINC) (McDonald et al., 2003) but the details of the content of patient education documents are not modelled by them. In the field of nursing science, patient education documents have been studied to discover what properties are needed to make them understandable and informative, and some content topics have been identified. The discoveries were not added to knowledge resources in these studies, however.

2.3 Political domain

Political science studies the behaviour of individuals, institutions, and societies from the perspective of politics, which includes topics such as political power, public policy, political decision making, and international relations (McAuley, 2003; Wilkinson, 2007). The analysis of textual documents is a commonly used method in political science, and recent advances in elec-
Electronic data sources and computational methods have promoted the use of automated quantitative analysis (Wilkerson and Casas, 2017). Computational methods enable large-scale analyses that cannot be achieved by the manual examination of text documents. Among others, text mining has been applied to news articles (Fortuny et al., 2012), senatorial speeches (Diermeier et al., 2011), and social media posts (Driscoll and Thorson, 2015). At its simplest, text documents can be classified as a whole by the themes they discuss, such as economy or sports. However, such classification does not provide the detailed knowledge of content that would be beneficial in political behaviour studies.

News and social media texts are markedly different from scientific articles and patient records. They cover a multitude of topics, commonly concerning societal or political matters, and linguistic styles. There are hence many opportunities to perform specialised analyses on linguistic phenomena such as rhetoric (Zhang et al., 2017), analogies (Lofi et al., 2014), and satire (Rubin et al., 2016) that are relevant in the political domain. Automated text analysis can be performed by applying well-established methods, such as word embeddings and artificial neural networks (Rudkowsky et al., 2018) or dictionary methods (Young and Soroka, 2012), to appropriately formulated research questions.

Local and global events shape our world and influence the attitudes of individuals. The analysis of events is thus useful in political science. The extraction of named entities (such as persons and organisations) and events from text facilitates large-scale analyses and provides opportunities to discover non-trivial connections between entities as well as between events. Given the diversity of the topics covered by news and social media, it is a challenge to model pertinent entities and events at the same level of details as in the biomedical and healthcare domains unless only a specific subset of events is considered.

The Conflict and Mediation Event Observations (CAMEO) is a classification of conflict-related activities (Gerner et al., 2002). It focuses on events between groups of people or institutional bodies, such as Demand ceasefire and Threaten blockade. It is used in the Global Data on Events, Location and Tone (GDELT) datasets, produced by an ongoing project to record the entities and events appearing in the news media around the world (Leetaru and Schrodt, 2013). The newest version of GDELT (v2.1) uses the Global Content Analysis Measures system (GDELT Project, 2015), which extends the scope beyond the CAMEO events by extracting emotional and thematic information with several dictionaries. Together with the inclusion of multiple news sources and languages, it makes the GDELT datasets very comprehensive knowledge resources focusing on news media. There are also recent research efforts to construct formal ontologies that can capture the lo-
gical connections between events and hence facilitate more detailed analyses (Brown et al., 2017; Segers et al., 2017).

Rather than being purely documentary, news articles and social media posts are written from a specific perspective to communicate a story, an idea, or an opinion. They are also motivated by the desire of the author to participate in public discussion and as such they may be intended to shape the views of others. Entman (2007) argues that two types of bias should be considered. The content bias occurs when the framing of a matter consistently favours one of the two opposing sides over the other over time. Framing refers to the process of constructing a narrative that highlights a perspective to the matter. It can be used to direct readers to accept or support a particular stance. As an example of the content bias, a report of a protest may ignore the events that preceded the protest and only emphasise its adverse consequences. The decision-making bias concerns the factors that influence the choices the authors make regarding what to report and how to frame the matter. Such factors include, among others, personal ideology, lobbying by stakeholders, and the occurrence of other news-worthy events at the same time. For example, Field et al. (2018) observed that a decline in the Russian economy leads to the state-controlled media in Russia to shift their coverage towards news about the United States of America.

The quantification of a media bias is a challenging task because the analysis must properly model the influence of text on the thoughts and actions of readers (Entman, 2007). The influence is effected not only by the framing but also by the stance and sentiment of the text. Sentiment analysis is hence an essential task in political science (Ahmad et al., 2011; Abercrombie and Batista-Navarro, 2018; Bhatia and P, 2018). A common approach is to detect the polarity of the text, which only considers whether the text conveys a positive, negative, or neutral message, but the analysis may also focus on the intensity of the sentiment (Tian et al., 2018). Sentiment dictionaries, such as Lexicoder Sentiment Dictionary (Young and Soroka, 2012), and dictionary-based methods have a significant role in the domain.

In addition to the aforementioned types of biases, news or social media texts can simply represent the reality in a distorted manner. Peaceful protesters may be unwarrantedly portrayed as a violent mob, for example. Entman (2007) argues that “almost any nontrivial reality will be controversial” and that the analyses should hence focus on the content and decision-making biases. However, the possibility of distortion should be taken into account by the information extraction methods. On one hand, if they are intended to reflect the interpretation to which the readers are exposed, named entities and events should be extracted as they are stated in the text. Subsequent analyses can then explore how the discourse is used to further political agendas. On the other hand, if an objective account of events is desired, the reliability of the statements must be taken into account to correct the distortions.
In summary, automated text analysis in the political domain must take into account features that are not encountered in the biomedical scientific literature or the text documents written by healthcare professionals. News and social media texts are diverse in content and style, they are intended to shape readers’ opinions rather than to be documentary, and the phenomena under study are complex. For example, Zerva and Ananiadou (2018) observed that the detection of uncertainty is more difficult in the newswire domain than in the scientific domain. Some objectives and methods (such as the information extraction of events) are shared between the domains, but some (such as sentiment analysis) are not needed in the analysis of scientific articles or patient records.
Chapter 3

Thesis contributions

3.1 Complex-to-binary mapping of protein–protein relationships

Publication I addresses the gap between the linguistically and biologically motivated approaches to the representation of biomolecular events. Its main purpose is to demonstrate that it is possible to transform the complex relationships that closely describe statements in texts to binary relationships, which are commonly used by the domain experts. The underlying hypothesis is that the complex relationships extracted from a sentence contain more knowledge than the binary relationships extracted from the same sentence. It is hence possible to transform a complex relationship into one or many binary relationships that cover the knowledge that could be directly extracted as binary relationships from the sentence. This transformation process may involve simplification and a loss of knowledge that cannot be expressed as binary relationships.

The study was conducted on the BioInfer corpus because it was the only available corpus containing complex relationships at the time. The knowledge representation of BioInfer also has a wide range of relationship types, which further motivates the use of BioInfer. Some types concern specific biomolecular events, whereas others are about experimental evidence, static relations, or unspecified interactions. The types representing uncertain or incomplete knowledge of interactions facilitate the expression of knowledge as it is stated in the text. Figure 3.1 illustrates the types of relationships annotated in BioInfer. In comparison, the knowledge representation scheme of the GENIA Event corpus (Kim et al., 2008) is similar but strictly focuses on cellular and biomolecular events.

BioInfer uses two taxonomies that describe physical entities and their relationships. The Relationship Ontology defines the relationships that are annotated in the corpus. They include both biomolecular events and static
Aip1p interacts with cofilin to disassemble actin filaments.

Domain of PRT1 is responsible for its binding to TIF34.

PDGF receptor phosphorylation stimulated by PDGF-AB.

Figure 3.1: Examples of complex relationships in BioInfer. The relationships are shown as semantic networks. The text bindings of the entities and relationships are indicated by their alignment with the text. For clarity, the names of the entity and relationship types have been simplified and the prepositions have been removed from the text bindings.

relationships, such as memberships in protein complexes and coreferences. In contrast, the Entity Ontology contains physical entities and their properties but also biomolecular processes because BioInfer entities are units needed to describe relationships, which always involve at least two entities. The taxonomies facilitate the construction of arbitrarily large complex relationships via the nesting of predicates and entities. (Pyysalo et al., 2007).

Nested entities in BioInfer have specific but implicit relationships with each other. The BioInfer annotation was hence normalised into a graph representation in which all associations are explicitly stated as edges. This transformation also unified the representation of biomolecular processes.

Since biomolecular mechanisms are well-characterised and limited in number, a rule-based approach to binarisation was taken. It allows the use of human-knowledge regarding the relationship scheme. The binarisation process is a sequence of transformations that simplify a complex relationship until it becomes binary. This is illustrated in Figure 3.2. The transformation rules were manually designed to first normalise the original structures, in which the same knowledge may have various forms, and then gradually remove the least important pieces of information. Since a single complex
relationship may lead to several binary relationships, the rules are exhaustively applied to recover all valid binary relationships. In essence, there are two types of rules: those that remove excess information and those that infer simplified relationships using the properties of the BioInfer relationships.

The Prolog language (Wielemaker et al., 2012) was used because it has the flexibility of the first-order logic and the order in which the rules are applied can be controlled. It is hence a suitable tool to implement a step-wise simplification and approximation process. Since Prolog is a logic programming language, the knowledge and the rules can be conveniently expressed using predicates. A graph-based approach, such as the Resource Description Framework (Cyganiak et al., 2014), could also have been used.

During the development of the binarisation process it was concluded that there are three independent and complementary facets of knowledge that should be preserved. The process facet describes the biomolecular process of the target molecule, such as phosphorylation, that the interaction concerns. For direct interactions, it is the knowledge that is typically recorded in biological databases. The interaction may also be regulatory in its nature, indicated by another facet, in which case the regulatory molecule is indirectly responsible for an effect on the indicated process. Last, the negation facet indicates whether the occurrence or non-occurrence of the mentioned interaction is asserted in the text. In a biological study, the former is of particular interest but text mining research benefits from both.

A simple random sample of 50 sentences that had not been used in the development process was selected for the evaluation of the binarisation quality. The correctness of each relationship was manually checked and, if incorrect, the type of error was recorded. The results suggest that the binarisation process is viable, which can be attributed to the precise properties of the BioInfer relationships. The binarised version of BioInfer was later compared by Pyysalo et al. (2008) to four other corpora containing binary relationships. The proposed approach should generalise to other corpora, given the well-defined nature of biomolecular interactions.

The study provides evidence for the hypothesis that it is a viable approach to first extract as complete complex relationships as possible and then transform them into binary relationships if necessary. The future research should examine the generalisability of the transformation rules across schemes and eventually focus on the development of statistical binarisation methods. A generalised binarisation method would not only facilitate the transformation of biomolecular knowledge to fulfil the needs of applications but also give insights into the ontological nature of protein–protein interactions and help to examine the various approaches to protein–protein interaction extraction, a matter encountered by Kim et al. (2016) during the Genia event extraction task of the BioNLP Shared Task 2016.
Figure 3.2: The binarisation process of the relationships stated in the sentence in Figure 2.1. A) The binding between mDia and profilin is trivially binarised. B1–B3) The relationship between mDia and actin is simplified in two approximative steps. The profilin–actin pair is processed similarly. The relationship type Reg(+) Polymerise means that there is a positive regulatory relationship that pertains to the polymerisation of the target protein.

3.2 Reconstruction of protein–protein relationships

The information extraction of protein–protein interactions has received significant attention in the BioNLP field because of its importance in the curation and expansion of biomedical databases. The popularity of the task was particularly increased by the shared tasks organised by the BioNLP research community. The BioNLP Shared Task 2009 (Kim et al., 2009) focused on the extraction of biomolecular events, and the later shared tasks in 2011 (Kim et al., 2011), 2013 (Nédellec et al., 2013), and 2016 (Nédellec et al., 2016) expanded the scope to epigenetics, cancer genetics, bacteria biotopes, and others.

Björne et al. (2009) approached the extraction of protein–protein interactions as a problem of generating a directed acyclic graph of interactions
Alpha-catenin binds to beta-catenin or plakoglobin.

Figure 3.3: An example of a sentence in which two instances of relationships are expressed by a single word.

from a dependency parse graph. In this approach, words or phrases are associated with the nodes of the graph, which is essentially a named entity recognition task targeting both physical entities and biomolecular events. The construction of relationships is then achieved by determining the edges of the graph. The approach was found to be very robust in the extraction of protein–protein interactions in the BioNLP Shared Task 2009 and succeeded in the later shared tasks as well (Björne and Salakoski, 2011; Björne and Salakoski, 2013).

In named entity recognition, each entity is associated with its own unique word or phrase in text, which may be nested or overlapping. This approach is not sufficient to extract the relationship nodes of a semantic graph because a single word or phrase may represent multiple instances of relationships. For example, in the sentence

\[ \text{Alpha-catenin binds to beta-catenin or plakoglobin.} \]

the word “binds” represents two separate interactions as can be seen in Figure 3.3. Therefore, some nodes generated by the entity recognition process must be duplicated and their edges distributed properly among the duplicates. The relationship graphs in which the text bindings of the nodes are unique are called projected relationships because they can be considered to be projections into a lower dimensional representation in which some nodes cannot be distinguished from each other.

Since the number of relationship nodes represented by a word depends on the relationships themselves, i.e. the manner in which the edges are connected, separate node and edge extraction steps cannot produce the final relationship graphs. A deprojection step is needed to determine which nodes must be duplicated and how their edges should be organised into the duplicates.

Publication II explores the deprojection task to develop a method to execute the deprojection and to obtain insights into its characteristics. Instead of using brute force to determine which combinations of edges form correct relationships, it leverages dependency parse graphs and the restrictions im-
posed by relationship types. The deprojection method relates to the idea of collective and distributive readings, which is discussed by Brisson (2003).

The deprojection method has two steps. First, the successors of a relationship node are grouped by their semantic role in the relationship and by the syntactic similarity of the associated words. This process reveals groups in which the members tend to participate either in the same instance of relationship or each independently in their own instances. For example, considering the sentence

\[ A \text{ binds to } B \text{ and } C. \]

the \textit{Bind} event is connected to three participants. At first, they form a single group, but \( B \) and \( C \) are then separated from \( A \) because the positions of their text bindings in the syntax differ from that of \( A \) relative to “binds”. Last, the groups are classified as distributive or collective nodes, which determines whether the predecessor should be duplicated for each successor and the successors distributed or whether the successors should reside under the same predecessor, respectively. In order to produce the final graph, the duplicates produced by a distributive node are classified and processed similarly. This is illustrated in Figure 3.4.

The experimental results on BioInfer and GENIA Event corpus show an improved performance over the earlier solution by Björne et al. (2011). This suggests that the use of biological and linguistic properties of the relationships benefits the process. In the future, the method should be extended to other semantic roles, such as \textit{located in}, which result in more complicated combinations of successors. The exploration of the representation of mutual exclusion, joint action, simultaneity, and other relevant concepts modelled by formal ontologies may also benefit the further methodological development and help to bring the text mining and ontological knowledge representation approaches closer together. Given the precise semantics of biomolecular processes and the clarity of biomedical scientific texts, in an ideal case, it could be possible to approach the extraction of biomolecular events as a task of constructing a one-to-one mapping of nodes and edges from a syntactic graph to a semantic graph followed by the deprojection process that, leveraging the syntactic and semantic properties, produces a formal representation of the complex relationships.

Since the execution of this study, the deprojection task has remained relevant, given the appearance of complex relationships in several BioNLP shared tasks (Kim et al., 2011; Nédellec et al., 2013; Kim et al., 2016) and the development of deprojection components by Björne and Salakoski (2013) and Björne and Salakoski (2018), who applied support vectors machines and neural networks, respectively, to solve the deprojection task in their information extraction systems.
The binding of mDia and profilin likely promotes actin polymerization.

Figure 3.4: The sequence A–B–C illustrates the deprojection of the complex relationships stated in a sentence rephrased from Figure 2.1. If distributive, the Bind node is duplicated for each of its successors (A–B), and subsequently, if also distributive, the Regulate(+) node is duplicated for each agent edge while associating the patient edge to each copy (B–C). Each graph has its own meaning: A) mDia and profilin bind each other, which triggers the positive effect on the polymerisation. B) mDia and profilin bind separately to unstated molecules, and these binding events jointly effect the regulation. C) As previous but the binding events regulate the polymerisation independently.

3.3 Cross-validation on pair-input data

The estimation of generalisation performance is an essential step in the evaluation of a learned model. Its objective is to quantify the quality of the model in a situation where the model is applied to previously unseen
instances. The estimation is typically performed by randomly partitioning the known instances into training and validation sets. A model is then learned from the training set and evaluated against the validation set. (Cios et al., 2007). The procedure arises from the assumption that the instances are independent from each other and that the consequent independence of the training and validation sets thus reflects the assumed independence of the known and unknown instances. This approach is commonly used in cross-validation schemes, in which the generalisation performance is estimated as the mean of multiple partitioning–training–evaluation rounds. (Arlot and Celisse, 2010).

There are many situations in which the independence assumption does not hold in the biomedical domain. Pair-input data is one of such cases. Pair-input data refers to instances that represent pairs of objects instead of individual objects. For example, in the prediction of protein–protein interactions from their sequences the instances concern protein pairs and contain information from both sequences. An instance that shares a pair member also shares some of that information, which makes the instances dependent on each other. (Park and Marcotte, 2012).

Symmetric pair-input data refers to a situation where the pairs are composed of objects of a single type (e.g. two proteins) and where labels arise from a symmetric relation. Again, dependencies naturally arise from objects being shared between instances. As demonstrated by Park and Marcotte (2012), this has drastic consequences for the estimation of generalisation performance because there are three types of previously unseen pairs in this situation: $AA$, $AB$, and $BB$ pairs which contain two, one, or zero objects present in the set of known instances, respectively. This is illustrated in Figure 3.5. Note that an $AA$-type instance represents a pair of objects that are present in the training data in some other pairs.

In general, the conventional cross-validation approach is not appropriate for pair-input data because of the dependencies (Pahikkala et al., 2012). Park and Marcotte (2012) demonstrated that the conventional cross-validation approach may or may not be appropriate in the protein–protein binding classification task. The validity of the generalisation performance estimate depends on which kinds of pairs the learned model will be applied to. The estimate is acceptable for $AA$-type instances. However, the estimate is over-optimistic for $AB$-type instances and even more over-optimistic for $BB$-type instances. This highlights the need to evaluate models separately for each intended purpose. The latter two cases are encountered in the biomedical domain because new proteins are regularly discovered and their interactions with the previously known proteins as well as with each other are of interest. The tendency of over-optimistic estimates is similar to how the performance of a model tends to be over-estimated if the distribution of the training instances is not the same distribution from which the future
(a) Object sets $A$ and $B$ lead to three types of instances ($AA$, $AB$, $BB$).

<table>
<thead>
<tr>
<th>Known</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AA$</td>
<td>$(1,3)$</td>
</tr>
<tr>
<td>$AB$</td>
<td>$(2,8)$</td>
</tr>
<tr>
<td>$BB$</td>
<td>$(11,17)$</td>
</tr>
</tbody>
</table>

(b) The pairs of objects that correspond to the instances marked in (a).

Figure 3.5: Symmetric pair-input instances can be partitioned into three categories according to their compositions with respect to the objects in the known data. In (a), the slanted axes indicate the indices of the objects, partitioned by their presence ($A$) and absence ($B$) in the known data. A point in the diamond-shaped area corresponds to an instance derived from a pair of objects, and the instances that are redundant due to symmetry are shaded. The known instances and some examples of the unknown instances are indicated by the black and white points, respectively. In (b), the object compositions of the marked instances are explicitly stated.

instances will be drawn, although in some cases mismatching distributions may be desirable (Gonzalez and Abu-Mostafa, 2015). For example, a model learned to predict the structural families of aqueous proteins will very likely fail if applied to membranous proteins, which have very different structures.

Publication III examines the properties of two cross-validation schemes for symmetric pair-input data in the setting where the generalisation performance on $BB$-type instances is of interest. The two schemes, relaxed and strict, involve the partitioning of the known instances at the object level. That is, the objects are first assigned into training and validation groups and the instances are then partitioned according to which groups their objects belong to. The validation set is the same in both schemes and contains those instances than can be formed by pairing the objects in the validation group with each other (i.e. the $BB$-type pairs). The training set in the relaxed scheme contains the remaining instances (i.e. the $AA$-type and $AB$-type pairs). The scheme resembles the conventional cross-validation scheme and, in particular, there are dependencies between the training and validation sets. In contrast, the training set in the strict scheme only contains the instances that can be formed by pairing the objects in the training group with
each other (i.e. the AA-type pairs). As a result, there are no dependencies but some instances are in neither of the two sets.

The mean and variance of the deviations of the cross-validation estimates from the estimate of the real performance were experimentally observed using 1000 independent repeats from a large data set. In each repeat, 100 proteins were randomly selected from the set of more than 380,000 proteins. All of their possible pairs were included into the known data with which the training and cross-validation was performed. The real performance of the learned model was estimated with a random sample of 10,000 BB-type instances. The hypothesis was that the relaxed scheme exhibits a large positive mean deviation, following the observations by Park and Marcotte (2012), because it effectively estimates the performance on AA-type instances instead of BB-type instances. The strict scheme was hypothesised to not have such a positive mean deviation because it reflects the setting in which the model will be used (i.e. no dependencies). Instead, a small negative mean deviation was expected because the number of training instances in the cross-validation is smaller than when learning the final model. The variance of the strict scheme was also expected to be larger than that of the relaxed scheme because the training sets are smaller in the strict scheme.

The specific task examined in the study was the prediction of the functional similarity of two proteins from their sequences. It was chosen because the symmetric pair-input data needed for learning are readily available in biomedical databases: the sequences and functional annotations of hundreds of thousands of proteins are accessible in UniProt. The task is not particularly significant in the domain, however, because the task of directly classifying proteins by their functions is more straightforward and one of the major classification tasks in bioinformatics. The relationship between protein sequences and their functions is not trivial and hence low performance was expected in general. A symmetric feature representation of the protein pairs was constructed and K-nearest neighbour classifiers (Cover and Hart, 1967) with a range of \( K \) values were used as models.

The observed means and variances were as hypothesised, which encourages to initiate further studies. Experiments should be performed on other learning algorithms and data sets in order to get insights into the magnitudes of the effects. The prediction of protein–protein binding would be a particularly interesting task to explore not only because it is non-trivial to solve but also because negative instances are laborious to acquire. The absence of some object pairs from the data set can be expected to have an effect on the performance estimates. Cross-validation schemes intended for AB-type pairs or asymmetric pair-input data should also be considered as they are encountered in biomedical data.

This study considered only the identities of objects as the source of dependencies, but the approach to modify cross-validation schemes can be
extended to other types of sources. Sequence similarity, functional similarity, or a shared membership of a protein family, for example, are properties that could be used to evaluate how a model would perform on newly discovered protein families. Sources that are external to the domain knowledge may also be utilised. In the task of protein–protein interaction extraction, dependencies emerge due to syntactic coordinations in which multiple interactions are expressed by the same words in a single sentence. The instances regarding these interactions share information due to the shared words and syntactic structures. The phrase

*actin-binding proteins, profilin and cofilin*

is an illustrative example of such dependencies. The *actin–profilin* and *actin–cofilin* pairs must be placed as a group either to the training set or to the validation set in order to maintain the independence of the two sets. The issue can be addressed by splitting the data at the document level (Airola et al., 2008). The approach discussed in Publication III has the advantage of considering dependencies across documents, but it does not take into account some dependencies within documents, which may occur due to shared topics or authorship (Pahikkala et al., 2006). The object-level approach to the partitioning of data sets should hence be explored using various knowledge-based methods of determining the existence of dependencies and compared to other approaches, such as sentence-level and document-level partitioning schemes, to discover which methods yield the most reliable estimates. Ideally, existing knowledge can be used to adjust cross-validation schemes to improve the reliability estimates of automatically inferred knowledge.

### 3.4 Ontology for patient education documents

The main purpose of patient education documents is to help patients to take responsibility of their health, which can be achieved through empowering patient education (Feste and Anderson, 1995). Ideally, patient education documents are readily available, understandable to patients (Vishnevetsky et al., 2018), and contain relevant high-quality information (Charnock et al., 1999; Vaartio-Rajalin et al., 2015).

Patient education documents and their content have been studied and modelled from the perspectives of understandability and patient’s information needs (e.g., Johansson et al., 2004; Shoemaker et al., 2014; Kennedy et al., 2017; Brütting et al., 2018), focusing on the nursing science point of view. In contrast, patient education documents have been scarcely studied from the information technology point of view (e.g., Brown et al., 2001; Shapiro et al., 2005; Yang, 2005; Di Marco et al., 2006), and they are also in a marginal role in SNOMED CT and LOINC. Publication IV addresses
the modelling of patient education documents from the knowledge representation perspective. The study is a step towards constructing a model of patient education documents and their readers to support the development of computational methods.

A patient education material ontology was developed to facilitate the use of information technology in the empowering patient education. The objectives of the ontology include the enhanced accessibility of documents through patient-friendly semantic queries, the consistency and relevance of content across documents in a large collection, and the personalisation of documents based on the characteristics of patients. To this end, the patient education material ontology models the use and content of patient education documents and the characteristics of their readers. In anticipation of the need for formal reasoning, the ontology was developed as an OWL2 ontology (Grau et al., 2008) because the OWL2 language is well-established and because there are many implementations of reasoners available for OWL2, such as HermiT (Glimm et al., 2014) and Pellet (Sirin et al., 2007).

In the patient education material ontology, the readers of documents can be described by their characteristics (such as gender or preferred language) but the documents can also be associated with these properties in order to describe their intended audience. The documents can further be characterised by their overall topics, such as a clinical action or a health condition, and by their uses in the care processes, expressed by the phase of care and the organisational unit they are used in. The ontology also includes classes for expressing the perspectives that are addressed in the text. A topic may be discussed, for example, from the perspectives of what patients should know or how they should act. The details of these perspectives and the actual topics discussed in patient education documents are not yet modelled in the ontology.

In addition to the design and implementation of the ontology structure, the ontology was populated with individuals that can be used to describe the intended uses of documents. Table 3.1 contains some examples of the classes of the ontology and of the individuals belonging to those classes. The individuals answer the questions what, when, and where regarding the overall purpose and topics of the documents. For example, a document titled “Home care after knee surgery” contains information on what patients should know when they are discharged from a hospital after a knee surgery. The document can be characterised by the individuals knee and surgery, which summarise the situation the document addresses, and by the individual discharge, which specifies the time when the document will be relevant for the patient. The ontology hence facilitates the organisation of documents in a user-friendly manner, such that the relevant documents can easily be accessed. This is an improvement over the solutions in which the
documents are only accessible via one property, such as medical specialisation or alphabetical order.

The Delphi method was originally developed to obtain knowledge on problems that are challenging to analyse due to the multitude of factors that would need to be taken into account. It consists of rounds during which the participants can express their opinions and give arguments for their views on a given topic. Its objective is to reach a consensus that incorporates the knowledge of domain experts into a solution that takes into account the variety of perspectives. (Powell, 2003; Keeney et al., 2006). It is commonly used in nursing science to leverage the domain knowledge of healthcare professionals (see, e.g., Trevelyan and Robinson, 2015; Foth et al., 2016). In this study, the Delphi method was used to discover the relevant entities to be included into the ontology. A Delphi panel was organised to obtain a set of entities that is suitable for describing patient education documents from the patients’ perspective without losing the details and accuracy needed by the professionals. To this end, the opinions of domain experts on the relevance and clarity of the proposed entities and terminology were particularly considered.

The Delphi method was preferred over a data-driven approach because it can be used to assess the understandability of the proposed terms, which is essential in the construction of a patient-friendly ontology. It also makes possible to take into account the unwritten knowledge of domain experts that may not be evident in the available documents. However, since there is no clear, well-defined objective regarding which entities and relationships should be included in the ontology, existing medical resources were used as a

<table>
<thead>
<tr>
<th>Class</th>
<th>Individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase of care</td>
<td>discharge, preparation</td>
</tr>
<tr>
<td>Body region topic</td>
<td>chest, upper limb</td>
</tr>
<tr>
<td>Body part topic</td>
<td>knee, wrist</td>
</tr>
<tr>
<td>Organ topic</td>
<td>eye, heart</td>
</tr>
<tr>
<td>Organ system topic</td>
<td>nervous system, respiratory system</td>
</tr>
<tr>
<td>Health condition topic</td>
<td>inflammation, wound</td>
</tr>
<tr>
<td>Clinical action topic</td>
<td>physical therapy, surgery</td>
</tr>
<tr>
<td>Symptom topic</td>
<td>fever, pain</td>
</tr>
<tr>
<td>Role</td>
<td>patient, professional</td>
</tr>
<tr>
<td>Language</td>
<td>Finnish, Swedish</td>
</tr>
<tr>
<td>Gender</td>
<td>female, male</td>
</tr>
<tr>
<td>Age group</td>
<td>adult, child</td>
</tr>
</tbody>
</table>
reference. The main problem with these resources is their focus on the professionals’ perspective: the resources have very exact entities that are needed to record care processes and patients’ medical conditions but the details are unnecessary, or even harmful, in patient education. Hence, the resources were only used as a starting point in the development of the ontology. The proposed set of entities was refined to obtain a collection of entities that is compact, yet sufficient to describe patient education documents, and that contains terms that are understandable for both patients and professionals.

The descriptive statistics of the ontology and its construction process suggest that the ontology is suitable for its purpose. In particular, the ontology seems compact enough so that the terms needed by the users can easily be found. In its current state, the patient education material ontology is not yet finished, however. The Delphi method was an appropriate approach to collect the initial set of individuals but more work is needed to evaluate and refine the set. The ontology is currently in use in a local hospital district, and the feedback has revealed sections of the ontology that require further development. The individuals for describing the content of documents must be added before the ontology can be used for the analysis and manipulation of textual content. There is an ongoing research in this matter, aiming at the development of methods that can personalise patient education documents based on the characteristics of the patient and their care. The ontology has the framework for expressing rich relationships between entities but it is yet to be fully utilised.

3.5 Summarisation of electronic patient records

Professionals must familiarise themselves with patients, their conditions, and their prior care in order to provide best possible care, but the amount of information in electronic health records is overwhelming (Farri et al., 2012). This is particularly true for patients with long medical histories, which has motivated research efforts to develop and evaluate automatic summarisation methods (Pivovarov and Elhadad, 2015). The automatic summarisation of patient records has the potential to save professionals’ time for actual care and improve the quality of care by providing information that may have been missed by the professionals.

Structured clinical data are an obvious target for visualisation and summarisation, and several studies have focused on the development of such methods (West et al., 2015). However, the summarisation of textual patient records is also vital because they contain information that is not available in structured form. Automatic text summarisation has been studied extensively in general (Nenkova and McKeown, 2012; Yao et al., 2017) but also specifically in the biomedical (Mishra et al., 2014; Nasr Azadani et al., 38
Textual patient records pose specific challenges to summarisation, distinguishing them from the scientific literature and news articles (Pivovarov and Elhadad, 2015). Their prominent features include the patient’s constantly evolving health condition, which may render some pieces of information obsolete, and the existence of specific topics that should be included to most summaries.

Publication V presents several methods to automatically summarise care episodes. They rely on word space models, which can be constructed in an unsupervised manner, to extract the most appropriate sentences from the source text. This approach facilitates the adaptation of the methods to the various settings that are present across hospitals and countries. To evaluate summarisation methods during their development, manual evaluation of generated summaries is a reliable approach, but it may not be feasible to use such a labour-intensive solution when a large number of candidate methods must be evaluated. Since summarisation methods based on word space models do not use text annotations to determine which pieces of knowledge should be included to summaries, the evaluation of their quality during their development should not rely on such information, either. Hence, automatic evaluation methods that can compare generated summaries to reference summaries are explored in Publication V.

Recall-Oriented Understudy for Gisting Evaluation (ROUGE) (Lin, 2004) is a commonly applied set of evaluation methods in text summarisation (Lloret et al., 2018). It has been used to assess the quality of summaries in the biomedical and healthcare domains (e.g., Sarker et al., 2012; Nasr Azadani et al., 2018; Moradi, 2018). There are several ROUGE measures, all of which quantify text similarity by n-gram co-occurrences. The ROUGE variants differ by their details on how the n-gram co-occurrences are computed. ROUGE-N1 and ROUGE-N2, for example, use unigrams and bigrams, whereas ROUGE-L considers the longest common subsequences. In the study presented in Publication V, four ROUGE variants were used for automatic evaluation. They were also compared to manual evaluation performed by domain experts and found to correlate with the manual evaluation. ROUGE-N2 and ROUGE-L were found to be the best choices for automatic evaluation, with Spearman’s $\rho$ correlation coefficient 0.95. These results suggest that ROUGE measures can be used for automatic evaluation of care episode text summarisation methods.

The evaluation scheme used in this study mostly considered the presence of the specific pieces of information that are expected to be found in discharge summaries. While the ROUGE measures are useful in the initial development of text summarisation methods, the most promising methods should be subjected to extrinsic evaluation to assess their effectiveness in their intended purposes.
3.6 Large-scale sentiment analysis of news articles

Media have a role in shaping the public opinion on foreign countries because most individuals, lacking personal experience, must rely on media to obtain information about those countries (Perry, 1985; Entman, 2004). This applies to policy-makers, as well (O’Heffernan, 1991). Actors in societies can hence influence the public opinion and the policy making on specific issues through media (Soroka, 2003; Liu, 2006). As a result, countries are increasingly involved in managing their media images.

The officials of People’s Republic of China (PRC) have the view that the Western media unjustly portrays PRC in a negative light, which has motivated PRC to engage herself to systematically improve her image in the Western world (Hu and Ji, 2012). The image of China in various media has been studied extensively, and both positive and negative images have been observed (e.g., Peng, 2004; Willnat and Luo, 2011; Xiang, 2013; Xie and Page, 2013). Text analysis in these studies mostly involved manual content analysis of small collections of text documents. Publication VI quantifies the sentiment in a large collection of Western news articles to discover whether there is an overall negative bias against China. As such, it complements the prior studies and provides further evidence to consider in the ongoing debate.

The Reuters Corpus, Volume 1 (RCV1) (Rose et al., 2002; Lewis et al., 2004) and Thomson Reuters Text Research Collection (TRC2) (Ounis et al., 2010) were chosen for the analysis. Reuters is a global news agency whose articles are widely used by news media in the Western world. It can hence be considered a representative sample of the Western mainstream media, but it does not cover alternative news outlets, particularly social media and other Internet news sources. The two corpora contain news coverage from August 1996 to August 1997 and from January 2008 to February 2009, respectively, which is convenient given that China adopted policies to improve her image in the Western countries between these time intervals. The analysis was therefore expected to reveal a positive trend in China’s image over time. The other two hypothesis of the study were that 1) the China-related news articles are more negative than the articles about the East Asian regions that are ideologically closer to the Western world, and that 2) the articles about Chinese politics are more negative than those about Chinese culture because there are differences between the political structures of China and the Western countries and because China has focused on the promotion of her culture in the Western world.

The sentiment of a news article was quantified as the difference in the relative frequencies of the positive and negative words, which is the dictionary approach suggested by (Young and Soroka, 2012). The sentiment values of individual words were provided by the General Inquirer dictionary
(Stone et al., 1962), which is one of the most comprehensive dictionaries in the field (Young and Soroka, 2012). A simple dictionary-based classification scheme was used to classify the documents according to the regions (China, Japan, South Korea, Taiwan, Hong Kong) and themes (economy, politics, culture) they discuss. These pieces of information were needed to evaluate and compare the sentiments across regions and over time.

The area under the receiver operating characteristic curve (AUC) was applied to summarise the distributions of the document sentiments and was computed as the empirical AUC, equivalent to the Wilcoxon–Mann–Whitney U-statistic (Wilcoxon, 1945). Each target distribution was compared to the reference distribution that was computed from the other documents under the given conditions. As such, the observed AUC describes the relative sentiment of a set of documents against the other documents and can hence be considered as a baseline-adjusted sentiment. The DeLong test (DeLong et al., 1988) was then used to analyse whether there is a difference in the relative sentiments between two target sets of documents, which in this study differ by region, theme, or time period in a controlled manner. In short, the purpose of the AUC analysis was to isolate the phenomena of interest regardless of the characteristics of the sentiment distributions.

The AUC analysis concerns the comparison of sentiment distributions and requires document sentiments to be quantified with a continuous variable. Sentiment analysis can also be formulated as a time series analysis to discover trends or abrupt changes in sentiment over time (see, e.g., Young and Soroka, 2012). Such analyses use similar types of statistical variables as the AUC analysis. They provide more detailed information on trends than the AUC analysis but are limited to the analysis of time series data.

Another approach to sentiment analysis is the sentiment classification task (see, e.g., Bakliwal et al., 2013; Chambers et al., 2015; Carrillo-de-Albornoz et al., 2018), in which documents are classified by their sentiment. It can be seen as a task of obtaining sentiment distributions rather than analysing them. In this task, sentiment lexicons may be used as sources of machine learning features. The sentiment classification and regression tasks can be used as preceding steps for further sentiment analysis, such as the AUC or time series analysis.

In this study, two types of analyses were performed with the overall sentiments and the sentiments within the given themes: China was compared to the other regions within each time period and the development of each region over time was analysed. For the China coverage, the culture theme was also compared to the other themes within each time period. The results provide evidence that China is not portrayed more negatively than the other East Asian regions. On the contrary, the news articles about China tend to be more positive overall than those about the other regions. A positive trend over time was also observed for China. In the latter time period, the news
articles about China’s economy and culture were more positive than those about China’s politics, which is not surprising given the differences between the political systems of China and the Western countries. Unfortunately, due to the issues with the document classification, the results regarding the culture sentiment analysis should be treated with caution.

In general, the proposed large-scale AUC analysis can be used when sets of documents should be compared but the sentiment baseline is expected to vary between the sets. The reliability of the analysis depends on the quality of the document classification and the appropriateness of the selected sentiment quantification method. This study could be improved by applying supervised machine learning to the classification of documents and by developing a more detailed sentiment quantification method.

The use of machine learning techniques to classify the articles by their regions or themes was beyond the possibilities of this study because of limited human resources. The quality of the classification could most likely have been significantly improved by training a classification model on the well-annotated news articles of RCV1. This approach was not taken because there was the risk that the classification error rate on RCV1 would have been lower than on TRC2 due to the differences in the characteristics of the corpora, which would have interfered with the AUC analysis. Unlike RCV1, TRC2 seems to contain raw text streams rather than well-prepared and annotated articles. There may also be significant differences between the corpora in the content and styles of the articles due to how news reporting has changed over the years. Training a classification model on TRC2 would have required notable resources for manual annotation.

For a more detailed sentiment analysis, an appropriate approach would be to take advantage of syntactic parsing (Di Caro and Grella, 2013) and information extraction. This would allow to analyse which specific entities or topics are positively or negatively discussed and would hence provide more accurate results. However, such an analysis would need to focus on a small number of themes because information extraction on all possible topics is intractable. Another possible direction for future research efforts is to apply the AUC analysis in the healthcare domain, for example, to analyse patients’ cancer treatment experiences across cancer types or over time.
Chapter 4

Summary

Knowledge representation and text mining methods are valuable tools in the analysis and management of text masses and domain knowledge. Knowledge representations are useful in organising, exchanging, and analysing domain knowledge, whereas text mining methods can be used to extract knowledge from textual data sources. This thesis explores three domains and their characteristics in relation to knowledge representation and text mining. In general, methods can be used across domains but the domain-specific needs of the applications must be addressed by adapting the methods.

In the biomedical domain, knowledge may be derived from the physical and chemical properties of molecules, which results in knowledge that can be expressed with symbolic or mathematical representations. Biomedical scientific articles contain a minimal amount of ambiguity because their content is the result of careful analyses and because the reported interpretations of the data are as objective as possible. The knowledge is expressed in an exact manner with a limited vocabulary.

The healthcare domain shares the objective of unbiased and exact reporting with the biomedical domain. However, the biological processes involved in health conditions and the documentative nature of patient records lead to textual data that is incomplete and has notable variation in the degree of interpretations made by the professionals. Hence, the reader of the text has an elevated responsibility of making further interpretations from the reported information and the computational methods applied to the text must be able to handle uncertainties in the input. Patient education documents share topics with patient records but are written for patients, which must be taken into account in the applied methodology. The knowledge representations in the field tend to focus on the documentation and statistical analysis of healthcare processes and the status of individual patients, although there are also resources that capture universal knowledge regarding the domain.
In political science, scientific studies analyse textual data that is not necessarily objective. Texts that have a political agenda attempt to influence the audience, which should be addressed in the analysis of the text. Even newspaper articles may be, intentionally or unintentionally, biased, although journalistic best practices emphasise the reliability and objectivity of reporting. Consequently, the texts contain the interpretations of the reporters about the occurred events, and such interpretations may vary greatly between the involved parties. The analysis of media and political texts must therefore take into account the possible deviation of the textual content from the truth. Regardless, knowledge representations in political science are similar to those in other fields.

The aims of this thesis concern the analysis of the scientific literature to extract biomedical knowledge, the development of computational methods and resources to improve the quality of health care, and the large-scale sentiment analysis of news media. The six original publications of this thesis also illustrate how the objectives of the study affect the selection of analysis methods and how the methods may need to be adapted to address the requirements arising from the characteristics of the domain.

Publications I and II discuss the extraction of biomolecular events from scientific articles and the transformation of such knowledge into form that is more convenient for domain experts to use. They argue that the extraction of complex relationships from text is a viable approach and that complex relationships can be reliably transformed into binary relationships, which are commonly used by the domain experts. These results contribute to the information extraction methodology in biomedical text mining by facilitating new ways in which knowledge can be obtained from text to be used in biomedical applications. Publication III argues for the use of a specific cross-validation method for pair-input data that takes into account the dependencies that emerge due to shared pair members. Its main idea can also be adapted to other types of knowledge and to the text mining of protein–protein interactions. The results of this study help to more effectively utilise biomedical knowledge in analyses that rely on machine learning.

Publication IV describes the patient education material ontology that was developed in response to the lack of a patient-friendly knowledge resource that could be used to improve the accessibility and content quality of patient education documents. It argues that the ontology should be designed from the perspective of patients, a property that the existing resources lack in the domain. The ontology serves as a basis for methods and applications intended to improve the care given to patients, such as the personalisation of patient education documents. It is a contribution towards the use of knowledge representations in patient education. Publication V explores the automatic summarisation of patient records. It does not use knowledge representations in order to remain content-independent. One of
the contributions of this study to the text mining of patient records is the conclusion that the well-known ROUGE measures can be used in the automatic evaluation of summarisation methods, which helps to accelerate their development. The availability of high-quality summarisation methods can ease the workload of the healthcare professionals.

Publication VI analyses the image of China in the Western media through sentiment analysis. It quantifies the tendency of news articles to exhibit positive or negative tone and argues that there is no overall systematic bias against China. The study adapts methods that are used in the biomedical domain and hence represents an example of the possibilities of methodological adaptations. Its methodological contribution is the demonstration how large-scale corpora of news articles can be analysed with AUC to reveal phenomena that are commonly studied using labour-intensive methods in the field of political science.

There are promising future directions in each of the studies presented in this thesis. Of particular interest is the investigation of pair-input cross-validation with other biomedical data sets, the use of the patient education material ontology in the personalisation of patient education documents, and the further analysis of social and news media to discover trends in sentiment. These studies provide ample opportunities to continue knowledge representation and text mining research in the domains of biomedicine, healthcare, and political science.
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