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ABSTRACT
Constraining the delay-time distribution (DTD) of different supernova (SN) types can shed
light on the timescales of galaxy chemical enrichment and feedback processes affecting galaxy
dynamics, and SN progenitor properties. Here, we present an approach to recover SN DTDs
based on integral field spectroscopy (IFS) of their host galaxies. Using a statistical analysis of
a sample of 116 supernovae in 102 galaxies, we evaluate different DTDmodels for SN types Ia
(73), II (28) and Ib/c (15). We find the best SN Ia DTD fit to be a power law with an exponent
𝛼 = −1.1 ± 0.3 (50% confidence interval), and a time delay (between star formation and the
first SNe) Δ = 50+100−35 𝑀𝑦𝑟 (50% C.I.). For core collapse (CC) SNe, both of the Zapartas et
al. (2017) DTD models for single and binary stellar evolution are consistent with our results.
For SNe II and Ib/c, we find a correlation with a Gaussian DTD model with 𝜎 = 82+129−23 𝑀𝑦𝑟

and 𝜎 = 56+141−9 𝑀𝑦𝑟 (50% C.I.) respectively. This analysis demonstrates that integral field
spectroscopy opens a new way of studying SN DTD models in the local universe.

Key words: (stars:) supernovae: general - methods: statistical - techniques: imaging spec-
troscopy - galaxies: star formation

1 INTRODUCTION

Supernovae (SNe) represent an important source of stellar feed-
back and chemical enrichment of the interstellar medium. Despite
their importance, the physical mechanisms that trigger the explo-
sions, and the relation between SNe and their progenitors is not fully
understood. Historically, SNe were first classified based on the pres-
ence (type II) or lack (type I) of Hydrogen features in their observed
spectra (Minkowski 1941). Although most type I SNe show a very
prominent Si II feature (now labelled type Ia), some objects do not,
and they were later divided into new subtypes by the presence (type
Ib) or absence (type Ic) of Helium features.

Currently, it is commonly accepted that SNe II, Ib and Ic result
from the core collapse (CC) of massive stars (Hillebrandt 1984),
whereas SNe Ia are produced by the thermonuclear explosion of
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Carbon-Oxygen white dwarfs (WD) in binary systems (Maoz et al.
2014;Wang et al. 2012; Hillebrandt &Niemeyer 2000). The precise
nature of theWD companion is still an active area of research (How-
ell 2011; Maoz 2008; Wong & Schwab 2019). In single-degenerate
(SD) scenarios, the mass of the WD increases due to accretion from
a non-degenerate stellar companion, such as a main sequence star
(Whelan & Iben 1973) or a He star donor (Yoon & Langer 2003).
When the WD mass approaches the Chandrasekhar mass limit, the
central regions of the WD cross the C ignition curve and explode in
a thermonuclear runaway. In the double-degenerate (DD) scenario
(Webbink 1984), two WDs merge after losing angular momentum.
The resulting object approaches the Chandrasekhar mass and ex-
plodes. However, recent studies (Pakmor et al. 2010) have shown
that sub-Chandrasekhar SN explosions can occur through a double
detonation process. This motivates a new series of scenarios (e.g.
Fink et al. 2007; Guillochon et al. 2010; Shen et al. 2018) where a
degenerate companion (although a similar process is possible in the
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SD case) transfers mass to the WD, the He envelope explodes, and
this triggers the explosion of the C/O core.

Due to the different time scales of the processes that govern the
late evolutionary stages of SN progenitors, different SN types are
expected to appear after a star formation event according to a certain
delay-time distribution (DTD) that connects the star formation rate
with the SN rate (SNR) of each type (Ia, II, Ib/c; Yungelson &
Livio 2000). More precisely, the DTD is the hypothetical SNR that
would follow an instantaneous burst of star formation (the expected
number of SNe as a function of time per unit stellar mass formed).
This way, the SNR 𝑅 (𝑡) in a certain galaxy (or region) at a given
time 𝑡 is given by the convolution of the DTDwith the star formation
history (SFH) Ψ(𝑡):

𝑅(𝑡) =
∫ 𝑡

0
DTD(𝜏) Ψ(𝑡 − 𝜏) d𝜏 (1)

The initial mass function (IMF) and the stellar lifetimes of the
population being considered are the theoretical main ingredients
that are required to estimate the DTD of CC SNe. But in practice
the DTD is derived from a SN catalogue and a collection of SFHs
from the stellar populations that spawned the SNe (either from
individual galaxies or from a cosmological volume). The exact form
of the IMF, the statistical distribution of the number of stars that
are born with a given mass, is still debated (Salpeter 1955; Kroupa
2007). However, there is an overall agreement in that most stars
over approximately 8 𝑀� end their lives as CC SNe. Recent studies
have found that some stars more massive than 20 𝑀� may not
produce SNe (Sukhbold et al. 2016), but this mass range represents
a relatively small fraction (∼ 10% in mass, < 1% in number) of the
total stellar population. The most massive stars have the shortest
lifetimes, but it is expected that all CC SNe associated with a given
star formation burst should explode within a time interval between
3 and 50 Myr, assuming single star progenitors models and some
metallicity and model dependence (Georgy et al. 2013; Zapartas
et al. 2017).

As it is common to find young massive stars in close binary
systems (Sana et al. 2012), recent studies (e.g. De Donder & Van-
beveren 2003; Eldridge et al. 2015; Schady et al. 2019; Zapartas
2019) have explored the impact of CCSNe on the DTD. We ex-
pect that these massive stars interact with their companions, trans-
ferring mass through Roche-lobe overflow (Poelarends et al. 2017;
Iłkiewicz et al. 2019; Naiman et al. 2020), common-envelope phases
(Lohev et al. 2019; Grichener & Soker 2019), or mergers. Such in-
teraction can significantly affect the evolution of both stars and the
possible development of a CC SN (Eldridge et al. 2008; Yoon et al.
2010), implying that there is a population of stars less massive than
8 M� that, due to mass exchange in binary systems, may terminate
their lives as CC SNe. This population, with a characteristic time
delay between 50 and 200Myr, is usually referred to as late CC SNe.
They are expected to represent around 15% of the total number of
CC SNe (Zapartas et al. 2017).

The SN Ia DTD is more difficult to constrain from the the-
oretical perspective and also for the observational part. It is more
difficult to derive the progenitor cluster of SN Ia; they disperse on
galactic mixing timescales that are shorter than SN Ia timescales
(Boutloukos & Lamers 2003; Maoz & Mannucci 2012), You can
avoid this problem taking into account the SFH from the entire
galaxy. White dwarfs are the remnants of stars between 0.5 and 8
solar masses, which have much longer lifetimes. Stars near the mas-
sive end of that range generate the firstWDs relatively early, but they
are outnumbered by the less massive ones that make the bulk of the
population (Nelemans et al. 2001). Since SNe Ia take place in close

binary systems, we need to know the formation rate (this a much
debated topic Moe & Di Stefano 2017; Moe & Kratter 2018; Moe
et al. 2019), as well as the characteristic times of the different mass
transport mechanisms. In the simplest case (the WD-WD merger
scenario; Ruiter et al. 2011), it is also important to know the initial
distance between the two objects and how fast their orbit will decay
until the finally merge. The orbital decay process is driven by angu-
lar momentum loss due to gravitational wave emission, yielding a
DTD with a smooth tail at long times that can be approximated as a
power law. Similar results have also been reported (e.g. Mennekens
et al. 2010; Toonen et al. 2012; Bours et al. 2013) for the SD and
the DD scenarios using binary stars population synthesis models.

Observational studies first suggested a bimodal population of
‘prompt’ and ‘tardy’ SNe Ia (Strolger et al. 2004; Mannucci et al.
2006). However, when large galaxy-survey monitoring campaigns
became available, Maoz et al. (2012) found a SNIa DTD compatible
with a smooth function with a long tail:

DTDIa (𝜏)
yr−1 M−1

�
= 4 × 10−13

(
𝑡

Gyr

)−1
(2)

which also provides a good fit to the observed [𝛼/Fe] element abun-
dance ratio (Walcher et al. 2016). Recent studies (e.g. Friedmann &
Maoz 2018; Heringer et al. 2017, 2019) find different values for the
exponent of the DTD power law, the normalisation, and the time
delay until the first explosion of a SN Ia (the turn-on time), as well
as possible differences between field and cluster galaxies (Maoz &
Graur 2017).

In the present work, we take advantage of the reconstruction
of the resolved SFH of galaxies spaxel by spaxel made possible by
integral-field spectroscopy (IFS). Section 2 describes our observa-
tional data. Data analysis is fully described in Section 3, devoted to
the estimation of the SNR, and Section 4, discussing the statistical
foundations of our methodology. Section 5 presents the constraints
on the DTD of Ia, II, and Ib/c SNe in the local Universe, and our
main results and conclusions are discussed in Section 7.

2 DATA SAMPLE

All the data used in the present work come from observations by the
Multi Unit Spectroscopic Explorer (MUSE; Bacon et al. 2010), an
integral-field spectrograph mounted on the VLT UT4 telescope at
Cerro Paranal Observatory. The main advantages of this instrument
are a wide field-of-view of 1 squared arcmin, with a superb spatial
resolution of 0.2" × 0.2" per spaxel, and a mean spectral resolution
𝑅 ∼ 3000 in the visible range 4650-9300 Å.

Most of the observations were performed under the All-
weather MUse Supernova Integral-field Nearby Galaxies (AMUS-
ING; Galbany et al. 2016) survey, which is focused on the study
of SN environments. Driven by different science goals, the sole
criteria for a galaxy to be included in the AMUSING survey is to
have hosted a classified SN of any type. For this reason, we have
all types of galaxies, by morphology, mass or position in the sky in
our sample. To obtain a good spatial resolution of the galaxies, we
limited our sample to objects within a redshift ranging from 0.0005
to 0.076 (13.8 to 337.3 Mpc in distance). Therefore, the resolution
in terms of physical scale goes from 13.3 to 327 parsec/pixel.

Our final sample is formed by 116 SNe in 102 galaxies, with 73
SNe Ia, 28 SNe II, and 15 SNe Ib/c (that groups stripped-envelope
SNe: 5 Ic, 5 IIb, 2 Ib, 2 Ic-BL, and 1 Ibc; Williamson et al. 2019).
SNe IIn are explicitly excluded, because the nature of their pro-
genitors is still debated (Fox et al. 2015; Dwarkadas 2011). The
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SN sample includes events from 1970 to 2018, and the discovery of
these SNewasmade by different telescopes and skymonitoring pro-
grams (e.g. Li et al. 2000; Shappee et al. 2014, among others). Most
of the data cubes were taken after the SN explosion, and some of
the SN environments were observed and analysed in Kuncarayakti
et al. (2018). The sample is not homogeneous and presents some
selection biases, especially for CC SNe (which come from targeted
and untargeted survey programmes), but is well suited to carry out
the present work, since about 82% of the host galaxies are spirals,
of which 75% have inclinations below 60 degrees and 91% are lo-
cated at a redshift below 0.04 (less than 190 Mpc away). Face-on
galaxies avoid projection effects, that help us in the SFH reconstruc-
tion. While a low-z sample give us a better spatial resolution of the
galaxies.

3 ESTIMATION OF THE SUPERNOVA RATE

3.1 Reconstruction of the star formation history

The star formation history (SFH) of a galaxy region can be inferred
from the observed spectrum of the spaxel. To obtain the past evolu-
tion of the galaxy, we need to decompose the spectrum into a sum of
simple stellar populations (SSP; Sánchez et al. 2016a): a group of
stars that were born at a given time, so they have the same age and
chemical composition. Assuming each SSP follows a certain IMF
when their stars are born, it is possible to calculate its evolution
with time.

We consider that every spaxel in a galaxy can be modelled
by a succession of star formation episodes. This way, the spectrum
of that region may be comparable with the spectrum of a certain
linear combination of SSPs under the effect of the dust abortion,
and the velocity dispersion. The observed spectrum also has the gas
continuum and line emission.

In practice, the decomposition of a spectrum is complicated
because of the great degeneracy between two SSPs that are close in
age (e.g. Cid Fernandes et al. 2014). They display very similar spec-
tra, and there are a lot of different combinations of age, metallicity,
and dust extinction that fit equally well a given galactic spectrum.
Some of those solutions have no physical sense (e.g. negative co-
efficients) but, for every spectrum, there are also many physically
plausible scenarios that are able to provide a good fit. The possible
implications of this degeneration problem are discussed in more de-
tail in section 7. In order to increase the signal to noise ratio (S/N) of
the observations, which helps to provide more reliable SSP fitting
results, we decided to add several low S/N spaxels in larger areas, a
process called zonification.

We use the Pipe3D code (Sánchez et al. 2016b,c), a fitting al-
gorithm that decomposes an IFS data cube into several independent
zones and separates the emission from the gas and the different stel-
lar populations, providing the best-fitting coefficients for each SSP.
We use the Granada-Miles SSP models template (Falcón-Barroso
et al. 2011; González Delgado & Cid Fernandes 2010) and assume
a Salpeter (1955) IMF.

Pipe3D starts by adjusting the non-linear parameters (dust ex-
tinction, velocity and velocity dispersion), adjusting the different
parameters using Monte Carlo iterations and a few SSPs. Once the
non-linear parameters have been adjusted, it seeks to adjust the re-
sulting spectrum to a linear combination of the spectra of the full
set of SSPs.

3.2 Delay time distribution

Once we have the SFH of the cube of each galaxy, we only need
a DTD function in order to compute the SNR spaxel by spaxel. In
this section we present the four different DTD models used in this
work, expressed in units of SN yr−1 M−1

� in all cases.
We will first consider a Gaussian function as a basic DTD

model, mostly appropriate for CC SNe. We are interested in esti-
mating the value of the variance𝜎2, that will give us a characteristic
time between the star formation and the SN events, providing infor-
mation about the life time of their progenitors and the time scale for
SN feedback:

DTDcc (𝑡) = 𝜙𝑐𝑐 · 𝑒−𝑡
2/2𝜎2 . (3)

We will compare it with two DTD models recently proposed
in Zapartas et al. (2017); a single stellar evolution model DTDza
(the classical CC SN progenitor scenario)

DTDZa (𝑡) =
0 𝑡 < 3𝑀𝑦𝑟

10−9 · {−2.83 + 8.70 · 𝑙𝑜𝑔(𝑡) − 2.07 · 𝑙𝑜𝑔(𝑡)2}/𝑡 3 < 𝑡 < 25𝑀𝑦𝑟

10−8 · {−4.85 + 6.55 · 𝑙𝑜𝑔(𝑡) − 1.92 · 𝑙𝑜𝑔(𝑡)2}/𝑡 25 < 𝑡 < 48𝑀𝑦𝑟

0 𝑡 ≥ 48𝑀𝑦𝑟


(4)

and amodel DTDzab that takes into account the interaction in binary
star systems:

DTDZab (𝑡) =
0 𝑡 < 3𝑀𝑦𝑟

10−9 · {−2.65 + 7.51 · 𝑙𝑜𝑔(𝑡) − 0.98 · 𝑙𝑜𝑔(𝑡)2}/𝑡 3 < 𝑡 < 25𝑀𝑦𝑟

10−8 · {−0.89 + 1.73 · 𝑙𝑜𝑔(𝑡) − 0.51 · 𝑙𝑜𝑔(𝑡)2}/𝑡 25 < 𝑡 < 48𝑀𝑦𝑟

10−8 · {−3.46 − 2.98 · 𝑙𝑜𝑔(𝑡) + 0.65 · 𝑙𝑜𝑔(𝑡)2}/𝑡 48 < 𝑡 < 200𝑀𝑦𝑟

0 𝑡 ≥ 200𝑀𝑦𝑟


(5)

The latter can produce CC SN from progenitor stars less massive
than 8𝑀� due to mass transfer mechanisms. These are the so-called
late CC SNe, with delta times up to 200 Myr. Here we assume
that the SFH recovered with single stellar evolution SSPs is valid
for a DTD model with binary interaction systems, i.e. that binary
interaction is relevant for the SNR but not in the SFH reconstruction.
The use of SSP templates that include binary systems (e.g. BPASS;
Eldridge et al. 2017) may become an improvement for future work.

In order to try to characterise SN Ia, we also consider a power
law DTD model with a delay time:

DTDIa (𝑡) =


0 𝑖 𝑓 𝑡 < Δ

𝜙𝐼 𝑎 · 𝑡−𝛼 𝑖 𝑓 Δ ≤ 𝑡

(6)

In this case we are going to fit two parameters. Δ is the time delay
between the star formation and the first SNe Ia in Myr, e.g. the
lower turn-on age of the SN Ia DTD. This parameter is important to
estimate the typical delay time of SNe Ia feedback. The 𝛼 parameter
is the index of the power law and defines the distribution of the SNe
Ia at long term. It provides information on the expected SN Ia SNR
in early type galaxies.

We represent these four DTDmodels in Figure 1. The gaussian
and the power-law DTDs have a normalisation parameter, 𝜙𝑐𝑐 or
𝜙𝐼 𝑎 , typically given in number of SNe per stellar mass formed
from the beginning of the cosmos (𝑁/𝑀∗). As will be explained
below, for the purpose of this work we do not need to assume any
normalisation factor of the DTDs, because we are looking for the
relative distribution within each galaxy.

MNRAS 000, 1–14 (2020)
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Figure 1. Comparative representation of the different DTD models nor-
malised to its maximum. In dash-dotted line a power law DTD with
Δ = 50𝑀𝑦𝑟 and 𝛼 = −1.1 is shown. In the dotted line a gaussian DTDwith
𝜎 = 82𝑀𝑦𝑟 is shown. In solid line the Zappartas DTD for single stellar
evolution, and in dashed line the model that includes binary interaction.

3.3 Classical proxies

In addition to the above, we consider two other parameters that
have often been used as a proxy of the SNR: the emission in H𝛼
(proxy for young populations) and the total stellar mass (proxy for
old populations), that are expected to correlate with the SNR of CC
and SNe Ia, respectively.

Although these estimates are somewhat different in nature from
our more elaborate procedure, they can be understood as a convo-
lution of the SFH with a constant function (for the stellar mass) or a
step-function DTD (for the last 30-40 Myr) in the case of H𝛼. Most
importantly, our approach does not depend on the specific method
used to estimate the SNR 𝑅(𝑥, 𝑦) at every locationwithin the galaxy;
it would only evaluate whether it is statistically consistent with the
observed distribution of SNe in the galaxy sample under study.

4 STATISTICAL ANALYSIS

Oncewe have the SNRmaps 𝑅(𝑥, 𝑦), we assume that the probability
𝑝(𝑥, 𝑦) of finding a SN in a certain place of a given galaxy is simply
proportional to the local SNR.More sophisticated analyses could be
carried out, assuming some dependence of the detection probability
with the dust extinction or the light contrast at different locations, in
order to take into account observational biases (see the discussion
in Section 7), but we think that these second-order corrections will
only become important for larger galaxy samples.

The probability maps 𝑝(𝑥, 𝑦) can be normalised by imposing
that the sum over the whole galaxy equals the number of known
SNe in that galaxy. In this way our results are independent of any
normalisation factors in the theoretical DTD models, observational
SNR tracers, or the precise proportionality constant in our simple
𝑝(𝑥, 𝑦) ∝ 𝑅(𝑥, 𝑦) prescription.

Starting from these individual probability maps, which tell
us where a SN is most likely to be found within each galaxy, we
test whether the observed locations are statistically compatible with
being independent random events drawn from the proposed proba-
bility distribution. Since we have just a few (usually only one) SN
per galaxy, the only way to perform this test is to correlate the in-

formation of many different galaxies. The methodology used here
is the image pixel statistics using the normalised cumulative rank
function proposed by James & Anderson (2006). The idea is to
verify whether the distribution followed by the SNe is statistically
consistent with the model predictions, i.e. that the number of SNe
is proportional to the predicted probability 𝑝. For this purpose, we
calculate the cumulative probability

𝑃𝑖 =

∑
𝑝 𝑗 ≤ 𝑝𝑖

𝑝 𝑗∑
𝑗
𝑝 𝑗

(7)

at each point of our probability maps. Our definition of the cu-
mulative probability is from lowest to highest 𝑝. In this way the
cumulative probability 𝑃𝑖 of a point 𝑖 is the sum over the values of
𝑝 𝑗 lower than the local probability 𝑝𝑖 at that point.

In our normalisation, this cumulative probability 𝑃 goes from
0 to 1, being 𝑃 = 1 the point with highest 𝑝 value. If our probabil-
ity models are correct, we expect a linear correlation between the
fraction of SNe that explode in regions with 𝑃𝑖 < 𝑃

𝐹 (𝑃) =
𝑛(𝑃𝑖 < 𝑃)

𝑁
, (8)

where 𝑛 (𝑃𝑖 < 𝑃) is the number of SNe that satisfy the condition and
𝑁 = 116 the total number of SNe in our sample, and the cumulative
probability 𝑃.

For example, the value 𝑃 = 0.5 divides the galaxies in two
regions that have the same total probability of hosting a SN event.
Therefore, it is equally probable that a SN takes place in either
region, and we would expect that half of the SNe have 𝑃 values
lower than 0.5. This reasoning can be extended to any value of 𝑃,
so we expect a simple linear behaviour of the form 𝐹 (𝑃) = 𝑃.

To measure the probability that our SNe follow the expected
behaviourwe use two different indicators: theKolmogorov-Smirnov
(K-S) test and the Anderson-Darling (A-D) test (Anderson & Dar-
ling 1954). The K-S test uses the maximum distance between a
cumulative distribution and the theoretical model to calculate the
probability that the two distributions are compatible. The A-D test
works in a similar way, but instead of using the maximum distance
between distributions, uses a quadratic weighted average distance.
The Anderson-Darling test gives more weight to the tails of the dis-
tribution compared to the K-S statistics (Scholz & Stephens 1987)

The two-sample K-S test is one of the most useful non-
parametric methods for comparing two distributions, as it is sensi-
tive to differences in both location and shape of the two samples.
The K-S statistic value is the P value (𝑃𝑣 ), the probability that the
distributions do not reject the null hypothesis. Along the main body
of the work we only use the K-S test, the A-D statistic results are
very similar and are included in appendix A.

If the two distributions are drawn from the same parent pop-
ulation, when the size of the sample tends to infinity, the distance
between them will tend to zero. However, our data samples are lim-
ited, so there is some uncertainty in the result. If the data sample is
small, the uncertainty will be large. For this reason, in the case of the
Ib/c SN we find higher 𝑃𝑣 values, since the large uncertainty allows
the distribution to not reject the null hypothesis (values below 5%
or 10%). Also, in this case it will be easier to find a parameters fit
that was closer to a 𝑃𝑣 = 100%. With enough free parameters and
a small data sample it is easier to maximise the 𝑃𝑣 .
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Figure 2. We present the different probability maps for the SN 2006et as
an example. In the first column we have the logarithmic representation of
the normalised probability 𝑝. The right column presents the cumulative
probability 𝑃. The tracers that appear are, in order: H𝛼, the Gaussian DTD
SNR, the Zapartas single stellar evolution SNR and the Zapartas binary
stellar evolution SNR. In all the maps the 𝑋 marks the position of the SN
and the + the center of the galaxy.

Figure 3. We present the different probability maps for the SN 2006et as
an example. In the first column we have the logarithmic representation of
the normalised probability 𝑝. The right column presents the cumulative
probability 𝑃. The tracers that appear are, in order: the formed mass and the
power law DTD SNR. In all the maps the 𝑋 marks the position of the SN
and the + the center of the galaxy.

5 RESULTS

5.1 Probability maps

We will consider six probability maps for each galaxy: four of
them are expected to correlate with the CC SNR, and two of them
correspond to the expected rate of Ia SN events. For CC SNe, the H𝛼
map corresponds to the normalised surface brightness of the galaxy.
In the Gaussian DTD model we vary the 𝜎 of the distribution
from 10 to 700 Myr, and the Za and the Zab probability maps
correspond to the SNR calculated from the Zapartas et al. (2017)
DTD models. For SN Ia, we first compute the total mass formed
in each spaxel according to the SFH reconstruction, which would
roughly correlate with the SNR if the tardy scenario was their main
production channel. For the power law DTD models, we adjust the
two free parameters Δ (the time delay, from 10 to 2000 Myr) and
logarithmic slope 𝛼 (from -0.5 to -2.1).

The best-fitting maps for CC and SNe Ia in the host galaxy of
SN2006et (NGC 232 López-Cobá et al. 2017) are illustrated in the
left column of Figures 2 and 3, respectively. A spatial smoothing is
applied to all our probabilitymaps in order tominimise the effects of
astrometric errors, aswell as discreteness in the reconstruction of the
SFH (Pipe3D divides the galaxy into zones to ensure a good signal
to noise ratio), by means of a 2D convolution with a Gaussian with
a standard deviation of 1.4 arcseconds (7 pixels). The cumulative
probability maps 𝑃

𝑆𝑁
obtained by summation are represented on

the right column panels.

5.2 Fiducial parameters

In order to evaluate the quality of the fit in our parametric models,
we split our sample according to SN type (Ib/c, II, and Ia). Then,
we compute the p-value with the K-S tests, comparing the cumula-
tive fraction of galaxies 𝐹 (𝑃𝑆𝑁 < 𝑃) with the linear distribution
𝐹 (𝑃) = 𝑃. This would be the likelihood L of each model. The
results for the timescale 𝜎 in the Gaussian DTD model, as well as
the delay time and logarithmic slope in the delayed power law, are
shown in Figures 4 and 5, respectively.

It can be clearly seen in Figure 4, the statistical distribu-
tion of SN Ib/c and II never drops below 10%, so all models
are consistent with the data. The best solution for SN Ib/c is
found for 𝜎 < 400 Myr, and for SN II is found in the interval
40 𝑀𝑦𝑟 < 𝜎 < 400 𝑀𝑦𝑟. However, the distribution of SNIa is
mostly inconsistent with this scenario. The 𝑝-value increases with
𝜎, but for 𝜎 < 400 Myr the 𝑝𝑣 is below 10%, so the null hypoth-
esis (the assumption that our DTD model does not correlate with
the theoretical behaviour) can be rejected at the 90% of confidence
level. For each class, we define our fiducial value of the timescale
𝜎 according to Bayes’ theorem:

〈𝜎〉 =
∫
𝜎 𝑝(𝜎) L(𝜎) d𝜎∫
𝑝(𝜎) L(𝜎) d𝜎

(9)

where 𝑝(𝜎) denotes our prior probability distribution for this pa-
rameter. We used two different prior distributions, uniform in linear
and in logarithmic scale:

𝑝(𝜎)lin =
1

𝜎max − 𝜎min
(10)

𝑝(𝜎)log =
1

𝜎 𝑙𝑛(𝜎max/𝜎min)
(11)

with 𝜎max = 700 Myr and 𝜎min = 10 Myr denote the adopted
parameter range.
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Figure 4. Representation of probability value 𝑃𝑣 for the different 𝜎 (stan-
dard deviation of the Gaussian DTDGa) parameter. The top panel for the SNe
Ib/c, the middle for the type II SNe and the bottom one for the Ia SNe. The
vertical line represent the fiducial value for the two different priors, solid
line for the logarithmic one and dotted line for the linear one.The associated
uncertainty, indicated by the solid bands, is estimated from the confidence
interval that contains 25% and 75% of the probability (𝜎25% and 𝜎75%).

Figure 5. Representation of probability value 𝑃𝑣 for the different 𝛼 (Ex-
ponent of the power law) and Δ (Delay time) parameters. The first panel
is for the SNe Ib/c, the second panel is for the type II SNe and the third
one is for the Ia SNe. Adjacent panels represent the 𝑃 (𝛼) and 𝑃 (Δ) , the
projected probability along these axes, the dashed line for a linear prior and
the continuous line for the logarithmic one. The back dots represent our
fiducial values and the lines the confidence interval for the two priors.
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On the other hand, one can see in Figure 5 that the parameters
of the delayed power law models are poorly constrained when ap-
plied to the SN Ib/c and SN II observations. The data are roughly
consistent with any values Δ < 100 Myr and 𝛼 < −0.8. Only the
largest delta values (Δ ≥ 1Gyr) reject the null hypothesis. For SN Ia,
the observed distribution can only be reproduced by a turn-on time
of the order of tens ofMyr, and logarithmic slopes around 𝛼 ∼ −1.1.
The projected probability distributions of Δ and 𝛼, marginalised by
integrating along the other parameter according to Bayes’ theorem

𝑃(Δ) =
∫
𝑝(Δ, 𝛼) L(Δ, 𝛼) d𝛼∫

𝑝(Δ, 𝛼) L(Δ, 𝛼) dΔ d𝛼
(12)

𝑃(𝛼) =
∫
𝑝(Δ, 𝛼) L(Δ, 𝛼) dΔ∫

𝑝(Δ, 𝛼) L(Δ, 𝛼) dΔ d𝛼
(13)

are represented in the secondary panels of Figure 5, where lines and
shaded regions indicate the expected value

〈Δ〉 =
∫

Δ 𝑃(Δ) dΔ ; 〈𝛼〉 =
∫

𝛼 𝑃(𝛼) d𝛼 (14)

and the confidence intervals (Δ25% andΔ75%) and (𝛼25% and𝛼75%).

5.3 Cumulative distribution

Finally, we compare the cumulative distributions 𝐹 (𝑃 > 𝑃𝑆𝑁 )
obtained for each proxy of the SNR with the linear expectation. We
represent in Figures 6 the tracers (H𝛼 emission, Gaussian DTD and
Zapartas evolutionary models) that are expected to reproduce CC
SNe, whereas those appropriate for SNe Ia are plotted in Figure 7.
For themodel parameters, we adopt the fiducial values inferred from
logarithmic priors.

The correlation between the SN events with the H𝛼 emission
is shown on the top-left panel in Figure 6. In this case, we use
the emission maps measured with Pipe3D. We obtain a very strong
correlation for SNe II and Ib/c with a 𝑃𝑣 > 95%, as we expected.
We may expect CC SN progenitors explode in less than 50 Myr,
so we hope that they are very close to the HII regions where the
progenitor stars were formed, which explains its relation with the
H𝛼 flux (Anderson & James 2008). For SNe Ia, we find a fairly high
𝑃𝑣 = 86%, we do not reject the null hypothesis. In principle, SNe
Ia progenitors explode in a characteristic time larger than the scales
probed by HII regions, so we do not expect such a strong correlation
with the H𝛼 emission.

The top-right panel in Figure 6 shows the results of the
Gaussian DTD model. The p-values for the fiducial characteris-
tic times 𝜎𝐼 𝑏𝑐 = 50 Myr and 𝜎𝐼 𝐼 = 70 Myr are very close to
100 %. As shown in Figure 4, any values 𝜎𝐼 𝑏𝑐 < 400 Myr and
40 𝑀𝑦𝑟 < 𝜎𝐼 𝐼 < 400 Myr would be able to provide a reason-
able fit. Although, a larger sample would obviously make possible
a more accurate estimation. Our current results are consistent with
the theoretical expectations for both progenitor types. For SNe Ia,
we do not expect a good fit with the data. So, it is thus not surpris-
ing that the fiducial model has a large 𝜎 = 400 Myr and a p-value
𝑃𝑣 ' 20%. It rejects the null hypothesis for lower values of 𝜎.

For DTDza and DTDzab (bottom left and right panel in fig-
ure 6), in this case we have also represented the distribution of CC
SN with 43 SNe (28 Type II and 15 Ib/c) in order to increase the
data sample and because the model used was made for CC SN all
together. For the CC SN cumulative distribution we find higher 𝑃𝑣

in favour of the model that includes binary interaction (𝑃𝑣 = 77%),
i.e. marginal evidence that, at least, a population of late time core

collapse supernovae with characteristic time from 80 to 200 Myr
can fit the observations. This result is in agreement with the previ-
ous characteristic time of 𝜎 = 80𝑀𝑦𝑟 . In future works and with a
larger data sample we could try to adjust different binary interaction
channels for each of the CC SN subtypes. The probability increase
is also seen in the SNIb/c and SNII samples separately. Once again,
we find that SNe Ia do not fit at all to the model, with 𝑃𝑣 values less
than 1%. This result was expected since the Zapartas et al. (2017)
models are for CC SNe.

Regarding the models that are a priori more appropriate for
SNIa (Figure 7), we find that the galaxy mass (left panel) does not
strongly correlate with any SNe type. This result was expected for
the CC SNe since they are assume to only depend on the recent star
formation. SNe II have a very low 𝑃𝑣 = 10%, rejecting the null
hypothesis, and SNe Ib/c only show a larger figure (30%). Taking
into acount our understanding of the progenitors of SN Ibc, this
effect can be explain by the small sample size. A small sample size
increases the uncertainty,making itmore difficult for null hypothesis
to be rejected. For SNe Ia we expect a stronger correlation, but the
results give the lowest 𝑃𝑣 = 1%, rejecting the null hypothesis. We
conclude that the total integrated stellar mass is a poor proxy of the
Ia SNR. This is a clear result from our method.

For the power-law DTD model (right panel in Figure 7), we
obtain relatively high p-values for SN Ib/c and SN II for our fiducial
models with (Δ, 𝛼) = (10 Myr,−1.4) and (30 Myr,−1.3) respec-
tively. All in all, such combinations of short Δ and steep 𝛼 are not
so different in practice to a Gaussian DTD model, as they are dom-
inated by the very recent star formation history. For SNe Ia we find
(see Figure 5) that the 𝑃𝑣 of the different models varies smoothly,
and that we have a sufficiently large sample to constrain the model
parameters. We conclude that the power law DTD model is ade-
quate to describe the physical mechanism that regulates these SN
explosions, and we find a 𝑃𝑣 ' 88% for our fiducial model with
Δ = 50 Myr and 𝛼 = −1.1. The 𝛼 parameter is similar to the one
found byMaoz &Graur (2017); Graur et al. (2014). We find a small
Δ parameter, so it could point to an important ‘prompt’ population
of SNe Ia. This does not contradict the results found in the analysts
of the characteristic times of SNe, since the 𝛼 parameter describes
a slow temporal variation, which would explain the long expected
lifetime for SN Ia progenitor systems, the ‘tardy’ population. How-
ever, this ‘prompt’ population could explain the correlation between
SNe Ia and the H𝛼 flux. In addition, the value of 𝛼 is in agreement
with the classical value for SNe Ia, 𝛼 = 1.0 (Maoz et al. 2014). And
the turn-on time for SNe Ia Δ is compatible with 40 Myr, the fidu-
cial zero-order approximation - i.e. Georgy et al. (2013), WDs can
explode as SN Ia as soon as they form. (In both cases the difference
we find is hardly statistically significant.)

6 STATISTICAL ANALYSIS SIMULATIONS

In order to test the robustness of our new methodology, we perform
a series of simulations. From a sample of IFS observed galaxies we
create a synthetic SN sample that follows a specific DTD function
at our choice. Once we have built that SN sample, we analyse it
following the methodology described in the previous sections. In
this way, we can study the possible biases of our methodology.
We focus our analysis in two DTD scenarios, the differentiation
between the Zapartas DTD with single stellar evolution and the one
with binary evolution, and the correct recovery of the power law
DTD 𝛼 and Δ parameterization.

The IFS galaxy sample selected for this exercise is theMaNGA-
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Figure 6. Representation of the different fits for the cumulative distributions of SN probability 𝑃
𝑆𝑁
against the fraction of galaxies 𝐹 (𝑃) . The top left panel

is for the H𝛼 tracer, the top right panel is for the Gaussian DTD model, the bottom left panel is for the DTDza model and the bottom right panel is for the
DTDzab model. SNe Ia, II, Ib/c and CC are indicated by solid, dotted, dash-dotted and dashed lines, respectively. The solid straight line shows the expected
theoretical behaviour. In the key we show the 𝑃𝑣 of the cumulative distribution, the probability that the data points follow the theoretical behaviour.

Figure 7. Representation of the different fits for the cumulative distributions of SN probability 𝑃
𝑆𝑁
against the fraction of galaxies 𝐹 (𝑃) . The left panel is

for the mass formed and the right panel is for the power law DTD model. SNe Ia, II and Ib/c are indicated by solid, dotted and dash-dotted lines, respectively.
The solid straight line shows the expected theoretical behaviour, and the dashed line in the right panel is the distribution for the 𝛼 = 1 power law DTD model
from (Maoz et al. 2014). In the key we show the 𝑃𝑣 of the cumulative distribution, the probability that the data points follow the theoretical behaviour.
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Pipe3D data products Sánchez et al. (2016d, 2018) sample, which
contain 4862 galaxies. The MANGA galaxy sample has been anal-
ysed with the same Pipe3D code as the AMUSING main sample.
Using the same SSP synthesis decomposition parameter and recov-
ering the SFH of each spaxel under the same conditions as our main
sample.

To create the synthetic sample of supernovae, we calculate the
SNR of each spaxel convolving the SFH recovered with Pipe3D
with a DTD function of our choice. Then, we make the assumption
that the SNR of the spaxel is directly proportional to the probability
of finding a SN in that spaxel. Using this probability distribution,
we can generate a synthetic SN sample across the entire MaNGA-
Pipe3D data products. In order to mimic the same selection criteria
of our AMUSING observational SN sample (it is more likely to
detect SNe in star forming galaxies through targeted monitoring
campaigns), we create a larger SN sample (typically 5000 SNe) and
only select a sub-sample of SNe from the most prolific galaxies.

Once we have the synthetic SN sample, we perform the same
statistical analysis described in Section 4. Thus, we obtain the prob-
ability 𝑃𝑣 that each DTD model fits the SN sample. Finally, we
can compare the fiducial DTD parameters that we recover from this
analysis with those that we plugged into our synthetic SN sample
simulation.

For the Zapartas DTD scenario, we compare the 𝑃𝑣 of the
models analysed with themselves (the DTD that generates the SN
sample and the one used in the statistical analysis are the same) with
respect to the crossover analysis. In the analysis with themselves, we
expect higher 𝑃𝑣 for both ZapartasDTDmodels. This is a test for the
synthetic SN sample construction. In the crossover case, we expect
lower 𝑃𝑣 , especially when we increase the SNe sample size. This
would indicate that our methodology is capable of differentiating
between the two DTD models.

The results can be seen in the figure 8. We represent the differ-
ent 𝑃𝑣 for a sample size N = 20, 100, 200 and 1000 SNe. It can be
seen that all of the cases show similar 𝑃𝑣 , especially for small sam-
ple size, and even in the N = 1000 case the 𝑃𝑣 are far away from the
10% required to reject the null hypothesis. We conclude that these
two DTDmodels are very similar and, therefore, we need very large
sample sizes to achieve conclusive results using our methodology.

For the power lawDTD scenario, wewant to test the robustness
of our methodology to find the underlying parametrization of a
certain SN sample. For that reason, we construct a pool of simulated
SN samples with different parametrizations. The 𝛼 value takes the
values [0.6, 1.0, 1.4, 1.8] and Δ is equal to [50, 100, 250, 500,
1000] Myrs. Thus, we perform our statistical analysis for these 20
SN samples, and compute its corresponding fiducial values.

The results can be seen in the figure 9. For each of the 20
synthetic SN samples we plot the different 𝑃𝑣 obtained, and com-
pare the parameter values plugged into the SN sample (star values)
with the recovered fiducial values (cross values). Different panels
represent the different sample sizes N = [20, 100, 500].

For the case with N = 20, we find that all of the DTD
parametrization are able to fits the SN sample, most of the 𝑃𝑣

are greater than 10%. This can be explained due to the small sample
size effect on the K-S tests performance. For the N = 100 and 500
case, we observe that our statistical analysis is being able to reject
the null hypothesis (𝑃𝑣 < 10%) for some of the parametrizations.
This is especially true for the short Δ and hard 𝛼 combination of the
bottom left corner. These DTD models yield SNR strongly depen-
dent on the recent SFH, so it is expected that do not fit simulated
SN samples produced by softer DTD functions.

In general terms, the N = 100 and especially N = 500 cases are

Figure 8.We present the 𝑃𝑣 obtain from the simulated SNe sample analysis
of the two Zapartas DTD models against the SNe Sample size N. The key
shows the Zapartas DTD model used to built the SNe sample first, and the
one used to obtain the represented 𝑃𝑣 in second place. Hollow markers are
for the itself DTD correlation, and full ones for the crossover results.

able to obtain fiducial values that match the parametrization used
in the simulated SN sample construction. So we can rely on our
previous results and the robustness of the methodology. However,
there are two caveats that we must highlight. On the one hand, when
the simulated SN sample underlying parametrization are located
near to the edges of the parameter space, the fiducial values obtained
do not match the expected values. This effect is due to a prior bias
in the parameter space, and it is especially important for the 𝛼

= 0.6 and 1.8, and Δ = 1000 Myrs cases. Once the range of the
parameter space is expanded, we are able to obtain the expected
results. The other caveats to take into account is the existence of
some degeneracies in the SNR calculation between different DTD
parametrizations. This effect explains the ring shape that appears in
some cases. A more consistent DTD normalisation should be able
to break this degeneracy.

7 DISCUSSION AND CONCLUSIONS

In this work we constrain the DTD of different SN types using
integral-field spectroscopy data of their host galaxies. Here we sum-
marise our main results and discuss some important caveats of the
proposed approach.

Our sample includes SNe Ia, SNe II and stripped-envelope
SNe Ib/c (Ib, Ic and IIb). We do not consider individual types
within the latter class because of the small sample size, but it would
be interesting to do so in the future. Possible classification errors
are not taken into account, but we do not expect them to affect a
significant fraction of the SNe, and therefore their statistical effect
should be minimal.

In principle, biases in SN/galaxy selection should not pose an
important shortcoming either, since our methodology does not de-
pend on the fraction of the different SN types, and therefore it is
not required that it is representative of the proportion in the real
Universe. SNe in distant galaxies are more difficult to detect, espe-
cially the intrinsically less luminous CC SNe, and targeted galaxy
surveys, in contrast to untargeted samples, tend to focus on certain
galaxy types and/or environments, aswell as to avoid highly inclined
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Figure 9. The star values in the right and the top axis of the panels represent the parameter values use to construct each of the 20 simulated SN samples. The
background plot represents the K-S 𝑃𝑣 , the probability that a certain DTD parametrization fits the simulated SN sample. The 𝑃𝑣 values are shown in the right
colour bar. The DTD model parametrization 𝛼 and Δ are shown on the left and bottom axis of the panels. The star represents the parametrization used in the
simulated SN sample construction. The black dots are the fiducial values find with the Bayesian statistics approach for the two prior used. The solid error bars
are for the logarithmic prior, and the dashed line are for the linear one. The three different frames contain the panels for different SN sample sizes N = 20, 100
and 500.

objects. These biases might have a some effect on the numerical re-
sults, but they are unlikely to significantly change the main results
of our analysis, which is based on the spatial distribution of the SN
explosions within each galaxy.

A key assumption of the present work is that the probability
𝑝 of finding a SN in a certain spaxel of a galaxy is proportional to
the SNR, neglecting the fact that some SNe may be undetected. If
the detection probability was constant within each galaxy, it would

simply affect the number of SNe in our sample, and perhaps the
fraction of different SNe types. However, the statistical analysis
would be mostly unaffected. Unfortunately, SNe taking place in the
nuclear regions are more difficult to detect, due to the reduced light
contrast with respect to the underlying stellar population and the
potentially high dust extinction. Based on Mattila et al. (2012) we
estimate that we are losing about 15-20 % of the SNe in the central
region of the galaxies, and therefore we expect effects of this order
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on the significance of our results. Given our relatively small sample
size, our uncertainties are dominated by statistical errors, but in
order to carry out a more precise analysis it is not only important to
consider a larger galaxy sample, but also to introduce a prescription
to account for the spatial variations of the SN detection probability
in different spaxels.

With this caveat in mind, our statistical analysis method, based
on the cumulative probability 𝑃 associated to each spaxel, may be
used to compare the predictions of a given model with the observed
distribution. More precisely, we apply the Kolmogorov-Smirnov
and Anderson-Darling tests to compute the p-value 𝑃𝑣 for different
models, but other statistical descriptors may of course be used.
Based on these results, we use Bayesian inference to constrain the
value of the free parameters of each model for different SNe types.
Once again, the relatively low number of SNe is the main limiting
factor, and the results are somewhat dependent on the adopted priors.
We are fairly confident on the validity of our qualitative results and
upper limits, but we caution the reader against an overinterpretation
of the precise expectation values of each parameter, which should
be regarded as a first order of magnitude estimate based on a new
technique rather than an accurate measurement.

For instance, one can firmly rule out that the total stellar mass
traces any SN type (only Ib/c SNe, due to their low number, would
be marginally consistent from a strict statistical point of view, al-
though the observed distribution is clearly far from uniform) or that
the Zapartas DTDs, appropriate for CC SNe, correctly predict the Ia
SNR. Regarding the use of H𝛼 as a proxy of the SNR, processes dif-
ferent from star formation (like scattered light, turbulent collisions
in the interstellar medium, supernova remnants, planetary nebulae,
or active galactic nuclei) may contribute to the observed emission.
Yet, our H𝛼 results show a strong correlation with the data, espe-
cially taking into account that no free parameter is associated to this
tracer. More statistics and a more elaborate model of the H𝛼 emis-
sion would be required in order to investigate this issue in deeper
detail.

The main advantage of IFS data over other observational tech-
niques is that it makes possible to reconstruct the SFH in each spaxel
of the galaxy and estimate the SNR by assuming a certain DTD,
thus constraining the nature of the SN progenitors. Nonetheless,
this is a rather degenerate inverse problem, as there are many dif-
ferent possible combinations of simple stellar population models
that reach similar fits to the spectral data. The spectral range of the
MUSE instrument is not optimal in this respect, as it leaves out the
blue and near infrared ranges, which are extremely helpful in dis-
criminating the different SSPs. In addition, possible incompleteness
of the stellar libraries, errors in the star isochrones, and uncertain-
ties in the adopted IMF or solar abundance (see e.g. Walcher et al.
2011; Conroy 2013) may also introduce systematic biases in the
SFH reconstruction.

The accuracy of the SFH reconstruction is certainly far from
perfect. Indeed we do find that, especially for young stellar popu-
lations, the best-fitting solutions tend to favour certain SSP ages,
perhaps because their spectra represent more closely those of typi-
cal star-forming regions. Nevertheless, this methodology represents
a significant improvement with respect to photometric techniques,
and our results, obtained with Pipe3D and MUSE data, are already
more precise than previous attempts based on the application of the
VESPA code (VErsatile SPectral Analysis Tojeiro et al. 2007) to the
SDSS spectra, whose SFHs, used by many authors in the present
context (e.g. Brandt et al. 2010;Maoz&Mannucci 2012;Maoz et al.
2012; Graur & Maoz 2013; Heringer et al. 2017; Maoz & Graur
2017; Heringer et al. 2019), only contain a single age bin under

400 Myr. In the future, the addition of ancillary multi-wavelength
observations and the comparison of the results obtained with differ-
ent fitting codes and (updated) stellar libraries will make possible to
impose even tighter constraints on the recent star formation at each
spatial location within the galaxies.

Even with the current sample size and temporal resolution in
the SFH, our method provides useful insight on different theoretical
DTD models. Regarding CC SNe, both of the models proposed by
Zapartas et al. (2017) – one assuming classic single stellar evolution
and another including the different interaction channels in binary
systems – are statistically compatible with SNII and SNIb/c data.
Grouping all CC SNe together, we find no evidence in favour of the
DTDbased on binary stellar evolution, with 𝑃𝑣 = 77%, or the single
stellar evolution model with 𝑃𝑣 = 58%. Neither of them is firmly
rejected, though, more detailed studies could help to estimate the
statistical significance of this late CC SN population (Kuncarayakti
et al. 2018; Auchettl et al. 2019). As we saw in the simulation
section, much larger sample sizes would be needed in order to
disentangle between these two prescriptions. More importantly, the
fact that a simple Gaussian model yields a better fit, with 𝑃𝑣 close
to 100%, for any value of 𝜎 in the range between ∼ 50 − 60 and
200 − 400Myr, hints that the data are more consistent with a DTD
with a significant contribution on those time scales, even more than
in DTDzab. Alternatively, it is also possible that a certain fraction of
the CC SNe progenitors are ejected from a binary system after the
explosion of the companion (Zapartas 2019), which would associate
these events with an older stellar population.

We obtain very similar results for SNe Ib/c and SNeII, both in
terms of p-value aswell as confidence intervals for𝜎 in theGaussian
DTD model. In particular, we are not able to discern whether the
progenitors of Ib/c SNe are dominated by stars of more than 25𝑀� .
Given the small number of direct progenitor detections (Smartt
2015) and the different mechanisms proposed to eject hydrogen
envelopes, from Wolf-Rayet winds to binary Roche-lobe overflows
(Smith et al. 2011), this is an extremely important question, but both
a larger sample and a more accurate reconstruction of the SFH in
the last 10 Myr are necessary in order address it.

For SNe Ia, our results have sufficient statistical significance to
rule all models but the H𝛼 proxy and the delayed power-law DTD.
For the latter, we find the best fit for a logarithmic slope 𝛼 ∼ −1.1
(with a 50% confidence interval between −0.8 and −1.4) and delay
timeΔ ∼ 50 (between 15 and 150)Myr. This represents a significant
improvement in time resolution with respect to previous work (e.g.
Aubourg et al. 2008; Brandt et al. 2010) reporting evidence of a
short turn-on point for Ia SNe, Δ < 500Myr.

In summary, the combination of normalised cumulative rank
statistics and integral-field spectroscopic data represent a promising
alternative to characterise the delay time distribution of different
supernova types.

Based on the AMUSING sample, we obtain constraints on
the DTD of type-Ia and CC SNe that are broadly consistent with
previous studies based on other samples and methods. More SNe
would be required in order to increase the statistical significance of
the results and provide tighter constraints, but such an increase in
sample size should be accompanied by a more sophisticated mod-
elling; the reconstruction of the recent SFH (on scales below 100
Myr) and the spatial dependence of the SN detection probability are
two particularly important issues that require further consideration.
From an observational point of view, ancillary multi-wavelength
data (especially in the ultraviolet and near infrared regimes) would
be extremely helpful in order to increase the age resolution in the
recent star formation history.
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Power-Law DTD

𝛼25% 𝛼 𝛼75% Δ25% Δ Δ75% 𝑃𝑣

𝐼 𝑎𝐾𝑆 -0.8 -1.13 -1.4 15 46 150 87.4%
𝐼 𝑎𝐴𝐷 -0.9 -1.22 -1.5 15 46 175 87.4%

𝐼 𝐼𝐾𝑆 -0.9 -1.26 -1.7 15 28 125 99.6%
𝐼 𝐼𝐴𝐷 -0.9 -1.44 -1.7 10 24 75 99.8%

𝐼 𝑏/𝑐𝐾𝑆 -1.1 -1.44 -1.8 10 12 40 99.8%
𝐼 𝑏/𝑐𝐴𝐷 -1.0 -1.40 -1.8 10 11 30 99.8%

Table A1.We compare the results obtained through the K-S and A-D statis-
tics for the parameters of the Power-Law DTD for each SN type. We show
the 𝛼 and Δ values that fit the model, as well as the confidence intervals at
25% and 75%. In the last column we indicate the 𝑃𝑣 of that adjustment.

Gaussian DTD

𝜎25% 𝜎 𝜎75% 𝑃𝑣

𝐼 𝑎𝐾𝑆 188 434 546 17.7%
𝐼 𝑎𝐴𝐷 154 470 502 34.4%

𝐼 𝐼𝐾𝑆 59 81 211 99.6%
𝐼 𝐼𝐴𝐷 51 67 219 99.5%

𝐼 𝑏/𝑐𝐾𝑆 47 56 197 99.8%
𝐼 𝑏/𝑐𝐴𝐷 47 55 212 99.8%

Table A2.We compare the results obtained through the K-S and A-D statis-
tics for the parameters of the Gaussian DTD for each SN type. We show the
𝜎 values that fit the model, as well as the confidence intervals at 25% and
75%. In the last column we indicate the 𝑃𝑣 of that adjustment.

𝐻𝛼 Mass 𝐷𝑇𝐷𝑍𝑎 𝐷𝑇𝐷𝑍𝑎𝐵

𝐼 𝑎𝐾𝑆 87.4 1.1 3.2 5.1
𝐼 𝑎𝐴𝐷 73.6 0.2 1.7 2.6

𝐼 𝐼𝐾𝑆 92.7 9.8 92.7 92.7
𝐼 𝐼𝐴𝐷 85.9 9.5 54.6 69.8

𝐼 𝑏/𝑐𝐾𝑆 58.8 30.8 88.9 99.8
𝐼 𝑏/𝑐𝐴𝐷 54.4 19.1 99.8 99.8

𝐶𝐶𝐾𝑆 - - 59.5 77.7
𝐶𝐶𝐴𝐷 - - 57.9 76.2

Table A3.We compare the results obtained through the K-S and A-D statis-
tics for the different DTD models. The 𝐻𝛼 and mass as tracers of the SNR.
As well as the two Zapartas DTD models consider in this work, where we
include the value obtained for the entire sample of CC SNe. We show the
𝑃𝑣 we get for each SN type.

APPENDIX A: A-D STATISTIC COMPARATIVE

Here we present the main results obtained from the alternative sta-
tistical analysis using the A-D statistical parameter. We also include
the previous results to compare in the next tables.

APPENDIX B: SN CUMULATIVE DISTRIBUTION

This paper has been typeset from a TEX/LATEX file prepared by the author.
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SN Names SN type P Ha P Mass P Ia P II P Ib/c P Za P Zab
𝛼 = −1.1 𝜎 = 80 𝜎 = 50
Δ = 50

ASASSN-13an Ia 0.166790 0.214114 0.243218 0.276724 0.321923 0.300061 0.116094
ASASSN-13ar Ia 0.176560 0.465018 0.425409 0.363850 0.288595 0.330685 0.138494
ASASSN-13cj Ia 0.810587 0.797284 0.676667 0.662022 0.649561 0.666815 0.661863
ASASSN-13cp Ia 0.183792 0.150432 0.199649 0.218518 0.225290 0.212504 0.087793
ASASSN-13cu Ia 0.169977 0.202695 0.138889 0.140020 0.143530 0.142631 0.070562
ASASSN-13dd Ia 0.617443 0.715837 0.200471 0.210252 0.211658 0.208866 0.632618
ASASSN-13dm Ia 0.765077 0.893268 0.842663 0.841596 0.848205 0.848257 0.799899
ASASSN-14at II 0.148410 0.101438 0.106677 0.114995 0.123078 0.120365 0.022611
ASASSN-14bf II 0.495634 0.247709 0.513217 0.555628 0.642835 0.614712 0.129677
ASASSN-14co Ia 0.282171 0.175525 0.110919 0.121403 0.115203 0.111918 0.111086
ASASSN-14cu Ia 0.927760 0.956929 0.589892 0.473068 0.310316 0.400149 0.893017
ASASSN-14db Ia 0.824447 0.775332 0.793141 0.799046 0.831244 0.822238 0.601441
ASASSN-14dz Ia 0.703900 0.493821 0.346934 0.357552 0.374829 0.367184 0.360002
ASASSN-14hr Ia 0.812900 0.919075 0.581131 0.576123 0.586600 0.598531 0.586071
ASASSN-14ig Ia 0.434269 0.868373 0.812806 0.820333 0.815044 0.813720 0.758731
ASASSN-14jc Ia 0.508664 0.308720 0.265012 0.271485 0.277695 0.278943 0.118214
ASASSN-14jg Ia 0.561500 0.339581 0.734098 0.636759 0.313855 0.523215 0.026360
ASASSN-14kr Ia 0.232600 0.182336 0.010028 0.006106 0.004881 0.006588 0.084765
ASASSN-14lp Ia 0.777381 0.731257 0.000885 0.000132 0.000021 0.000249 0.613713
ASASSN-14lt Ia 0.423556 0.120667 0.075437 0.079043 0.095973 0.087659 0.058449
ASASSN-14lu Ia 0.270433 0.135259 0.122224 0.119648 0.116852 0.118904 0.058495
ASASSN-14lv Ia 0.733930 0.687206 0.594550 0.593651 0.585779 0.588327 0.496022
ASASSN-14mf Ia 0.983163 0.797507 0.779288 0.809524 0.838807 0.823354 0.525271
ASASSN-15aj Ia 0.818050 0.834848 0.183648 0.184763 0.173729 0.177245 0.825977
OGLE-2013-SN-015 Ia 0.868844 0.466087 0.292371 0.286772 0.277079 0.281854 0.242346
OGLE-2013-SN-123 Ia 0.506970 0.107586 0.021577 0.022279 0.021165 0.021400 0.013842
OGLE-2014-SN-019 Ia 0.881259 0.964054 0.972266 0.976710 0.972478 0.979497 0.899905
LSQ12hxx Ia 0.201701 0.067853 0.024183 0.026671 0.029861 0.028717 0.010737
LSQ14bbv Ia 0.588780 0.085074 0.064020 0.062833 0.052021 0.052996 0.025875
SN1970A II 0.452461 0.959808 0.852881 0.766382 0.626715 0.744184 0.880014
SN1985G II 0.523166 0.553926 0.507931 0.497009 0.476162 0.487069 0.553065
SN1990Q II 0.076142 0.301633 0.358703 0.389147 0.461496 0.438276 0.112887
SN1993R Ia 0.970824 0.511588 0.965580 0.947548 0.898436 0.923701 0.374154
SN1994D Ia 0.182390 0.616841 0.608603 0.566525 0.515307 0.547363 0.384557
SN1996aq Ic 0.479538 0.223255 0.564331 0.659795 0.685598 0.693747 0.425013
SN1997dn II 0.118837 0.307270 0.308250 0.292032 0.277193 0.283849 0.160339
SN1998X II 0.794514 0.780258 0.740825 0.719313 0.726585 0.733416 0.546318
SN1998bw Ic-BL 0.372404 0.021424 0.011674 0.012212 0.013827 0.013248 0.000264
SN1998dq Ia 0.585708 0.524567 0.798140 0.826057 0.792696 0.785517 0.209051

Table B1. Table of SN values for the cumulative probability 𝑃 of the different DTD models represented in Figure 6 and Figure 7.
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Table B1 – continued

SN Names SN type P Ha P Mass P Ia P II P Ib/c P Za P Zab
𝛼 = −1.1 𝜎 = 80 𝜎 = 50
Δ = 50

SN1999ee Ia 0.158811 0.756217 0.312995 0.166735 0.122016 0.189394 0.424880
SN1999ex Ic 0.109521 0.358974 0.285347 0.278336 0.257559 0.278535 0.322671
SN2000do Ia 0.483130 0.691332 0.771282 0.782319 0.801623 0.795583 0.582623
SN2000ft II 0.140568 0.597246 0.408082 0.398429 0.388033 0.395740 0.264787
SN2001da Ia 0.611240 0.322245 0.392027 0.420304 0.533431 0.496980 0.167528
SN2001fv II 0.741085 0.996905 0.932183 0.922507 0.784467 0.876276 0.981586
SN2002J Ic 0.499728 0.380802 0.167970 0.155959 0.149718 0.156184 0.052001
SN2002hy Ib-pec 0.448653 0.232222 0.834327 0.829942 0.822051 0.824221 0.195290
SN2003gh Ia 0.681593 0.421791 0.514374 0.624910 0.582741 0.566012 0.166390
SN2004dg II 0.734361 0.114663 0.150819 0.199805 0.195653 0.178201 0.098000
SN2004fd Ia 0.685797 0.768139 0.126871 0.128807 0.133323 0.132929 0.518728
SN2004ff IIb 0.159322 0.032179 0.139303 0.167715 0.209871 0.183837 0.021089
SN2004gs Ia 0.968575 0.987632 0.650864 0.669505 0.712274 0.694070 0.919833
SN2005Z II 0.178237 0.097565 0.027428 0.027621 0.029967 0.029283 0.044285
SN2005bg Ia 0.819796 0.763618 0.978939 0.975873 0.966243 0.978018 0.741462
SN2005cu II 0.491362 0.862038 0.819644 0.778520 0.810350 0.822093 0.625915
SN2005hc Ia 0.768696 0.105840 0.069176 0.054893 0.038561 0.047913 0.030186
SN2005ir Ia 0.775368 0.859953 0.737702 0.768200 0.772070 0.774374 0.847014
SN2005ku Ia 0.227398 0.371673 0.222904 0.192689 0.157610 0.179511 0.190300
SN2005lu Ia 0.366929 0.565185 0.443566 0.481047 0.489301 0.483218 0.479028
SN2005lw II 0.204821 0.106472 0.052532 0.057301 0.062288 0.059814 0.027743
SN2005na Ia 0.270258 0.682692 0.068950 0.068148 0.067470 0.067524 0.505493
SN2006D Ia 0.041193 0.224606 0.062440 0.039421 0.022557 0.035281 0.070393
SN2006br Ia 0.177894 0.741343 0.694355 0.620313 0.491382 0.586565 0.590278
SN2006cm Ia 0.119211 0.072757 0.455700 0.484254 0.454930 0.444839 0.026294
SN2006cu II 0.746130 0.561926 0.758641 0.844718 0.833197 0.833296 0.706224
SN2006ej Ia 0.228426 0.057320 0.036369 0.036404 0.031690 0.033232 0.013602
SN2006et Ia 0.041417 0.146684 0.153976 0.158072 0.158099 0.154236 0.041559
SN2006fo Ibc 0.689975 0.472099 0.473389 0.351548 0.273640 0.315027 0.319660
SN2006hx Ia 0.630525 0.599953 0.563311 0.579166 0.572805 0.565416 0.446206
SN2006my II 0.410144 0.385005 0.190138 0.165410 0.112448 0.137237 0.177899
SN2006os Ia 0.305296 0.158953 0.109616 0.106688 0.096418 0.099897 0.064618
SN2006ot Ia 0.607097 0.132907 0.573642 0.558676 0.528714 0.535180 0.060893
SN2007ol Ia 0.987964 0.976076 0.941603 0.941297 0.941531 0.941569 0.943058
SN2007rz Ic 0.282154 0.307544 0.581534 0.578588 0.530763 0.544407 0.439479
SN2007so Ia 0.525625 0.140773 0.021918 0.024879 0.024257 0.023333 0.082260
SN2008V II 0.747775 0.738270 0.767946 0.629913 0.410194 0.484113 0.592841
SN2008ee Ia 0.555157 0.682100 0.526351 0.537201 0.540790 0.536419 0.524200
SN2008ge Ia 0.524254 0.833320 0.864357 0.855900 0.839554 0.848205 0.782096
SN2008ia Ia 0.305494 0.204360 0.029327 0.021460 0.018284 0.021155 0.169370
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Table B1 – continued

SN Names SN type P Ha P Mass P Ia P II P Ib/c P Za P Zab
𝛼 = −1.1 𝜎 = 80 𝜎 = 50
Δ = 50

SN2009I Ia 0.060258 0.304660 0.103644 0.098704 0.102625 0.103934 0.112538
SN2009N II 0.439683 0.669840 0.525081 0.210456 0.099449 0.198947 0.074683
SN2009Y Ia 0.023271 0.310361 0.000804 0.000415 0.000576 0.000719 0.266549
SN2009bb Ic-BL 0.932156 0.257499 0.664113 0.721871 0.727210 0.701028 0.320041
SN2009dq II 0.786525 0.812521 0.655905 0.637830 0.655518 0.657504 0.887327
SN2009iw Ia 0.077660 0.137907 0.034361 0.046267 0.061990 0.057481 0.139379
SN2009jr Ia 0.674638 0.466699 0.630809 0.645136 0.624850 0.637671 0.310773
SN2009md II 0.167458 0.379894 0.400758 0.501145 0.680480 0.583292 0.378687
SN2010A Ia 0.526566 0.283988 0.513104 0.598624 0.787844 0.730725 0.245151
SN2010F II 0.110802 0.044524 0.022615 0.020692 0.016994 0.018728 0.009708
SN2010ev Ia 0.453274 0.596182 0.222028 0.203323 0.190035 0.195742 0.375527
SN2010jr IIb 0.081878 0.467696 0.520521 0.512049 0.480984 0.506403 0.072704
SN2011iy Ia 0.069711 0.358630 0.140738 0.138761 0.108691 0.116724 0.379701
SN2011jm Ic 0.950732 0.778275 0.956131 0.990418 0.999175 0.997217 0.699016
SN2012P IIb 0.669120 0.115567 0.130745 0.175029 0.171431 0.153608 0.101830
SN2012au Ib 0.572198 0.887246 0.822905 0.858263 0.885834 0.871066 0.919328
SN2012bu II 0.437099 0.008791 0.055883 0.045092 0.034442 0.040484 0.000625
SN2012cu Ia 0.530500 0.118880 0.063500 0.059252 0.032033 0.042054 0.031506
SN2012gm Ia 0.082296 0.386049 0.326942 0.298837 0.279888 0.298630 0.129444
SN2012hd Ia 0.728167 0.786028 0.995929 0.995352 0.993750 0.995453 0.791360
SN2012ho II 0.660239 0.653797 0.839535 0.843847 0.834677 0.843726 0.163718
SN2013aj Ia 0.072192 0.664278 0.107779 0.114845 0.106778 0.110285 0.573712
SN2013fz Ia 0.378148 0.466699 0.605928 0.694672 0.814137 0.793689 0.399739
SN2014at Ia 0.047492 0.137839 0.153637 0.140607 0.148461 0.151510 0.024346
SN2014cd Ia 0.510009 0.554159 0.275515 0.292365 0.328164 0.321439 0.445649
SN2014cy II 0.244265 0.312826 0.360056 0.371057 0.361947 0.363314 0.273973
SN2014dm Ia 0.033906 0.253024 0.141061 0.143961 0.160626 0.154704 0.140950
SN2016aew Ia 0.522488 0.818343 0.703986 0.598550 0.463202 0.514614 0.482393
SN2016bas IIb 0.962775 0.641857 0.784397 0.726920 0.696880 0.716044 0.384510
SN2016gfk Ia 0.120780 0.112838 0.216730 0.235994 0.315861 0.295262 0.015471
SN2016hmq II 0.923808 0.926422 0.549793 0.493000 0.473100 0.498446 0.842246
SN2016iyz II 0.457771 0.492101 0.284005 0.248520 0.245159 0.260594 0.425281
SN2016jga II 0.738841 0.768548 0.745567 0.686243 0.648091 0.675512 0.719000
SN2018ezx Ia 0.163901 0.794255 0.850840 0.838003 0.826298 0.834725 0.636871
SN2018kcw II 0.996437 0.532236 0.996537 0.995161 0.995018 0.995664 0.554836
iPTF13bvn Ib 0.734361 0.114663 0.150819 0.199805 0.195653 0.178201 0.098000
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