
            

PAPER • OPEN ACCESS

Identical spin rotation effect and electron spin
waves in quantum gas of atomic hydrogen
To cite this article: L Lehtonen et al 2018 New J. Phys. 20 055010

 

View the article online for updates and enhancements.

Related content
Spin waves in quantum gases—the quality
factor of the identical spin rotation effect
L Lehtonen, O Vainio, J Ahokas et al.

-

Magnetic resonance line shifts in the
quantum gas of atomic hydrogen
J Ahokas, O Vainio, S Novotny et al.

-

Spin waves and quantum collective
phenomenain Boltzmann gases
E P Bashkin

-

This content was downloaded from IP address 130.232.14.82 on 20/12/2018 at 08:36

https://doi.org/10.1088/1367-2630/aac2ab
http://iopscience.iop.org/article/10.1088/1402-4896/aad4d6
http://iopscience.iop.org/article/10.1088/1402-4896/aad4d6
http://iopscience.iop.org/article/10.1088/0031-8949/2010/T140/014012
http://iopscience.iop.org/article/10.1088/0031-8949/2010/T140/014012
http://iopscience.iop.org/article/10.1070/PU1986v029n03ABEH003179
http://iopscience.iop.org/article/10.1070/PU1986v029n03ABEH003179
https://oasc-eu1.247realmedia.com/5c/iopscience.iop.org/211438054/Middle/IOPP/IOPs-Mid-NJP-pdf/IOPs-Mid-NJP-pdf.jpg/1?


New J. Phys. 20 (2018) 055010 https://doi.org/10.1088/1367-2630/aac2ab

PAPER

Identical spin rotation effect and electron spin waves in quantum gas
of atomic hydrogen

LLehtonen1, OVainio1, J Ahokas1, J Järvinen1, SNovotny1, S Sheludyakov1, K-A Suominen1, S Vasiliev1,
VVKhmelenko2 andDMLee2

1 Department of Physics andAstronomy,University of Turku, FI-20014Turku, Finland
2 Institute forQuantumScience and Engineering, Department of Physics andAstronomy, Texas A&MUniversity, College Station, TX

77843,United States of America

E-mail: servas@utu.fi

Keywords: identical spin rotation effect, quantumgas, atomic hydrogen, electron spinwaves, BECof quasiparticles, electron spin resonance

Abstract
Wepresent an experimental study of electron spinwaves in atomic hydrogen gas compressed to high
densities of∼5×1018 cm−3 at temperatures ranging from0.26 to 0.6 K in the strongmagnetic field of
4.6 T.Hydrogen gas is in a quantum regimewhen the thermal de-Broglie wavelength ismuch larger
than the s-wave scattering length. In this regime the identical particle effects play amajor role in atomic
collisions and lead to the identical spin rotation effect (ISR).We observed a variety of spinwavemodes
caused by this effect with strong dependence on themagnetic potential caused by variations of the
polarizingmagnetic field.We demonstrate confinement of the ISRmodes in themagnetic potential
andmanipulate their properties by changing the spatial profile of themagnetic field.Wehave found
that at a high enough density ofH gas themagnons accumulate in their ground state in themagnetic
trap and exhibit long coherence, which has a profound effect on the electron spin resonance spectra.
Suchmacroscopic accumulation of the ground state occurs at a certain critical density of hydrogen
gas, where the chemical potential of themagnons becomes equal to the energy of their ground state in
the trapping potential.

1. Introduction

The concept of spin is one of themain features which distinguish between quantumand classical behavior of
matter. Interactions between particles having spin, obeying laws of quantummechanics, may lead to a transport
of spin variable in space and time, or propagation of the spin perturbation in awave-likemanner. Spinwaves in
solid systems, e.g. ferromagnets, usually result in the exchange or dipolar interactions of electrons, which have
sufficient overlap of their wave functions. Spinwaves related to the nuclear spin of 3He represent a special case of
this phenomenon in a degenerate Fermi liquid, where a large variety of quantum effects are observed. In this
system the Fermi liquid interactions give rise to amolecular fieldwhich leads to a precession of spin currents
associatedwith spin diffusion observed in experiments as a strong departure of the results of spin echo
measurements from the conventional behavior, known as the Leggett–Rice effect [1].

Spinwaves in cold gases are fundamentally different from condensedmatter systems because they are
generated fromquantum collisions of identical particles, basically during very short timeswhen the particles
approach each other to the distance comparable with their degree of delocalization in space given by the de-
Broglie wavelength. It turns out that even in this case exchange effects of identical particles inmultiple collisions
lead to awave-like propagation of the spin perturbation. The spinwaves in gases of cold atomswere first
observed for the nuclear spins in the gas of 3He [2] and atomic hydrogen [3], and recently for the cold gas of 87Rb
[4] and for electron spins of atomic hydrogen [5]. Spinwaves in atomic hydrogen in strongmagnetic fields
represent a special case when the nuclear and electron spins are decoupled, and each can serve as the propagating
quantity.
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Quantization of the spinwave oscillations leads to a description of the system as a gas of quasiparticles, or
magnons. Such quantizedwaves or collective excitations of particles, similar to the normal atoms,may exhibit
quantumphenomena, dependent on the type of statistics they obey. For Bose-type of (quasi)particles one of the
most famous is the phenomenon of Bose–Einstein condensation (BEC). Beingfirst considered for the light
quanta [6, 7], statistical attraction between identical bosons leads to themacroscopic occupation of their energy
ground state, when their number exceeds a certain critical value for a given temperature. For cold atoms the
phenomenon of BEChas been demonstrated in 1995 [8, 9] and has been intensively studied during last decades.

BEC cannot occur in the systemof quasiparticles in thermal equilibrium since their chemical potential is
zero, and the quasiparticle number is provided by the external reservoir in amounts dictated by its temperature.
Lowering the temperature decreases the occupation numbers of different quantum states including the ground
state, and no criticality is reachedwith respect toT. Therefore, one has to consider a non-equilibrium case, when
the excessive (over equilibrium)number is created by e.g. injecting quasiparticles from some external source. In
such a case the chemical potential becomes non-zero, and the BEC regime can be attained viamacroscopic
population of the ground state. SuchBEC-like behavior, or spontaneous coherence, had been predicted by
Fröhlich [10] in 1968 for systems of coupled oscillators and is often referred to as the Fröhlich coherence.
Recently the BEC-like effects were observed for such quasiparticles as exciton polaritons [11], triplet states in
magnetic insulators [12], magnons in ferromagnets [13] and liquid 3He [14], photons in amicrocavity [15], and
formagnons in a gas of spin-polarized atomic hydrogen (H) [16].

In this paperwe present a description of our experimental study of the electron spinwaves in the cold gas of
atomic hydrogen. Thework is done in a strongmagnetic field of 4.6 T, over a temperature range of 0.26–0.6K,
when the gas is not yet degenerate, but already sufficiently cold for studies of the effects of quantum collisions.
Short descriptions of our experiments were given in two letters [5, 16]. In [5]we have reported the possibility of
generation of electron spinwaves, and guiding and trapping themwith amagnetic potential. In [16] an
emergence of spontaneous coherence andBEC-like behaviorwas observed.Herewewill present amore detailed
description of the experimental apparatus and technique, further analysis of the experimental results, and
theoreticalmodeling of themagnons behavior.

2. Background

By the end of the 1970s the physics of spinwaves in dense highly degenerate Fermi liquids waswell understood
withmany interesting experimentsmatching the theory. At that time researchers questioned the possibility for
spinwaves inmore dilute systems: weak solutions of 3He in superfluid 4He or cold gases of spin-polarized atoms.
For dilute 3He systems Bashkin andMeyerovich [17, 18] predicted existence of collective spin oscillations in
strongmagnetic fields, whichwas later confirmed in experiments [19, 20]. Theworkwith themore dilute
gaseous systemswas initiated by the pioneering experiments of Silvera andWalraven [21]where they succeeded
in stabilization of atomic hydrogen at densities of>1014 cm−3 at temperatures of∼0.3K. At about same time a
high degree of nuclear polarizationwas reached in cold 3He gas bymeans of optical pumping [22]. Theoretical
treatment of the cold gases was first based on thewell elaborated Fermi liquid theory. Using such an approach
Bashkin [23] showed that themean-field interaction between gas particlesmay lead to similar spin propagation
effects such aswere observed in dense Fermi liquids. The spinwavesmay also occur also in a non-degenerate gas
which is in a quantum regimewith respect to interatomic collisions. The gas is considered to be in the quantum
regimewhen the thermal de-Broglie wavelengthΛth substantially exceeds the scattering length for elastic
collisions as.

The quantum gas condition is not the same as that for the degenerate quantumgas. The latter situation
occurs whenΛth exceeds themean interatomic spacing r, and it is associatedwith drastic changes in the
macroscopic properties of the gas; the phenomenon of BECof atoms. Therefore, there exists a rather wide
experimentally accessible range of densities n∼r−3 and temperatures where r>Λth>a, i.e. the gas is in the
quantum regime but not yet degenerate. The race for BEC and competitionwith alkali atoms has left this
parameter region quite neglected. This range is especially large forHbecause of the small size of the atom
(aH≈0.07 nm). The Fermi liquid approachwas used by Lévy andRuckenstein [24] to derive equations of spin
transport in quantumgases whichwere essentially the same as obtained by Leggett [25] for the degenerate Fermi
liquid.

The Fermi liquid-like approach for the treatment of cold gases was in a seeming contradictionwith the
nature of atomic interactions which occur during short collision events. Lhuillier and Laloë in a series of
publications [26–28] considered the effects of indistinguishability in atomic collisions and solved the Boltzmann
equation for the spin density. They pointed out that in the quantum gas regime there appears a special type of
collisions inwhich identical particles exchange (rotate) their spins without changing theirmomentum. This
effect, named the identical spin rotation (ISR), plays the role of amolecular field for the spin currents, finally
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leading to an equation identical to the spin transport equation derived by Leggett [25] for dense Fermi liquids.
Accumulating inmultiple subsequent collisions, ISRmay lead to the propagation of spinwaves. The efficiency of
ISR depends on the ratio of the frequencies of spin changing collisions to the elastic collisions and is given by the
so-called ISR quality factor asth*m ~ L , which is large in the quantumgas regime. Later Bouchaud [29, 30]
extended the ISR theory for the treatment of electron spinwaves and specifically the case of spin-polarized
atomic hydrogen. The relationship between the spin rotation and Fermi liquid theories was analyzed byMyake,
Mullin and Stamp [31], and later byMeyerovich [32] resulting in the general conclusion that these two
approaches have same origin in the dilute spin systems.

Soon after their theoretical prediction, spinwaves of ISR typewere observed for spin-polarized 3He gas in
Paris [2], and for nuclear spins of atomic hydrogen gas at Cornell University [3]. Progress in trapping and
cooling of alkali vapors also allowed observation of the ISRwaves for ultracold 87Rb [4]. In all the above
mentioned experiments the spinwaveswere associatedwith nuclear spins (Hprotons and 3He) orwith the total
spin of atoms in zeromagnetic fields (87Rb). Pure electron spinwaves weremuchmore difficult to observe, but
eventually were observed for atomic hydrogen in strongmagnetic fields [5], and are considered in this work.
More detailed descriptions of the history of spinwaves in quantumgasesmay be found in reviews ofMeyerovich
[33], Freed [34] and Lee [35].

In our considerations of the spin dynamics, we follow the treatment of Bouchaud and Lhuillier [29], which is
specialized to the case of electron spinwaves in atomic hydrogen gas. In this case the ISR equation is given below:
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( ) spin polarization (or
magnetization) vector, such that Sx, Sy= Sz≈S0,B(r, z) is the externalmagnetic field in z-direction, γ the
gyromagnetic ratio of the spin involved,D0 the axial spin diffusion coefficient, and *m the spinwave quality
factor.Multiplying the equation by i gives a Schrödinger-like equationwith damping. The kinetic energy is, as it
would be for a particle with effectivemass m D2 0* *m» - , and the potential term is defined by the Zeeman
energy of the spin in themagnetic fieldB(r, z). This analogy allows treatment of the ISRmagnons in amanner
similar to that of real atoms inmagnetic traps.Wemay use similar terminology to that used in the cold atoms
field, and classify themagnons as high and lowfield seekers. The electron spinwaves are attracted to the regions
of strongmagnetic field,making their behavior similar to the highfield seeking atoms.Nuclear spinwaves ofH
are lowfield seekers, with the effects of the potential for thembeing 650 timesweaker. However, there is one
important difference in the trapping of themagnons. It turns out to be possible to use thewalls of the
experimental chamber as a part of the trap.With a special choice of non-magneticmaterials for thewalls (e.g.
liquid helium) onemay realize nearly perfect reflective boundary conditions for the spinwaves. Then, the
combination of suchwalls with themagnetic fieldmaximumallows building a 3D trap for high or lowfield
seekingmagnons.

The ISR theory can be applied to any internal degree of freedomof colliding atoms, which is exchanged in
the quantum collisions. It can be nuclear or electron spin [29], a pseudo-spin [27], or just some quantity, which
makes atoms distinguishable. But it turns out that there is fundamental difference in the sense of the ISR, which
depends on the type of the atoms and the spin statistics involved. This is taken into account by the parameter *m
which depends on the details of interatomic potential, and basically on the sign of the s-wave scattering length in
the limit of cold collisions. The dynamics of ISRmagnons for the abovementioned gases of 3He, 87Rb, and
nuclear and electron spinwaves of hydrogenmay be completely different and can reveal new and interesting
features.

3. Experimental basics

ISR is aweak effect, and atoms need tomakemany hundreds of spin changing collisions before the spin
perturbations traverse the sample cell fromone end to another. Since the effectivemean free path for spin
changing collisions can be estimated as n1 10SE th

2l ~ L ~( ) μm, at the gas density of 1016 cm−3 and
temperature of 0.3 K, one can estimate that for the sample cell size of 0.5 mm the atommakes on the average 50
spin changing collisions during its travel between the SCwalls. Therefore, gas densities substantially higher than
that are required to observe ISR spinwavemodes. Such high densities cannot be reachedwith the standard
trapping techniques used in BEC experiments with alkali vapors. In this work, we utilize amore conservative
compression technique by reducing the volume of the sample surrounded by physical rather thanmagnetic
walls.
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Atomic hydrogen gas is stabilized against recombination in a strongmagnetic field of 4.6 T and temperatures
∼0.2–0.5 K. The electron and nuclear polarized state m m, 1 2, 1 2I Sñ = - - ñ∣ ∣ is the only state whichmay be
compressed to high densities of this work [36]. The atoms are compressedwith a fountain pump technique (see
figure 1 and appendix A for details)using a piston of superfluid helium.During the compression ramp the piston
pushes theHgas to the top of the 0.5 mmdiameter cylinder, reducing its volume by nearly three orders of
magnitude and attaining densities above 1018 cm−3. At high densities considered in this work the number of
atoms in the compressed gas decreases due to the process of the three-body recombination.We distinguish two
different scenarios of the evolution of the gas sample after the compression ramp, according towhichwewill
categorize experimental results presented in the following section.

I.Medium compression in cylindrical geometry: The compression ramp is stopped at 3–4 mmheight of the
gas cylinder and densities∼5×1017 cm−3. Decay of the gas density leads to the decrease of its pressure, and the
heliumpistonmoves up, approaching its value at zero density (figure 1(a)). The sample retains a cylindrical
geometrywith the height and the gas density decreasing on a time scale of 10–60 min.

II. Strong compression endingwith the gas bubble: Driving the sample height to smaller values leads to
higher gas densities at the end of the compression ramp. Then, as in I, the height of the cylinder with the gasfirst
decreases due to loss of the atoms in recombination.When the height becomes close to the tube diameter, the
sample geometry suddenly changes to that of the gas bubble.Now the surface tension of helium compresses the
remainingH sample. The surface tension pressure is inversely proportional to the bubble radius, and for small
enough bubbles is approximately equal to the gas pressure. The bubble rapidly shrinks and the gas density
increases. Depending on thefinal height of the compression ramp the lifetime of the bubble ranges from10 to 80
section.Maximumdensities≈5×1018 cm−3 are reached in the smallest bubbles of∼20 μmdiameter which are
still possible to detect with our technique.

The combination of amagnetic fieldmaximumwith the helium coveredwall can form a potential well where
the spinwavemodes described by the equation (1) can be excited and trapped. Therefore, the spatial distribution
of the staticmagnetic field exerts a strong influence on the shape of the ESR lines as well as on the position,
spacing and behavior of theirmodulations resulting from the spinwaves.

Despite the special precaution for the choice of non-magneticmaterials surrounding the compression
region, wewere not able to avoid tiny residualmagnetic fields, which originatedmainly from the Stycast 1266
epoxy ring forming the vacuum seal in the upper part of the compression tube. Theweak diamagnetic properties
of the epoxy in strongmagnetic field (magnetizationM≈−0.8G in thefield of 46 kG) created a saddle profile of
magnetic fieldwith amaximumat the side-wall of the tube 0.5 mmbelow the top of the cylinder. It turned out

Figure 1. (a) Schematic representation of the sample cell and the compression technique.Heliumpiston ismoved by the fountain
pressure caused by the temperature difference between the left and right columns of theU-tube system separated by a superleak.
Heating the left column transfers helium into it and opens the inlet of theH gas fill line. Then, ramping down the heating returns
heliumback to the right columnwith a variable cross-section. Further compression pushes the gas to the top of the 0.5 mmKapton
tube (KT)with a typical∼103 fold reduction of its volume. Position of the heliumpiston ismeasuredwith submicrometer resolution
using capacitance levelmeter in the left column. Evanescent field (EF) below the 0.4 mm iris in the lowermirror of of the 130 GHz
Fabry–Perot resonator (FPR) is used for the excitation and detection of the ESR and spinwaves. In order to remove recombination
heat, H gas inside the thin (∼3 μm)walledKapton tube (KT) is actively cooled by a streamof superfluid helium (l-He cooling)flushing
the outer walls of the capillary. (b)Upper part of the compression region in case of themedium compression (I) in cylindrical
geometry. (c)Bubble stage of the strong compression (II). Colormap in the compression region illustrates the remnantmagnetic field
caused by small negativemagnetization of the epoxy ring (E) around the upper part of the capillary. Black and dark red color
correspond to the stronger fields with amaximumof≈0.3 G.
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that in the case of themedium compression (I) themagnetic potential associatedwith this epoxy field plays very
important role in the dynamics of the spinwaves.

Thefieldprofile created by themagnetized epoxy ring cannot be changed andpersisted in all experiments.We
calculated it numericallyusing the knowngeometry of the ring, andusing the epoxymagnetization as afitting
parameter tomatch the behavior of the trappedmagnonpeak (see appendixA). In addition to the permanent epoxy
profile,we are able to add a linear axial gradient ofmagneticfield up to≈40G cm−1 using a systemof gradient coils.
In such strong gradients the inhomogeneities due to epoxy canbe safely neglected in the analysis of the spectra.

In our data analysis belowwe distinguish three distinct cases with respect to the gradients and
shape ofmagnetic potential : large negative/positive gradient, for which themagnetic fieldmagnitude
increases/decreases downwards, away from the rf excitation region (EF) located at the top of the cylinder with
the compressed gas, and saddle potential, which is themagnetic field profile without any applied gradients.

We used electron spin resonance at 130 GHz for the excitation and detection of the electron spinwaves. At
the high densities used in this work it is not possible to use conventional techniqueswhere the sample is located
in a high quality resonator. The losses ofmicrowave power at resonance are so large, that the response of the
system cavity-sample becomes nonlinear, and small variations of the absorbed power due to spinwaves cannot
be resolved. The 2.3 mmwavelength of the rf excitation is also too large for the selective excitation of spinwave
modes, which, as wewill showbelow, have characteristic wavelengths of the order of several tens of μm.These
two problems are solved by placing the compressed gas into the evanescent tail of the rf field (EF) leaking
through the 0.4 mmdiameter iris in the 0.5 μmthick planarmirror of the Fabry–Perot resonator. Thefield
decreases exponentially below the top of the compression regionwith the characteristic length of 80 μm.

ESR spectra are detected using a heterodyne cryogenic ESR spectrometer [37]. The output signal of the
spectrometer provides real (absorption) and imaginary (dispersion) parts of the complex reflection coefficient of
the cavity as a function ofmagnetic field or frequency. In this waywe distinguish twomodes of operation:
continuouswave (CW) and pulsedmode.

In theCWmode the rf at the fixed frequencyωex=2πfex and very low (�1 nW)power is fed into the Fabry–
Perot resonator. The staticmagnetic fieldB0 is swept through the resonance value for this frequencyωex=γe B0.
This is donewith a separate sweep coil applying a small ramp-like offset fieldΔBsweep(t). The absorption and
dispersion signals are recorded as functions ofΔBsweep.

In the pulsed ESRmode the staticmagnetic field isfixed at some value near the resonance, and the excitation
pulse is appliedwith afixed excitation frequency and a given duration time τp. The free induction decay (FID)
after the pulse is recorded and averaged for several thousand similar excitation-detection cycles. Then the
Fourier transform (FT) is taken, which gives the real and imaginary components of the transversemagnetization
as a function of frequency. The pulse duration defines the excitationwidth in the frequency domain δ f≈1/τp.
If thewidth is larger than theCWESR linewidth, the entire line is excited and the Fourier transformof the FID
provides a lineshape similar to that seenwithCWESR. The possibility of exciting a small region of the
inhomogeneously broadened line using narrow selective pulses leads to a significant advantage for the pulsed
technique. This technique is substantially faster and allows acquisition times for one spectrumwell below 1
second. This is very important for detection of fast processes which occur in the experiments with bubbles.

Since the offset fieldΔBsweep is added to the inhomogeneous field inside the sample, the regions of stronger
localfieldwould appear on the left side of theCWESR spectrum. The spectrumwould be seen as themirror
image of the pulsed spectrum, inwhich the regions of stronger field oscillate at higher frequency. In order to
avoid confusion andmake straightforward comparisons of the spectra obtained by these two techniques wewill
present below theCWabsorption spectra as a function of the local staticfieldB0, i.e.mirror images of the
absorption function of theΔBsweep.

During the compression rampand following evolutionof the samplewecollect the data of the liquidhelium
levelmeter reading andESR spectra of the compressed gas as a functionof time. The temperature of liquidhelium
around the compressed gas, the position of heliumpiston in the endof the compression ramp, and the direction and
strength of the linearmagneticfield gradients are themainparameterswhichwe vary fromone compression-decay
cycle to another.Using the levelmeter readingswe can calculate the volumeand thedensity of the compressed gas.
These twoparameters are coupled and change simultaneously during each experimental cycle.

4. Results

4.1. Compressions in cylindrical geometry
4.1.1. CWESR spectra
First we analyze the behavior of ESR spectra as a function of the axial gradients ofmagnetic field. Infigure 2we
presented spectra at fairly small densities nH≈8×1016 cm−3, wherewe observe sufficiently strong ESR
signals.
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The spectra feature themain ESRpeak (i) associatedwith the absorption by theH gas in the EF region. The
peak ismodulated by the spinwave oscillations already at this density, which is clearly seen in spectra at zero and
negative gradients. Position of themain ESRpeak does not change after applying the axial gradient since the
gradient coil system iswell centeredwithin the EF region. An extra peak in the highfield side (ii) appears at zero
and negative gradients, with the position dependent on the gradient strength. The change in position as a
function of the gradient allows us to conclude that this peak originates from the region of space≈0.5 mmbelow
the EF, i.e. from themaximumof the saddle potential created by the epoxy ring. The distance between the (i) and
(ii) peaks in zero gradient provides the value of the field differenceΔB≈0.25Gbetween themaximumof the
saddle potential and the EF.

Applying small positive gradient leads to a partial cancellation of the natural inhomogeneity created by the
epoxy ring. The ESR line narrows, and reachesminimumwidth at∇B0≈ 0.85Gmm−1. Furthermore, no extra
peak appears on the left from themain ESR line at larger positive gradients. This proves that the peak (ii) is
associatedwith themagnetic fieldmaximum, and is not caused by a possible secondmaximumof the rf field
located belowEF. In the latter case the (ii) peakwould appear as amirror image on the left side of themain ESR
peak upon reversal of the gradient. Superposition of the positive gradient with saddle profile shifts thefield
maximumupuntil it reaches the top of the cylinder. Then the peak (ii)merges with the ESR peak (i). This
behavior of the peak (ii) suggests an interpretation in terms of spinwavemodes trapped in theminimumof the
saddle potential [5]. It is remarkable that we can observe thesemodes in the regionwhere the excitation rffield is
substantially smaller than in the EF.

Next we look into the dependence of the ESR spectra on theH gas density. In figure 3 we present the
evolution of the ESR absorption in the saddle profile ofmagnetic field, with no extra gradients applied. One
can see that at a certain high density,∼1017 cm−3 a sharp and narrow feature appears in the trappedmagnon
peak. The phase of this feature differs by≈π /2 (figure 3(B)). Changing the phase of the detection by this
amount, we reproduce the true lineshape of the trappedmagnon peak in figure 3(C). The difference of≈π/2
of the peak (ii) from themain ESR peak also indicates that the region in space where this oscillation occurs is
located at≈quarter wavelength (λ /4≈0.5mm) from the EF region. Themm-wave needs to travel twice
this distance and to acquire such a phase shift. This region coincides with the position of the saddle
magnetic trap.

4.1.2. Pulsed ESR spectra
In order to investigate further the spectra in the natural gradient we have used the pulsedmode of detection of
ESR spectra. Aswe have alreadymentioned, we can tune the spectral width of the excitation by adjusting the
pulse duration in the time domain. Using short enough pulses, withwidth�0.5 μs we can cover the region�1 G
of theCWspectrum. In this case all atoms in this region are excited simultaneously and oscillate at the frequency
given by the staticmagnetic field at their location. The Fourier transformof the FID evaluates the strength of
these oscillations as a function of frequency. The spectral line has the shape nearly identical to theCW line,
plotted as a function of frequency 2πf=γeB0. Using narrowpulses shapedwith theGaussian or sinc functionwe
can excite selectively parts of the inhomogeneously broadened ESR line corresponding to certain regions of
space. This is done by tuning the offsetfield to a desired position in the ESR line. The atoms from the excited

Figure 2.ESR absorption spectra in various axial gradients of the staticmagnetic field. The gas density is≈8×1016 cm−3.
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regionmay then redistribute themselves in the compression volume and provide oscillating signals at all
frequencies. If we consider ballisticflight in themolecular regime, theflight time from the EF to theminimumof
the saddle potential is τbal≈6 μs. At densities of 1017 cm−3 the excited atoms distribute via diffusivemotion,
and the characteristic time to travel from the EF region to the saddle trap center is τdif∼200 μs. This is
substantially longer than the recombination time of the excited atoms.We recall that due to the tilted electron
spins these atoms havemuch higher recombination rates than the atomswith fully polarized electron spins.
Therefore, we should not expect any substantial spread and broadening of the ESR signal after selective pulses
unless some other spin transport channels are involved.

In figure 4 we present results of two pulsed ESR spectra when the excitation frequency is tuned to: (a) the
center of themain ESR peak, and (b) the center of the saddle trap formagnons. As expected, we do not
observe any oscillation in the EF region when the atoms are excited in the saddle trap.We see only a very
strong and narrow peak corresponding to the trap center. The situation is different whenwe tune the
pulse to themain ESR peak. In addition to the broad signal from this region we observe a sharp and narrow
peak from the trap. As in the CWexperiment (figure 3) its phase appears to be shifted by π/2 from themain
ESR signal.

The time domain FID data after the pulses centered on the trappedmagnon peak for variousH gas densities
are presented infigure 5.One can see that at lowdensity (bottom trace) the free induction signals decay
exponentially with a rather short time constantT2∼3 μs. The shape of the FID changes at a critical density of
nH≈1.3×1017 cm−3, the same value forwhich the sharp feature also emerges from themagnon peak in the
CWspectrum. At high density the spin oscillations retain the rapidly decaying part in the beginning, but then the
signal recovers and persists for several tens ofμs.We note that the inhomogeneity ofmagnetic field in the saddle
trap regionwould correspond to a pulsed ESR signal broadening of∼1MHz. This is substantially larger than the
observed�20 kHzwidth of the strong peak originating from the saddle trap region. The characteristic growth
time of the FID signal∼5–6 μs is substantially shorter than the diffusion time ofH atoms from the EF region into
the saddle trap.

Development of a node in the FID signals at high gas densitymay be explained by an interference of two
oscillating signals: a rapidly decaying component together with a second, first growing and then slowly decaying
spin oscillation. It is natural to assume that the fast decaying signal is of the same origin as the one for low
densities (bottomplot infigure 5). Then, wemay decompose the FID at high densities, subtracting the fast
decaying part from it. The remaining component indeed shows a growing part in the beginning and then slow
decay. Envelopes of both components are presented as solid lines in the upper plot of figure 5.Making separate
Fourier transforms of the beginning part of the FID before the node and the long lasting oscillation after, we
found that the frequencies of the oscillationsmay be slightly different. The difference depends on thewidth of
the excitation pulse and its frequency tuningwithin the ESR spectrum.

Wenote thatmathematically there is another possibility to reproduce the FIDwith a node as seen in the top
plot offigure 5. It can be obtained as a result of destructive interference of two decaying components oscillating
at the same frequency and shifted in phase (e.g. byπ/2 orπ). However, we cannotfind any physical reasons for a

Figure 3. (A)Evolution of the ESR absorption spectra in the cylindrical geometry and natural gradient ofmagnetic field after the end of
the compression ramp.Density decreases from top to bottom. (B)Comparison of the spectra at low density nH≈5×1016 cm−3

(lower trace), and largest density nH≈4×1017 cm−3 reached just after the end of the compression ramp. (C)Zoom into the trapped
magnons peak for the same densities. The phase of the ESR signal is changed byπ /2.
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such situation. The superposition of signals at slightly different frequencies is expected for the inhomogeneously
broadened ESR line. But the oscillations originating from the same region of space should also have the same
phase. Therefore, we consider unlikely the possibility of such destructive interference.

Figure 4.PulsedESR spectrausing 6 μs long selectivepulses ofGaussian shape.This corresponds to the≈100 kHz spectralwidth of the
excitationpulse.Black upper trace is the full ESR lineshape obtained by theCWmethodandplotted for comparison as a function of the
excitation frequency2πf=γeB0. Lowerblue trace is theFTspectrumof thepulsedESRwhen themagneticfield is tuned to the centerof
themainESRpeak.Middle red trace is recordedwhen the excitation is tuned in resonancewith the center of themagnons trap. Thepulsed
spectra are recordedatfixed frequency, and staticmagneticfield is tuned to thedesired regionof theCWESR line. The inset shows the free
inductiondecay signal in the timedomain recordedwhen themagneticfield is tuned to the trappedmagnonspeak (red trace).

Figure 5. Free induction decays recorded at different densities: well below the critical density (c), well above (a) and approximately at
the critical density (b) for the appearance of the sharp feature in the trappedmagnons peak of the ESR spectrum. The selective ESR
excitation pulses of τp=1 μs duration are frequency centeredwith the trappedmagnon peak. For the sake of comparison the signals
amplitude is scaled to the same starting amplitude. Solid lines in (a) are envelopes of the FID envelope deconvolution as described in
the text: black line is the rapidly decaying oscillation taken from the FID in (c), red line is the growing and then slowly decaying
component remaining after subtraction.
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4.2. Bubbles
The transition from the cylindrical to the bubble geometry occurs in sufficiently strong compressionswhen the
height of the cylinder becomes comparable to its diameter. This event is clearly visible in evolution of the ESR
spectra. In the cylindrical geometry the density of the gas decreases due to recombination. The integrals of the
ESR linewhich are proportional to the number ofH atoms in the EF region also decrease. Once the bubble is
formed, the surface tension compresses the gas and its density starts to increase. This change is clearly seen in the
plot of the integrals of the ESR line as a function of time (figure 6). A similar kink is observed in the levelmeter
readings, which provide the data on the volume of the gas sample. The growth of the integrals of the ESR line
soon changes to a decrease. This happens when the bubble size becomes smaller than the size of the EF region.
Now the decrease of the bubble volume and decrease of the number ofH atoms seen by the ESR dominates over
the growth of density.

Determination of themain parameters of the gas in the bubble can be reliably done only at the initial stage,
when the gas density is extracted from the ESR line integrals, and the levelmeter data provide the volume of the
bubble. The bubble size can be determined by the levelmeter down to the smallest diameter of≈50 μm.Once
the bubble size gets smaller than the EF, determination of the gas density from the ESR integrals becomes very
complicated. In order to evaluate the properties of the gas sample during further evolutionwe use numerical
simulation of the bubble decaywhich isfitted to the ESR and levelmeter data in the beginning part of the decay.
The simulation is based on the approach used in similar workwithH gas bubbles at high density [38].We solve a
set of the coupled kinetic equations for each of the four hyperfine states which account for different
recombination and relaxationmechanisms. The recombination and relaxation rate constants are taken from
previous numerous experimental studies ofH gas in strongmagnetic field [36]. Recombination results in
heating and loss of atomic species. Heat transfer to the heliumbath at the boundary of the bubble establish a
temperature profile in the gas, which in turn affects the reaction rates in different parts of the gas.Heating and

sample losses also change the volume to counter the bubbleʼs surface tension T

r

2s ( ) . Results of the simulation are

shown in the center panel offigure 7. The density and temperature in the bubble rise sharply during thefinal
moments of the bubbleʼs existence.

ESR spectra shown infigure 7 exhibit one common feature: the strong and sharp peak grows rapidly at the
end of the bubble life, starting at the critical density of≈1.3×1018 cm−3. This ismost clearly seen in data on the
left panel recorded in a large positive gradient ofmagnetic field. In this case the peak position does not change in
time. In contrast, in the negative gradient the peakmoves to lower frequencies. Such peak behavior is consistent
with the changes in the location of themagnetic fieldmaximum inside the bubble. In a positive gradient thefield
maximum is at the top of the bubble and does not depend on the bubble diameter. In the negative gradient the
fieldmaximumappears at the bottom,whichmoves upwhen the bubble shrinks. The peak height is larger in the
positive gradient since it has stronger overlapwith themaximumof the excitation field. The sharp peak in the
bubble occurs at about same density nH≈8×1017 cm−3 for gradients of both signs, which is approximately an
order ofmagnitude larger than in the cylindrical geometry.

The strength of themagnetic field gradient is a parameter whichwemay change, and therefore we performed
bubble compression experiments in various gradients. Infigure 8we present the sharp peak amplitudes as a

Figure 6.Plot of the ESR line integrals at the stage of the transfer of the compressed gas from cylindrical geometry to the bubble.
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function ofH gas density for the bubble compression at two values of thefield gradient 20 and 30G cm−1, and
for comparison, the same data in the cylindrical geometry in the natural field profile. One can see that the critical
density is larger for bubbles in stronger gradients.

5. Analyses

5.1. Solutions of the ISR equation in cylindrical geometry
The ISR equation (1) can be solved numerically usingmagnetic potentials based on a calculation of the actual
magnetic field profiles created by themagnetized epoxy ring and linear axial gradients created by the external
coils presented in appendix A. The presence of the saddleminimumof themagnetic potential creates an
interesting situationwhen the lowest spinwavemodesfirst occur in this potential and do not depend on physical
boundaries.With increasingmode numbers their wave functions expand beyond themagnetic wall and spread
in thewhole cylinder volume. This behavior is confirmed in numerical calculations based on actual spatial
profiles ofmagnetic field.

It turns out that with certain approximations for themagnetic field function it is also possible to solve
equation (1) analytically. Since the structures and types of the spinwavemodes are better understood in the latter
case, in this sectionwewill present analytic solutions of the ISR equation (1) using the approximation for the

saddlefield of the form B r z B B r B z e, r z z0
2 2= + -


( ) ( ) ˆ with B B4.6 T, 24 10 T cmr0

3 2= = ´ - - , and
B 6.0 10 T cmz

3 2= ´ - - . The ISR equation has a separable solution S t r z R r Z z, , , e et
p o

ki
,

iq = w q
+( ) ( ) ( ) in

terms of confluent hypergeometric functions:

Figure 7.Evolution of the ESR spectra andmain parameters of theH gas in the bubble stage. Left/right panels present ESR spectra in
large positive/negative gradients of staticmagnetic field B 300 = ▿ G cm−1. The center panel provides a plot of themain parameters
of the gas bubble obtained in the simulationfitted to the ESR and levelmeter data (blue dots) in the initial part of the bubble decay.
Diameter, density and temperature of the gas in bubble are plottedwith blue, purple, and red colors accordingly. The time scale goes
from top to bottom, and the ESR spectra are shifted vertically in linewith the time scale.
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In the axial direction there are both even and odd solutionswith z=0 in themiddle of the cylinder. The
complete solution can be characterized by a set ofmode numbers (k, l,m, p), where k specifies the azimuthal
mode, l the radialmode,m the axialmode, and pwhether the solution is even or odd.

Since there is no spin flow into thewalls of the compression cylinder, we useNeumann boundary condition
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r 0.25 mm= . This gives three characteristic equations, one in the radial direction and two in the axial, for the
even and odd solutions (see appendix B for details). These equations can be numerically solved for ,l m
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5.2. Characteristics ofmagnons
As in the case of a particle in afinite potential, themagnon spectrum splits into two branches: themodes trapped
in the saddle potential and in the cylindrical box. The split is readily noticeable infigure 9, where the behavior of
the roots of the characteristic equations changes at the cusp of the curve. The change can also be seen in themode
functions figure 10, in general as the expansion of thewave functions beyond the saddle trap.One can also see
that the radial numbers have the strongest influence on themode frequency. However, the difference in
frequency between nearestmodes even in this case does not exceedΔf∼10 kHzwhich is equivalent to≈3mG.
Therefore, we do not expect to resolve individualmodes in the ESR spectrumbut rather see an envelope of a
large number ofmodes.

The fact that themagnons of hydrogen are high field seekers is evident from figure 9, where the highest
frequency corresponds to the highestmagnetic field viaω=γB. Themode functions (R Z,0

0
0 infigure 10) are

also concentrated in areas of strongmagnetic field.
Evaluating the imaginary part of the frequenciesω for eachmode gives their damping rates, and

characteristic lifetime of themodes. Themagnon decay times are presented infigure 9. These evaluations are in

Figure 8.Amplitudes of the sharp peak originating from trappedmagnons spectrum in different geometries andmagneticfield
gradients. Solid lines are the plots of the ground state energies for all three cases.
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reasonable agreement with the long lasting oscillations (figure 5) observed in high density pulsed ESR spectra
from the trappedmagnons region.

Onewould expect decay times to decrease as a function ofmode number, and generally this seems to be case.
However, there are some curious exceptions to the rule: The l0, 6, 0, even=( )mode, with frequency close to

the saddle point at B

2
0g
p
, has a lifetime longer thanmany higher frequencymodes ( 17.11 st m= , being the 17th

longest-livedmode, while l0, 3, 0, even=( ) is 27th). Thismode seems to be concentrated in the center of the
cylinder in both radial and axial directions (see figure 10).

6.Discussion

In the above presented results we observed several features which cannot be explained via classical theory of
electron spin resonance signals and lineshapes. First we summarize these observations.

Figure 9. Solutions of characteristic equations (upper plots) for the radial (left) and axial (right)mode numbers, and the ISRmagnon
mode frequencies (lower plot) for theH gas density n 2 10 cmH

17 3= ´ - , and temperature T 0.25 K= .

Figure 10.Eigenmodes R Z Z, ,0,6,10
0

0,6,19
even,odd

0,6,19
even,odd.
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Weobserved an extra peak in the ESR spectrumoriginating from the localmaximumofmagnetic field and
located in the region of vanishingly small rf excitation field.We attributed this peak to the electron spinwave
modes trapped in theminimumofmagnetic potential.We found that a sharp and strong feature emerges from
this trappedmagnon peak at densities exceeding some critical value. The phase difference of≈π/2 is observed
for this peak from that of themain ESR signal, which is also consistent with its spatial location at themaximum
of themagnetic field. Thewidth of the peak is substantially smaller than the ESR linewidth expected for such an
inhomogeneity of staticmagnetic field. The value of critical density depends on the geometry and shape of the
magnetic potential. The saddle potential provides less tight confinement for the spinwavemodes than the strong
linear gradients combinedwith the physical walls. The latter case is realized in the bubble experiments, wherewe
found that the critical density is nearly order ofmagnitude larger (see figure 8). Analyzing the shape of the FIDs
(in the time domain)we found that above the critical density, they contain two oscillating components. First is
the rapidly decaying signal seen also at low densities caused by themagnetic field inhomogeneities. In addition
above the critical density a second component appears, which grows after the excitation pulse, reaches
maximum, and then slowly decays resulting in a narrowpeak in the Fourier transformof the FID. In the first case
the coherence is lost because of the differences in the oscillation frequencies of the large number ofmagnon
modes fromwhich it is composed. The second signal exhibits features of spontaneous coherence developed by
the reorganization of the spinswithin the sample instead of the induced coherence by the excitation pulse. This
observation is very similar to the oscillations of the homogeneously precessing domain in liquid 3He, recently
interpreted in terms of the BECofmagnons [14, 39, 40].

Using pulsed ESR spectroscopywith the narrow selective excitationwe demonstrated that the spin
perturbation created in themaximumof the rf field is rapidly transferred into the saddle potential and results in
a narrow and strong peak corresponding to the single spinwavemode oscillation from this region.We
determined that the spin transport from the excitation region to the trapped state occurs with a speedmuch
faster than ordinary physical diffusion.

We suggest an interpretation of the abovementioned results in terms of a spontaneous coherent oscillation
of the lowest energymode ofmagnons in the trapping potential. This phenomenon is similar to the giant
occupation of the ground state and coherencewhich occur in BECof atoms obeying Bose statistics. The
magnons are bosons, but they are quasiparticles or quanta of excitations without physicalmass. The possibility
of BEC-like behavior formassless quasiparticles has been predicted by Fröhlich [10], and later developed by
Bugrij and Loktev [41] and Safonov [42]. In thermal equilibriumoccupation numbers of quasiparticles of energy
levels òk are given by the Bose distribution function:

n
1

e 1
2k k

kBT
=

-
m- ( )

with zero chemical potentialμ=0, thewell-known Plank distribution. Lowering the temperature will not lead
to any kind of condensation; the occupation numbers will just decrease, and no quasiparticles will be found at
T=0. If however, we turn on an external pumping sourcewhichwill inject extra quasiparticles, the chemical
potential will deviate from zero, andwill grow as amonotonic function of the pumping rate Ip [10, 41]. By
eventually injectingmore andmore quasiparticles, we can reach the situationwhere the chemical potential gets
very close to the ground state energy. As follows from equation (2), the occupation of the ground state diverges at
μ=ò0 as

n
k T

. 3B
0

0 m
=

-
( )

In order to determine the critical pumping rate, we need tofind out how the chemical potential depends on the
pumping rate. In the high temperature limit kBT?ò0, which is well justified in our case, the chemical potential
is given by the equation [41]:

I
k T

, 4p
B

1
0
2

m t= ( )

where the dissipation rate of the pumpedmagnons into the thermal bath 1
1t- is slow enough comparedwith the

inter-state relaxation rate between quasiparticles in different quantum states 2
1t- . The latter condition is

required to ensure that the Bose distribution can be applied for the systemwith pumpedmagnons. One can see
from equation (4) that in order to getμ=ò0 one needs to provide a pumping rate strong enough, such that
I 1p

k T
1

B

0
t =  , since we assumed a high temperature approximation. Therefore, the condition for BECof

quasiparticles can be attained if the pumping rate ismuch faster than relaxation into the thermal bath. For
magnons in ferromagnetic films this has been realized even at room temperature [13].

In the case of ISRmagnons inH gas the situation gets somewhatmore complicated because the effective
mass of e-magnons depends on theH gas density as it follows from equation (1), taking into account that
D0∼1/nH [3, 24, 26]. Therefore, the energies ofmagnon states also depend on theHgas density. For the case of
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harmonic trap this would be m n0
1 2

H
1 2* ~ ~- -( ) . For the real trapping potentials the saddle and cylindrical

geometry used in ourworkwe calculated ò0 as a function of nHnumerically using equation (1). Results are
presented infigure 8. It turns out that ò0 follows nH

1 2~ - dependence quite well. Next, we should take into
account that the pumping rate ofmagnons is proportional to the number offlipped spins in the ESR absorption,
which is proportional to the gas density nH. Then, forfixed RF excitation power and trapping geometry we
obtain from equation (4) that the chemical potential does not depend on nH.Note, that the pumping rate and the
chemical potential under pumping is different for each trapping potential. The ground state energy ò0 for each
trap decreases when theH gas density decreases, and at some stage becomes equal to the chemical potentialμ.

In the experiments, we keep the RF powerfixed, but follow the ESR signal changes for decreasing (cylindrical
geometry) or increasing (bubble)Hgas density. Taking the values of the criticalH gas density from figure 8we
find values of the ground state frequency forwhich the condensation occurs. This happens when the ground
state energy becomes equal to the chemical potentialμ=ò0. Condensation occurs earlier for the saddle
potential because its ground state energy is lower than that for the bubbles. The fact that the condensation occurs
at nearly the same value of ò0 indicates that themagnon pumping rates are nearly same for both traps even
though theH gas densities differ by an order ofmagnitude. The RF field intensity for the saddle trap is
substantially smaller than that for the bubble, which is compensated for themuch larger volume and the density
of states in the saddle trap, finally providing nearly the same pumping rate.

7. Conclusions and future prospects

In this workwe demonstrated thatmagnons in a quantumgas of atomic hydrogen can be trapped in the
potential well created by localmaximumofmagnetic field and thewalls of an experimental cell. A large variety of
spinwavemodeswere observed asmodulations of the ESR spectra. At a high density ofH gas, a strong and
narrowpeak in the ESR spectrum emerged, which is caused by the strong and coherent oscillations of the ground
statemode in the trap. This phenomenon can be explained in terms of the BECofmagnons. A very interesting
topic for continuing experiments would be to study effects related to interactions betweenmagnons and possible
spin superfluidity. In the future we plan to improve control of themagnetic field in the trap and utilize two
coupled traps for studying interference and Josephson tunneling effects between twomagnon condensates.
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AppendixA. Experimental details

A.1. Construction of the sample cell
Presence of the physical walls in experiments with atomic hydrogen is themain obstacle for reaching high
densities of the gas because of the adsorption and subsequent recombination of atoms on the surface. Superfluid
helium turned out to be thematerial with smallest adsorption energy of∼1 K, and therefore, all experiments
with high densityH gas have to be done in the sample cell covered by superfluid helium and at temperatures
above∼300mK. The presence of superfluid helium allows realization of a simple compression techniquewith a
heliumpiston driven by the fountain pressure of superfluid (seefigures 1, A1 andA2).

Thepositionof the heliumpiston and the compressionprocess is controlled by the heater in the left columnof
theU-tube system,with the two columnsbeing separated by a superleak. Raising the temperature of the left column
leads to an increase of its height causedby the temperature dependent fountain pressure of the superfluidhelium.
Helium is pumpedback into the compression/sample volumeby ramping down theheat applied to the left column.
With such a fountain pump techniquewecompressHgas to the topof the 0.5 mmdiameter cylinder, reducing its
volumebynearly three orders ofmagnitude to reachdensities exceeding 1018 cm−3. Theheat ramp rate is carefully
adjusted at each stage of the compression cycle in order to get eventually amaximumdensity andwell defined
geometry. Too fast compressionmay lead to an explosive recombinationof the sample. To ensure effective cooling,
the plastic tubewith compressed gas is immersed into a chamberwith continuousflowof superfluidheliumwhich
passes through a special heat exchanger at themixing chamber of a dilution refrigerator.Using a capacitance gauge
in the left columnwe canmeasure the position of theheliummeniscus in the right columnwith submicrometer
resolution.At the endof the compression cycle, the temperatures of the columns are stabilized, and the height of the
cylinderwith compressedHgas is definedby thebalance between the fountain pressure plus the hydraulic head
pressure of helium, and thehydrogen gas pressure.
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The sample volume is separated from the Fabry–Perot cavity and vacuum space of the dilution refrigerator
with a gold coated kapton film, which prevents the hydrogen from leaking into the high amplitude ESR-volume
inside the cavity. The gold coating acts as the planarmirror of the cavity and allows the rf field to interact with the
sample through a sub-critical (0.4mm)hole in the gold coating, centeredwith the sample volume
(see figure A2). This construction produces a highly inhomogeneous rffield in the sample volume, with a
characteristic (1/e) penetration length of≈80 μm into the sample volume. An inhomogeneous ESR excitation is
crucial for the excitation of spinwavemodes.

A.2. Experimental procedure
A liquid heliumpistonwas used to compress the hydrogen gas in order to reach high densities. The hydrogen gas
wasfirst loaded into a larger volume by using the liquid heliumpiston as a valve opening and closing the
hydrogen gas loading inlet.

The liquid heliumpistonwas operated by adjusting a temperature difference (ΔT) between two sides of a
superleak. On the reservoir side of the piston the liquid heliumwas stored between coaxially aligned capacitor
plates. Above the inner capacitor plate was a larger bulk volume, which allowed emptying the compression

Figure A1.Cross-section of the experimental cell. Heliumpiston reservoir with levelmeter capacitor, FP resonator for ESR, coolant
helium volume and tubes, hydrogen gas sample accumulation volume and fill line, compression volume and excitation region.

Figure A2.Magnified cross-section of the experimental cell around the top part of the sample volume (cylindrical volume in the
center). Also visible are the stycastmeniscus, gold coatedmirror of the Fabry–Perot resonator and the coupling hole in the gold
coating above the sample volume, and the top part of the helium coolant volume.
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volume for loading a hydrogen gas sample. The capacitor was part of an LC-circuit driven by a tunnel diode
circuitry. The operating frequency of≈25MHz of this LC-oscillator was detected at room temperature. The
frequency difference between the empty and full (of liquid helium) capacitor was≈190 kHz andwith our usual
sampling rate of 0.5 Hz the detection accuracywas a fewHertz. This gave us a volume resolution of
approximately 1 nl corresponding to a helium level change of 0.2 mm» in the sample volume.

A typical experiment cycle lasted≈1500 s and consisted offive distinctive stages: I accumulation, II pre-
compression, III pause, IVfinal compression andV sample decay (see figures A3 andA4).

The recording of spectra already started during the accumulation stage I with lowhydrogen gas densities,
while ISRE-induced spin dynamics were still absent. The lineshape andwidthwere defined by thefinite
interaction time of the atomswith the rf excitation field during their ballistic flight through the EF region. The
maximumhalf-width of≈50mG (∼150 kHz)wellmatches the≈6 μsflight time across the≈0.4 mmdiameter
EF. Thewidth of the ESR lines rapidly decreasedwith increase ofH gas density, clearly indicating on the
transition from themolecular to diffusive region ofmotion.Minimumwidth of≈20mGwas reached at
densities exceeding∼1017 cm−3 as defined by the residual inhomogeneity of staticmagnetic field in the EF. The
narrow lowdensity spectra served as calibration against long term frequency/magnetic field drifts.

Initially accumulated sample gas included both highfield seeking hyperfine states a
(m m, 1 2, 1 2I Sñ = + - ñ∣ ∣ ) and b (m m, 1 2, 1 2I Sñ = - - ñ∣ ∣ ). Increase of density at the pre-compression
stage leads to a preferential recombination of the a-state (see e.g. [36] for details) resulting to a substantial extra
heat. A pause in the compression sequence was found to be necessary, in order to accommodate this process. A
too fast compressionwith a-state atoms in the sample lead to a runaway recombination and explosion of the
sample. After few tens of seconds of steady state evolution, thefinal compression stagewas initiated, raising the
temperature difference between compression and reservoir volumes to a desired value. The range of possible
final compression forces was large leading to a large rangefinal hydrogen gas densities, although too strong
compressions again induced a runaway recombination, irrespective of the pause before the final compression.

During the compression the geometry of the sample volume is constantly changing, as the uppermeniscus of the
liquidheliumpiston rises in the volume, pushing the hydrogen gas towards the topof the volume.Asmost of the
detectable spinwave dynamics is happening at the topmostmmof the sample volume, theheliumpiston induced
geometry changes affect the spectra only at the very endof a sufficiently strong compression.Duringweak
compressions the pistondoes not reach the topof the sample volume. For theweak compression, thehighest

Figure A3. Levelmeter data for a full experiment cycle.

Figure A4. Levelmeter data detail for sample decay.
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hydrogen gas densities occur at the endof the compression volumeheating ramp, afterwhich thehydrogen gas
density starts to decrease due to recombination and endingwith a vacuumabove the piston. Themost accurate
hydrogen gas densitymeasurementswere performedduring theperiodof constantΔTbetween the volumes,when
the hydrogen gas densitywas declining. Thedensity dependenceof the spinwave dynamics in a cylindrical
geometry, andwith a saddle potentialminimumfor themagnons,was seen twice during these compressions.Once
while the density is increasing during thefinal compression, and in reversed order during the decay of the sample.

At the end of relatively strong final compressions the hydrogen gas collapsed into a bubble immersed in
liquid helium at the top of the sample volume. The bubble stage of the compression usually lasted a few tens of
seconds, duringwhichwe couldmeasure tens of spectra. Althoughwewere capable ofmeasuring the volume
changes relatively accurately even during the final seconds of the bubble lifetime, determining the hydrogen
pressure turned out be non-trivial. In contrast to theweaker compression, the hydrogen density is
monotonically increasing during the evolution of the bubble.

A.3.Magneticfield gradients
The totalmagneticfield inside the sample volume is a sumoffields fromseveral independent sources. Theoverall
directionof thefield is set by themain coil of the superconductingmagnet, creating the 4.6 Tpolarizingfield. Inour
experiments this polarizingfield is parallel to the symmetry axis of the experimental cell.A strongmagneticfield is
needed tomaintain the spinpolarizationof the hydrogen atoms. Spin polarization is necessary as it significantly
slows down the recombination intomolecular hydrogen, allowing experimentswith atomic hydrogen.

Magnetic fields from all other sources, including the built in shim, gradient, and sweep coils of themain
magnet, aremuchweaker than themain coil field, but have a significant role infine tuning the totalfield
amplitude andmodulating the amplitude gradients. In addition to the built in coils in themainmagnet, we had
altogether 5 external coils, of which twowere in aHelmholtz configuration, and other two in an anti-Helmholtz
configuration. Due to the large difference infield amplitudes between themain coil and the field from the rest of
the coils, only the field component parallel to themain coil field affects the totalfield amplitude. The transverse
components introduce only a vanishingly small tilt to the direction of the totalmagnetic field.

Besides themagnetic field from the externally controlled coils,magnetizedmaterial in the vicinity of the
sample volume affects the totalmagnetic field amplitude. In these experiments the slight diamagnetic
magnetization of the epoxy (Stycast 1266) collar around the top of the sample volume created a toroidal
magnetic fieldmaximumat the outer wall of the sample volume. The location and relative strength of this
maximum, compared to themagnetic field at the excitation region at the top center of the sample volume, was
controllable by varying the vertical field gradient via coils. Infigure A5 the simulatedmagnetic field amplitude
for four different gradient coil currents is shown.

Figure A5.Half cross-sections ofmagneticfield amplitudes near the top of the sample volume for four different gradient coil current
values. The added gradient field is homogeneous in radial direction, adding only a variable, linear gradient in the z-direction. The local
magnetic fieldmaximum (dark red) at the outer wall of the sample volumemoves both spatially and in relative field strength compared
to the excitation and detection region at the top of the volume.
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Appendix B. Characteristic equations

The characteristic equations shownbelow impose the boundary conditions on themodes and allow solving for
,l
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m
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