arxXiv:1505.00015v1 [astro-ph.HE] 30 Apr 2015

ACCEPTED FOR PUBILCATION INAPJ
Preprint typeset usingTgX style emulateapj v. 5/25/10

POLARIZATION MODULATION FROM LENSE-THIRRING PRECESSIONN X-RAY BINARIES

ADAM INGRAM?Y, THOMAS J. MACCARONE?, JURI POUTANEN %, & HENRIC KRAWCZYNSK]

1Anton Pannekoek Institute, University of Amsterdam, SceRark 904, 1098 XH Amsterdam, the Netherlands, a.r.ingvaxa.nl;
2Department of Physics, Texas Tech University, Box 4105htogk, TX 79409-1051, USA,
3 Tuorla Observatory, Department of Physics and Astrononmyyesity of Turku, Vaisalantie 20, FI-21500 Piikkio, Famd;
4 Physics Department and McDonnell Center for the Space GeseWashington University in St. Louis, 1 Brookings Dri@8 1105, St. Louis, MO 63130,
USA.

Accepted for pubilcation in ApJ

ABSTRACT

It has long been recognised that quasi-periodic osciiat{@POs) in the X-ray light curves of accreting black
hole and neutron star binaries have the potential to be goldiagnostics of strong field gravity. However,
this potential cannot be fulfilled without a working theacat model, which has remained elusive. Perhaps the
most promising model associates the QPO with Lense-Thgipiacession of the inner accretion flow, with the
changes in viewing angle and Doppler boosting modulatiadlthx over the course of a precession cycle. Here,
we consider the polarization signature of a precessing iaceretion flow. We use simple assumptions about
the Comptonization process generating the emitted spraatnd take all relativistic effects into account, paral-
lel transporting polarization vectors towards the obseal@ng null geodesics in the Kerr metric. We find that
both the degree of linear polarization and the polarizagingle should be modulated on the QPO frequency.
We calculate the predicted absolute rms variability amgbtof the polarization degree and angle for a specific
model geometry. We find that it should be possible to detextetmodulations for a reasonable fraction of
parameter space with a future X-ray polarimeter sucNASA'’s Polarization Spectroscopic Telescope Array
(PolSTARthe satellite incarnation of the recent balloon experiméealibur).

Subject headingsgolarization — accretion, accretion disks — black hole pts/s X-rays: binaries

1. INTRODUCTION R, = Risco in the soft state.
Low frequency quasi-periodic oscillations (hereafter It has long been recognised that QPOs have the poten-

QPOs) with frequencies ranging from 0.1 — 30 Hz are tial to be powerful diagnostics of the regions close to BHSs.

routinely observed in the X-ray light curves of black hole However, this potential cannot be realised without a work-

(BH) and neutron star binary systems. The QPO proper-IN9 model, which has long remained elusive. Suggested QPO
ties correlate strongly with spectral state, which evolves gechanllamlsm the(l;tlgrature either consider particletsiihi |
from the hard power law dominatetard stateto the disk eneral Relativity ( )-(-S—tﬂua—&m(s o IB.AN&QD_D.QI’_elh a
blackbody dominatedoft stateon timescales of-months %Ig?vﬁhmmnﬁlﬂlm a) or instabilities 'nglg)aﬁ?

L 1972: lerKlis 2006: Done (Tagger & Pellat 199¢; Cabanac etlal. 2 -
@an%alﬁm ?Itlho_li) f(fr, rsevie\\:vsr)l rTh“e QPO frDequ]Jer?(t:; . haps the most successful model for explaining the array of
rcacs 5 e specun s it 100 genatona popres sits e GG o e st o
a peak in the hard intermediate state
before reducmg as spectral evolution further continueg. (e = th€ surrounding space-time, leading to precession ofgbeti

Muno et al o Sobczak etlal. 2000). Si the fl Iso ©rbits inclined with the BH equatorial plane. This is gener-
> £ )._Since the flux also ally called Lense-Thirring precession after the author® wh

peaks in this state, the HIMS is ideal for studying QPOs. S . . >0
The disk blackbody spectral component is from a ge- Ofiginally derived it (Lense & Thirring 1918), although the
derivation was only in a weak field limit, coming well before

ometrically thin accretion disk_(Shakura & Sunysev 1973;
INovikov & Thornel 1973 the derivation of the Kerr metric (Keérr 1963). Stella & Vietr
) and the power law component re- (1998) first suggested that the QPO results from Lense-

sults from Compton up-scattering of cool seed photons by Y=+ : o .
some cloud of hot electrons close to the rice Thirring precession, considering only the precession fre-
1975 [Sunyaev & Truempér 1979). Some fraction of these&qig.%rgg of test masses at different radii. _Schnittmanlet al.

; : ; R ) considered instead a precessing ring in the accre-
seed photons are provided by the disk, with the rest gen tion disk. However, phase resolved spectroscopy reveats th

erated internally in the electron cloud via cyclo-synchaotr . ; - 3
Y Y Y it is the Comptonized spectral component which oscillates

radiation (Ghisellini et al! 1988 Poutanen & Vurm_2009;
and not the diskl(Markwardt etlal. 1999; Revnivisey et al.
\Veledina et al. 2011b). The exact geometry of the Comptomz : " 2006: | 3).

ing cloud is still a matter of debate but a prominent interpre
tation is thetruncated disk moddichimar FEsin et al m mg) suggested that the entire inner flow

1997 Poutanen et /al, 1997 Done &t al. 2007 Gilfanov 201 0),Precesses as a solid body, motivated by the General Rel-
in which the geometrically thin disk evaporates inside afiso I&;’[IVIS_}IC Magngto-?ydtl(_)ﬁynamlc (G_RM]!|-|D) 3|mdul?t|ons Olfl
radius larger than the innermost stable circular orbit @pC ~ Fradile etal.[(2007). This precessing flow model naturally
to form a geometrically thick, optically thin-(~ 1) accre- explains the observed QPO spectrum, predicts the correct
tion flow (hereafter the inner hot flow). The spectral transi- "ange of frequencies for BHs (Ingram etlal. 2009), has been
incorporated into a full model for the power spectral prop-

tions can be explained if the truncation radius moves sntpoth ; . ]
from R, ~ 60R,, whereR, = GM/c?, in the hard state to  ©'ties of BHs|(Ingram & Done 2011; Ingram & Done 2012a;
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' 3;_Rapisarda etal. 2014) and has

been extended to also account for the optical QPOs observe: 4
from BHs (Veledina et al. 2013; Veledina & Poutanen 2015). A
The model can also explain the range of QPO frequencies
observed in low accretion rate neutron stone
[2010), but not thé 1 Hz pulsar in the globular cluster Terzan
5 (Altamirano et al. 2012).

In this Paper, we consider the X-ray polarization sig-

nature from a precessing inner flow. Photons emerging
from a Comptonizing slab are expected to be polarized, *.
with the polarization degree as a function of viewing an-
le depending on optical depth of the slab (Chandrasekhai Zs
I%@; IcKI & LI 9; Loskutov & Sobolev 1982;
' K 1985; Poutanen & Svensson 1996). Al-
though the polarization degree is predicted to be less thar
~ 20%, the current generation of proposed X-ray polarime-
try missions should comfortably be able to detect a sig-
nal. Polarimetry promises to provide a powerful extra
lever arm to interpret the X-ray signal from BHs. The
predicted energy dependence of the polarization signature
has been extensively explored (elg. _Stark & Conhors|1977;
Dovciak et al.| 2008b;[_Li et al. 2009; _Schnittman & Krolik
2009;/ Schnittman & Krolik 2010; Krawczynski 2012). Vari-
ability of the signal is less well studied, although Lense-
Thirring precession did provide an early motivation for X-
ray polarimetery in the 1970s (Knox Long, private com- , o o
munication). More recenﬂym. a) and Figurel. Coordinate system used in this Paper. We define right handed
. - AT . Cartesian coordinate systems with z-axes aligned with #eflBw and bi-
I—hZamanlnas_a}b ethl. (2011) c0n5|d_ered thve polarizatiorasign nary spin axes. The BH (black) and binary (red) z-axes araligiged by
ture of orbiting hotspots and Marin & D@iak (2015) con-  the'angle3 and the binary system x-axis is chosen to be in the uniquesplan
sidered the polarization signatures of obscuring cloutfgra Isharegs?yhihgn%"tlhaeng|_t|>i)?Z%SZ;g:ﬁz-sggzs\/ﬁgﬂﬁr%rgzg&tﬁ;fﬁ gtté?%?]/teg's
the case Qf A(.:tlve GaIaCt.IC NUCIe.I' In this Paper, we predict tlr?ee gH quatorial plane. The flow z-axis (queF; pjrecesseﬂmimhe BH
a modulation in the polarization signature from brightlstel  ; axis with precession angle, always maintaining the misalignment angle
mass BHs on a timescale ef 1 s. We use simple parame- 3. The flow and binary z-axes are therefore aligned whes- 180° and
terizations for the angular dependence of emission and-pola misaligned by an angl23 whenw = 0°.
ization designed to mimic the results.of Sunyaev & Titarchuk
(1985, hereafter ST85) for the = 1 case. We then take
GR fully into account by ray tracing photon paths from the 2.1. Coordinate system
precessing flow geometry to the observer, assuming the Kerr ) _ o
metric. Figurd1 illustrates the coordinate system used in thispape
In Section§ P andl3, we outline our assumed geometry and®s in VPI13, we assume the binary spin axis is misaligned
formalism for calculating the observed polarization degre With the BH spin axis by an anglé. We define a ‘binary’
and angle as a function of QPO phase. In Sedflon 4, we con<coordinate system in which the z-axis,, aligns with the bi-
sider a specific flow geometry appropriate for the HIMS and hary spin axis and therefore the plane of the binary is simply
a QPO frequency of- 1 — 2 Hz. We calculate the ampli- the plane perpendicular &,. We choose to align the binary
tude of the modulation in both polarization degree and anglesystem x-axis with the projection of the BH spin axis on the
for the full range of observer positions. In Sectidn 5, we dis Plane of the binary. In binary coordinates, the vector pogt
cuss the prospects of detecting this signature and suggesti from the BH to the distant observer is given by
provements that can be made to our modelling assumptions
in future. Throughout this Paper, we express distance its uni
of R, and time in units o/ R, in order to exploit the scale  wherei is the inclination angle ané is the viewer azimuth.
invariant nature of GR. We use Einstein’s summing conven- We use these angles to define the observer’s position be-
tion with Greek indices taken to run from 0 to 3 and Roman cause it is possible to measureia dynamical methods (e.g.
indices taken to run from 1 to 3. We adopt the 4-vector for- |Orosz et al. 2004, 2011). Throughout this Paper, a hat denote
malism with negative time entries and positive spatialiestr  a unit vector.
We assume that the flow spin axig) precesses around
2. GEOMETRY the BH spin axis, maintaining a misalignment anglas the
We assume the geometry proposed by Ingramlet al. (2009) precession angle increases. This means that the misalign-
following b) arld Veledina el al. (2013, ment between the flow and binary spin axes varies over a pre-
hereafter VPI13). Specifically, the BH and binary systemspi cession cycle betweghand25. We define a ‘flow’ coordi-
axes are misaligned by some modest artl&@he outer thin nate system with exactly the same relationship to the binary
disk is assumed to be in the binary plane and the flow spin axiscoordinate system as introduced in VPI13. Here, however,
is assumed to precess around the BH spin axis, always mainwe will perform calculations in the Kerr metric which is az-
taining the same misalignment angfe In this section, we  imuthally symmetric around the BH spin axis, in contrast to
first describe our coordinate system followed by a desacnipti  the Schwarzschild metric used in VPI13 which is spherically

of the assumed geometry of the inner flow.

6 = (sinicos @, sinisin @, cos i), (1)
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symmetric. Consequently, our calculations are greatlybim
fied by defining a ‘BH’ coordinate system with basis vectors 0 - N

%,y andz. The z-axis aligns with the BH spin axis, allowing L N AR S
us to use Boyer-Lindquist coordinates, and the x-axis align . N , \
with the projection o6 onto the BH equatorial plane. In this r/ \ . |
coordinate system, the observer’s line of sight can be enritt L ,' —_ -\ / \
—~ . .
as R ) D:m | . / ~ N / -~ \ \ |
6 = (sin by, 0, cos b)), (2) = | NN S
& I\ 71N )
cos By = sini cos @ sin § 4 cos i cos 3, 3) 8 _'\ N //' NS - _ - .,_
is the cosine of angle between the observer’s line of sigtit an \ ya N ,/
the BH spin axis. We can express the flow basis vectors in this r 2 N /]
coordinate system as N P N e -
%¢ = (— cos B cos(w — wp), — cos Bsin(w — wp), sin ) s .
¥ = (sin(w — wp), — cos(w — wp), 0) . 1 . 1 . 1 .
Zg = (sin B cos(w — wyp), sin Ssin(w — wp),cos B),  (4) -20 0 20
wherewy is the precession angle at which the projectioaof iné. (R
. : \ : r sing, (
onto the BH equatorial plane aligns with the BH Xx-axis (see Figure2. Illustration of the flow geometry. This depends on only twe pa
Figureld). This is given by rameters: the scale heighyr and the outer radius in units @ty, ro. For
sin i sin ® r < 1o, this function has a constant opening angle, but curvesdroo a
tanwg = —— — . (5) tear drop shape for larger We show three example parameter combinations:
sini cos @ cos f — cosisin 3 h/r = 0.1, r, = 20 (solid line), h/r = 0.2, r, = 25 (dashed line) and

Note that the flow y-axis always remains in the BH equato- %/r = 0.4, 7, = 30 (dot-dashed line). In this Paper, we consider the first of
rial plane and the flow x-axis maintains a constant misalign- these geometries, represented by the solid line.
. i __ no . . . :
][Inent_ with the B”H equal'gorlaldplane gf] t‘r’]\’hgmﬁ = % tne central (Newtonian) point mass (see Figure 10.2 therein).
ow is maximally misaligned25) with the disk, and when a1y this is over simplified, but it does provide a conve-

w = 180°, the flow is aligned with the disk. Any pointon the pient way to parameterize the flow geometry in the most re-
surface of the flow can then be represented in this coordinatey}iic way currently possible. Indeed, the shape illustta

system as in Figure[2 is comparable to that seen in GRMHD simula-
r=r(sinf;cosgr,sinfsings,cosbs), 6 tions (e.g ' IZ; Fragile & Meler 2009; Fragil
(sinfp cos oy, sinfy sin gy, coshp),— O) 550 nich were initialized with a ‘Polish doughnut’ So-

whered; andg; are respectively the polar and azimuthal an- |ution (Jaroszynski et al. 1980) and allowed to evolve self-
gles defined in the flow coordinate system. The same pointconsistently to show solid body precession. Dexter & Feagil
can alternatively be represented in terms of the BH polar and(20171) used ‘after the fact’ assumptions about the radiativ

azimuthal angles emissivity of the flow (following Schnittman etlal. 2006b) in
r = 1 (sin  cos ¢, sin 0 sin 6, cos ). ) order to ray trace emission from the Fragile et/al. (2007} sim

ulation but were unable to study long enough time scales to
We present the equations to convert between these two sets afee the precession period modulate the light curve (they con
coordinates in Appendix]C. We can also represent a point incentrated instead on trying to find high frequency QPO candi-

terms of binary polar and azimuthal anglésandgy. dates). Thus defining a reasonable flow geometry analyticall
is currently the best way to study the effects of precession o
2.2. Inner hot flow geometry the observed emission.
We assume that the inner flow is shaped like a torus de- 3. FORMALISM

scribed in Boyer-Lindquist coordinates by the equation:
y q y q In this Section, we describe our method for calculating the

T(r,0;) = B—sinf;[1 — (1 — B)r/r,), (8) flux and polarization properties observed from a precessing
_ : , flow as a function of precession angle. Since we only con-
— 2 1/2
mgesrgﬁe_he[:(igm%fﬁé]ﬂoc\/ ' (gou'tiitdhee(%‘#]eé ﬁg%ﬁ aer;’u)d/ IS sider linear polarization, the polarization of the signah be
and inside the flowZ'(r,8;) < 0. On the flow boundary, described entirely by the polarization degreeand angley.
T(r,05) = 0. Figure[2 shows some example cross-sections ;
of this shape; i.e. contours @f = 0. Forr < r,, the flow - 31 |nr_1er ho_t flow properties
has a constant opening angle, with §; = B. For largerr, The specific intensity emitted from a patch of the flow sur-
sinf; > B and the function curves round in the shape of a face is, in general, a function of position, photon energy an
tear drop. We also assume an inner radiation edgevhich ~ emission anglef.. Our calculations are greatly simplified by
we set equal to the ISCO in this Paper. We can use Equatiorfissuming that these variables can be separated, such that
(@) to assess if a given position, described by the veste _
inside, outside or on the boundary of the flow. Le. (Be, s pre) = Ip. qe(r) I{te), (9)
This shape is motivated in part by the discussion on thick where Iy, is the emitted spectrung.(r) and I(u.) are re-
disks in Chapter 10 of Frank eflal. (2002). Equatibh (8) spectively the radial and angular emissivity profiles apnd=
comes from considering an inviscid fluid rotating about a cosf.. In the absence of a standard radial emissivity law
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Here, we have normalised the intensity to give

1
277/ I(pe)predppe = 1. (11)

We also parameteorize polarization degree as a function
of emission angle(u.) (defined as the fraction of photons
emerging from the flow which are polarized) following the
calculations of ST85. Figurlel 4 shows this function, to be
compared with they = 1 case in Figure 5 of ST85. We plot
—p(pe) in order to account for the different sign conventionin
ST85. We note that the emission an@las defined here with
respect to the flow spin axis rather than to the local normal
to the torus surface. This is because the calculations 06ST8
(also see Viironen & Poutanen 2004) assume Thomson scat-
tering from a thin slab and the functions in Figurgk (3) and
(@) are therefore only defined with respect to the flow spin
axis. Since we expect the flow to have a rather small scale
height /r ~ 0.1) this is likely a fairly good assumption.

0 0.5 1 There is however scope to improve upon these assumptions in
future work. For instance, Poutanen & Svensson (1996) con-
I sidered cases where exact solutions can be found outside of
e

_ . _ 5 _ the Thomson scattering limit.
Figure 3. Intensity as a function of emission angle assumed for thiePa
We use the analytic functiof(ue) oc 14+ 1.1(1 — pe) — 1.4(1 — pe)?,

designed to mimic the results of ST85 for the= 1 case. This Figure can be 3.2. Ray tracing

compared with Figure 4 of ST85, except we use a different abzation.

—p(K,) (%0)
-5

-10

-15

LI B B L B B B R L BN B B N BN B B B N B B

PR Y Y SN W Y N T TN TN T SN A T W M

We use the publicly available codeE=OKERR described in
(2009), to solve for photon geodesics in the
Kerr metric. We start off by defining an observer's cam-
era some large distancé), from the BHI along the vec-
tor 6. The impact parameters at infinity, and 3y, rep-
resent respectively horizontal and vertical distance an th
plane of the observer’'s camera (a schematic illustratirg th
impact parameters can be found to the left of Figure Al in

). For a given observer position and

BH spin, a, null geodesics can be uniquely defined by these
two impact parameters. Alternatively, these geodesichean
parameterised by Carter’s constants of motien—a sin g
andg? = (2 + cos? 0y(ad — a?). Each combination of im-
pact parameters represents a pixel on the observer’'s camera
which is hit by a photon on a unique geodesic path. We define
a grid of impact parameters with equal logarithmic steps in
b= +/a + 5% and equal linear steps in the angledefined
astan ¢ = ag/fBo. lgnoring parallax, which is the same for
each pixel, the solid angle subtended by each pixetiglp.

For each pixel we seEOKERRto compute 100 steps along
the photon geodesic towards the BH. For each step, a posi-

0.5 1 tion 4-vectorz* = (t,r, 0, ¢) is provided in Boyer-Lindquist
coordinates. We convert the BH polar and azimuthal angles
H, 6 and ¢ to the corresponding flow anglés and ¢, using

Equations[(CB) and {C4). This allows us to evaluate the func-

Figure4. Polarization degree as a function of emission angle assumed tion T(r 9f) from Equation EB) 7 passes from positive
, .

for this Paper. We use the analytic functipfu.) = 50%(1 — pe) —
23%[exp {(1 — pe)'-6} — 1], designed to mimic the results of ST85 for the
70 = 1 case. This Figure can be compared with Figure 5 of ST85.

to negative between consecutive steps, we conclude that the
geodesic has crossed the flow boundary. If this does not hap-
pen, we also check jfi; = cosf; has passed from positive

to negative, in which case the geodesic has crossed the flow
mid-plane and therefore must have crossedamtout of the

for a large scale height accretion flow, we simply assume
the standard case for a thin disk (Shakura & Sunyaev|1973

INovikov & Thorne 1978)
qe(r) = r73(1 = \/ri/r), (10) In either of these cases, we have isolated a root of Equation
) . ) (@) between two points on the geodesic path. We use linear
following VPI13. As for the angular profile, we define an interpolation to representas a function of.; between these
analytic function designed to mimic the shape obtained from
the calculations of ST85. We plot this profile in Figlile 3, to ! The camera must be far enough away for all geodesics to bigtatend
be compared with the, = 1 case from Figure 4 of ST85. parallel. We usé) = 10° Ry.

flow in a single step. This is most likely to happen for small
'where the flow is very shallow and a step does not need to be
particularly large to pass completely through the flow.
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two points, allowing us to expre§3as a function of.s only. this to BH coordinates as follows:

We then find the root of the equatidn(s ;) = 0 with a bi- 0 — %Qqﬁf

section search. From this solution fof, we can interpolate ey

a solution forr and alsop;. If r < 74, we carry on follow- o0

ing the geodesic in case it loops back around to intercept the 0= 0%, (15)
underside of the flow. Otherwise, we calculate the contribu- 09y

tion to the flux observed from that pixel. We ignore direct \yhere the differentials can be computed from Equatibns (C5)
disk emission and also emission from the flow reflected from 54 [CB). We use the Kerr metric throughout, which we pro-
the outer disk. This assumption is appropriate for the gnerg yjide in AppendixXA for completeness. ’

range~ 10 — 20 keV, which is dominated by Comptonized  Tpe specific flux observed at energy, from a pixel with

emission from the flow. Direct disk emission contributesonl  sqid analeb db de is qgiven b (Luminét 1979
in soft X-rays< 5 keV and reflection is important at the iron g visg y L1919)

line (~ 6.4 keV) and above- 20 keV. dFp, = g*1p, (Ee,r, pie)b db dep. (16)
For energies significantly greater than the seed photon tem-
3.3. Disk shielding perature k11,,) and less than the electron temperaturg.f,

the emitted spectrum can be well approximated by a power
law, Iz, o< E}=T. In this case, the observed spectrum is also
a power law,/,  EL~T". Substituting this (and Equatigh 9)
into Equation[(IB), we can represent the flux in a power law
dominated energy band-(10 — 20 keV) as

When tracing rays backwards from the observer, we also
test whether they intercept the outer disk before hittirg th
flow. In this case, since the disk is optically thick, we con-
clude that our view of the flow is blocked for this pixel. We
assume that the outer disk occupies the binary plane and trun
(t:)ates atr =dr0. At every stepgalong t9he ray, w? convert to dF = g ' I qo(r)I (e )b db de. a7

inary coordinates to assessuif = cos 6, passes from posi- o o . )
tive tglnegative, indicating asgrossing of t?le disk plane%ikﬁ The emission angle is given by (e.g. Misner tal. 1973
happens, we use linear interpolation to calculate the vaflue Rybicki & Bromley [ Dovcia 4)
ratu, = 0. If » > r,, we conclude the ray has crossed the e = g PEN,, (18)
outer disk and stop following the ray. Otherwise, we carry . . .
on following it. In the cases where the ray crosses both the'Wheren” is a 4-vector normal to the flow mid-plane, defined

disk and flow in one step, we use linear interpolation to &sses

in the flow rest-frame. See AppendiX B for the full form of
which it hit first. this 4-vector. The above formula encapsulates the effdcts o
both light bending and relativistic aberration. From thig
. evaluated I’ for every pixel and sum to obtain the total ob-
3.4. Blueshift and flux served flux,F, as a function of precession angle,
The energy of a photon reaching the observer will be mod-

ified by the gravitational field of the BH and the motion of 3.5. Polarization

the emitting particle. For a stationary observer at infirtie For each geodesic that intercepts the flow, we calculate the
ratio of the observed to emitted energy of a photon (hereafte polarization degree from the function shown in Figure 4. We
the blueshift) is given by initialize the polarization 4-vectorf*, as the projection of
n* on the plane perpendicular to the emergent photon’s 4-
E, —p! 15 momentump*. Following,[Dovciak [(2004), this is defined
.= B bl (12 as = pe(gplt — ut)
fr= : (19)
. V1 — p2
wherep? andu’ are respectively the 4-momentum of the pho- ¢
ton and the 4-velocity of the emitting particle (em)ine For each geodesic, we parallel transport the polarization 4

[1979). We use a form for the 4-momentum (given in full vector forwards from the emission point to the observer’s
in the Appendix) normalised such tha} = 1, simplifying camera in geodesic stepsy,. That is, moving froms to
Equation [IR) further. Since we use the metric convention s + ds changes the polarization 4-vector to
of negative time entries and positive distance entries4the L _ o wosow
velocity of the emitting particle igu*)? = —(dx*/ds)?, JH(s + ds) = ["(s) = f7 ()G, 02", (20)
whereds® = g, dz* dz” is the line element ang,,, is the with the Christoffel symbols given by
metric. We can represent this in terms of coordinate veloci- 1 P P P
ties,Q* = da* /dt, in the form 7 = —g°" ( Jur | Onp _ 91“’) _ (21)
Q7 ) oxH oxv ox*
= Nz (13) The position 4-vector*, is specified for each point on each
m geodesic byGEOKERR and so we can simply calculate the

We assume circular orbit§X( = 0) with Keplerian angular ~ Step length asz’ = /(s + ds) — z#(s).

velocity about the flow spin axis, So Once we have transporte all the way back to the ob-
server, we convert back to BH Cartesian coordinates (see Ap-
O = doy — 1 (14) pendiX @) and find the projection g# on the horizontal and
dt r3/2 4 a vertical directions of the camera. These directions arergiv

] _in BH (Cartesian) coordinates by
andQ’ = 0. Note, we assume Keplerian angular velocity

perpendicular to the flow spin axis even for parts of the flow 5f0 =(0,1,0)
notin the mid-plane. Sinc@?s > O~ = 27, we convert fo=(—cosbp,0,sinby), (22)
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Figure5. Images of the flow for three precession angles for the mod#i wi= 70°, & = 110°, 3 = 10° and h/r = 0.1. The left hand
side pictures blueshift and the right hand side pictures Witk the polarization vector overlaid, normalised to theximaum observed polarization de-
gree. The three precession angles pictured, in units ofesy@drew = 0, 0.3125 and 0.625 from top to bottom respectively. The full movies for
these images can be found ftp://figshare.com/articles/Polarization _modulatigifis/1351920. Indivdual movies can alternatively be found on YouTube:
www.youtube.com/watch?v=Q2CwOGKVC9U&feature=youtu tblueshift) andvww.youtube.com/watch?v=E3kYAnS3pQIl&feature=yout (flux and po-
larization).
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and the projections are simply ao andf - 3o, wheref is the i=70°, ®=110°, B=10°
3-vector describing the spatial part ¢f. The polarization
angle for a given geodesic is then given by

_f-do
F o

tan[y (o, fo)] = (23)

T
N
7

pa / i

We define Stokes parameters for each geodesic E 1 /—\/__
dQ = dF (o, Bo) plao, o) cos2x(a, fo)]  (24) : \ 1

dU =dF (a, o) p(ao, Bo) sin[2x(ao, fo)],  (25) 05 F oo

and sum over all geodesic paths to get the observed Stokes i — _I_ —t———

\
/.
\

parameters) = [dQ andU = [ dU. Note that, under this

/
|
/

above, we also define a simple Newtonian approximation to B
assess the importance of GR effects. We make the simplifying < -10
assumption that the flow is a flat disk, and so any point on the

flow surface is described by the vecioe= z%¢ + yy¢. In a

flat metric, photons emitted fromhit the observer’s camera

at the coordinatesy = r - &g andsy = r - 59. The Kep-

lerian velocity (in units ofc) has magnitude = r—'/2 and QPO cycles

directionV = (—yXf + 29¢)/+/2* +y>. We use Equation Figure6. Flux, polarization degree and polarization angle plottgdirst

(17) to calculate the flux for each pixel of the camera. Using QPO phase for the high inclination model. The solid linesfarehe fully
the Minkowski metric instead of the Kerr metric for Equation  relativistic model and dashed lines representing a simplgtbhian approx-

/
/
[
\
\
AN

convention, vertical and horizontal polarization cori@sgs 15 r ~ 0
toQ/F =1 andQ/F = —1 respectively for a00% polar- < C =7
ized signal. The overall polarization degree is then < L i
o L ]

/QQ + U2 L 4

=75 (26) 10 + 1

and the overall polarization anglg, can be calculated from 4| —t 1
U — -~ -

tan(2y) = —=. (27) . 10 C ~ P

@ i [ \ /]

3.6. Simple Newtonian approximation ) ok \ / E

In addition to the fully relativistic treatment described $ r N / N

T

o

0.5

=

i imation are included for comparison. The fractional rms {fe full model)
(11-'3) andm)’ the blue shift becomes in the first and second harmonics respectively(1s0% and2.24% for the
m flux. Theabsoluterms in the first and second harmonics is respectitedys
_ ) (28) and0.3% for the polarization degree and respectivaly° and0.2° for the
1—-6-v polarization angle.

This is the special relativistic Doppler factor. Since alét
photons emitted at a given time now have the same polariza
tion angle, the observed polarization vecfocan be calcu-
lated as the projection @ onto the plane perpendicularéo

(if relativistic aberration is ignored). This gives for thelar-
ization angle

We additionally fix the misalignment angle o= 10° fol-
lowing VPI13 and assume a spectral indexiof= 2, again
typical of the HIMS.

4.1. High and low inclination examples

. . We consider the observational appearance of the specific
tany = — sin fsin(w — wo) (29) geometrical setup described above for a range of viewing an-
sin 6y cos 8 — cos O sin 8 cos(w — wq)’ gles. Since our geometry is asymmetric, the viewer must be
which is the standard formula for a rotating vecb uso  specified by both a polar angl@nd an azimuthal angfe. In
11973; | Ferguson 1976; Viironen & Poutanen 2004). More- this section, we first explore two specific examples, chosen t
over, the observed polarization degree simply becomes a fluxepresent respectively high and low inclination sources. F
weighted average of the contribution from each pixel. the high inclination model, we use= 70° and® = 110°.
For the low inclination model, we uge= 30° and® = 180°.
4. RESULTS We then move on to explore a grid of viewing angles in the
In our model, the geometry of the flow is governed by three following subsection. For these specific examples, we use a
parameters: the inner radieg the outer radiusg, and the high resolution with 400 steps in the impact parameiensd
scale height/r. In this Paper, we consider parameters ap- ¢ (i.e. 400 x 400 pixels) and we consider 32 precession an-
propriate for the HIMS and so fix, = 20 andh/r = 0.1 gles.
(e.g.lIngram & Done 2011; Ingram & Done 2012a). We set  Figure[® shows images of the flow for three values of the
i = risco and assume = 0.98. This assumption of high  precession angle. The right hand images depict flux, with
spin maximizes the impact of relativistic effects whichd¢a colors defined by the key beneath in arbitrary units. We see
wash out variability, therefore yielding conservativeresties the characteristic apparent warping of the flow throughtligh
for the QPO amplitudes predicted by the model. This corre- bending, with the back of the flow appearing to bend towards
sponds to a QPO frequency of 2 Hz, typical of the HIMS. us. Since the BH is spinning rapidly, we also see an asymme-
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i=30°, ®=180°, B=10° length of the line gives the magnitude of the polarization de
gree, normalised to the maximum measured from the entire
11 . _ run. The orientation of these vectors is heavily influenced b
’ ' GR through two main effects (Stark & Connors 1977). First
of all, light bending means that photons reaching the oleserv
may have had a different trajectory upon emerging from the
flow and therefore the polarization vectors started off mis-
aligned with one another. Secondly, the parallel transport
of the polarization vector in heavily curved space-time fur
ther changes the orientation. These effects are, as exhecte
stronger for photons which passed closer to the BH, inclyidin
photons from the back of the flow that emerged from rela-
tively large radii but needed to pass very close to the BH to
reach the observer. We also see an asymmetry in this effect
which is directly due to the frame dragging effect. The ori-
entation of this vector oscillates as a function of preae@ssi
angle because the orientation of the flow itself is oscillti
This is diluted by GR effects but not entirely.

Figure[® shows the (normalised) integrated flux, polariza-
tion degree and polarization angle plotted against QPOgohas
for this run of the model, with solid and dashed lines rep-
resenting respectively the full calculation and the sifigdi
Newtonian approximation. We see that relativistic effects
wash out variability in the flux and the polarization sigrratu
as well as reducing the average observed polarization degre
and angle. The amplitude of variability is reduced mainly
through light bending, which allows us to see the back of the
| flow even when the angle between the flow spin axis and the
I line of sight is large. The overall polarization degree isdo
0 0.5 1 for the full calculation because the polarization vectdos o
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|
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served from different regions of the flow are not aligned, and
QPO cycles therefore do not add together completely constructivelynas

Figure7. Flux, polarization degree and polarization angle plottgdirst the Newtonian approxme}tlor_l. GRinfluences the polarizatio
QPO phase for the low inclination model. Solid and dasheesliagain re- ~ @ngle because the polarization vectors of emergent photons
fer to the fully relativistic model and the Newtonian corripan respectively. appear to be bent around the BH. The vectors in Fifilire 5 to
The fttacltioifgzlggz r({gg tgse?fuljgmg?mﬂ ?ﬁQ@;ﬂ% Snfsc?rf‘at‘r?;(}fi}igtsafﬁ& the left of the BH are forced clockwise and those to the right
zgggr:\éeh);rmonigs is respe((:)tivel.)l% and0.05% for the polarization degree are forced antI_CIO.CkWISe' This is a more propognced e.ffe,Ct
and respectivehlo.oo and1.0° for the p0|arizati0n ang|e_ on the Ieft hand S'de Of the BH because the Cr|t|Cal pOII’lt,
where only light rays that are emitted perpendicular to the
try to this apparent warping from the frame dragging effect. flow mid-plane can reach the observer, is situated here (due t
In the top and bottom plots, we see the underside of the flowframe dragging). At this point, the observer sees the aari
due to rays bending dramatically from their starting pot b tion vector rotate, mainly due to special relativistic ab&on
fore passing through the gap between the flow and the disk(see e.g. Figure 3 mm&n.
and towards the observer. In reality, we may expect material For the full calculation, the flux has a fractional rms of
in some transition region between the two accretion regimes10.0% and2.24% in the first and second harmonics respec-
to block our view of this secondary image to some extent. In tively. This is representative of QPOs in high inclination
these images, precession and rotation are anti-clockWiise. sources (e.g. GRS 1915+105; Yan et al. 2013) for the first
see that the brightest patch of the flow is always just to thie le harmonic but the amplitude of the second harmonic is skghtl
of the BH. This region not only has the largest radial emissiv lower than is typically observed. For the polarization sign
ity, but emission from here is Doppler boosted by the rapid ture, we instead consider tlasoluterms, since this is rel-
rotation of material in the flow. Also, parts of the flow are evant for detection. This is respectively0% and0.3% for
blocked from view by the outer disk. This can be seen for all the first and second harmonics of the polarization degree and
three precession angles but is perhaps clearest in thedbp pl respectively3.0° and0.2° for the first and second harmonics
where the bottom left corner of the flow is hidden behind a of the polarization angle. Also, the polarization degregsla
disk which is not pictured. the flux by147.3° for the first harmonic but the polarization
The images on the left show blueshift for the same threeangle leads the flux by25.4°. To estimate the importance
precession angles, with a key again included beneath. Emiseof the secondary image, we additionally perform a calcula-
sion from the approaching material to the left of the BH is tion whereby rays that pass under the disk plane and hit the
blue shifted by Doppler effects, whereas the receding mate-underside of the flow are assumed to be blocked. For this al-
rial to the right of the BH is red shifted. Close to the BH, ternative calculation, the flux has a slightly higher franal
we see the effects of gravitational red shift, whereby pheto rms of13.3% and3.75% for the first and second harmonics
lose a significant amount on energy escaping the gravit@tion respectively. This is because the secondary image apmears t
pull of the BH. For selected pixels on the right hand plot, we have a roughly constant shape to the observer and so serves to
also represent the polarization vector with a black linee Th wash out variability. The polarization properties are remma



Polarization modulation 9
o o
o~ N
........... NN
o [« - - e - NN Y
— -~ oo o o SR SONON N N N NN
g - . . . . - BRI & o
- —_ . . . - - =~ v\ VA
> o Y, . . . DR
E:/o 50 . . . (TR T R
° o 00 AN A
Q «Q L AR ANENENENENENEN N
(SR R A R R RN
(YRR AY RN RN RN AN RN RN
o o A A A A
T ‘I_ A A B B B B B R B |
[ R |
o o
N N
| |
-20 -10 0 10 20 -20 -10 0 10 20
ao(Rg) ao(Rg)
o o
N N s
R - ST RN
d - - - - SNSN.
o O | AT S ~ N NN
— — | A R T T T T R
..... S oS N N N N
—_ —~ | = = =~ N NV N,
n:m n:m ...... Tl N
(AN o B { JARBET U o
< ° B, . LR o o
& Q 0 0 ORI
o 0 ORI (L
o 0 ONONTRVRNRVENENEVENIN | (0 0
o o 7 OSSR NI N (| (|
‘I— ‘I_ L ONOSYRERERNENENIN (L 0
L e e )
L
L B
o o
N N
| |
-20 -10 0 10 20 -20 -10 0 10 20
ao(Rg) ao(Rg)
o o
N N e
o o| ... ... 9N N
Ll A . . - SR R N T Y
........ AR
........ + = = N A AV A
~ ~ —
n:m n:m ........ . SRREREREY (0 o
€5 ol W VL
&L < B . . . . . 7 R
o o OV NN (|
0 2RV |
o o A A A A A A A B B B )
‘I— ‘I_ A A A A A A A B B A
A A A A A
[ A A A e
A
o o
N N
| |
-20 -10 0 10 20 -20 -10 0 10 20
O(O(Rg) ‘xo(Rg)
g logyg F
1 0.8 0.6 0.4 0.2 -10 -8 fG -4

Figure8. Images of the flow for three precession angles for the mod#i wi= 30°, & = 180°,

B = 10° andh/r = 0.1. The left hand side

pictures blueshift and the right hand side pictures flux wite polarization vector overlaid, normalised to the maximabserved polarization degree.
The three precession angles pictured, in units of cycleswar= 0, 0.3125 and 0.625 from top to bottom respectively. Full movies corresponding
these images can be foundHdtp://figshare.com/articles/Polarization _modulatigifis/1351920. Individual movies can alternatively be found on YouTube:
www.youtube.com/watch?v=T Se--iXofu8&feature=youtl.l§blueshift) andwww.youtube.com/watch?v=GjlIRfkor s&feature=youtei.{flux and polariza-

tion).
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ably similar for the alternative calculation: the polatina percentages and labels always face in the uphill directids.
degree has an rms ®f0% and0.3% for the first two harmon-  see that the amplitude of the QPO increases with we may
ics and the angle has an rms3f° and0.1°. expect from the previous subsection. This is consisterit wit
Figure[8 shows images of the low inclination model, for the observations (Schnittman etlal. 2006a; Motta 2014; Heillet a
same three precession angles as previously depicted in Fig2015). We note that this rise of amplitude with inclination
ure[3. For both the flux (right) and blueshift (left), we still angle would be even more pronounced if we had assumed
see Doppler shifts due to rapid rotation, gravitationabtef secondary images to be blocked by optically thick material,
and the effects of light bending, however all these effems a since these wash out variability for high viewer inclinatso
less pronounced since the component of velocity in the line The plot (and all subsequent plots) is nearly symmetric aibou
of sight is lower and also less photons need to pass close tab = 180° but a subtle asymmetry is introduced by the as-
the BH in order to reach the observer. The full movies for sumption of high spin. The top-right plot shows the absolute
all of the images shown in Figur€$ 5 dnd 8 can be found atrms amplitude of the polarization degree modulatignagain

http://figshare.com/articles/Polarization modulatigifis/1351920 for the fundamental only, with contours labeled as percent-
(additionally, YouTube links for individual movies are giv ages. This peaks atv 60— 70°. The bottom-right plot shows
in the Figure captions). mean polarization degrée), again with contours labeled as

Figure[T shows the flux, polarization degree and polariza- percentages. We see that this increaseswidor smalli, the
tion angle plotted against QPO phase for this model, againmean polarization degree is very low indeed, which leads to
with the results of the simple Newtonian calculation repre- thefractionalrms amplitude of the polarization degree modu-
sented with dashed lines. Here, the flux is less affected bylation becoming very large for low inclinations. Howeveisi
light bending, since the angle between the flow spin axis andlikely the absoluterms amplitude that is relevant to detection.
the line of sight never gets particularly large. GR effectlyo The bottom-left plot shows the absolute rms variability of
reduce the mean and rms of the polarization degree and angleyolarization angler, , with contours now labelled in degrees,
with the phase of the oscillations only slightly modifiedrfro  again for the first harmonic only. Note that the polarization
the Newtonian approximation. The amplitude of flux variabil angle is only defined on an interval ®80°, since upward
ity is lower here than in the high inclination case, althotigh polarization is indistinguishable from downward polatiaa.
inclination dependence of amplitude is far more pronouncedThis can produce phase wrapping: e.gy dscillates between
for the Newtonian approximation than for the full calcubaiti a minimum and maximum &$0° and100° but is defined on
This is again down to light bending. The absolute rms of the the interval—90° to 90°, the measureg will jump from 90°
polarization degree is comparable to the high inclinatasec ~ to —90° at some point during the QPO cycle, producing a
but thefractional variation in polarization degree is actually spuriously large rms measurement. To avoid this, for every
significantly larger here than for the high inclination mbde combination ofi and®, we definey for the first QPO phase
This can be understood from Figurke 4 which shows that theon the interval—90° to 90°. For each subsequent value of
emergent polarization degree is a far steeper function.of QPO phase, we first calculateon the same interval, but also
for large u.. However, the mean polarization degree is far try adding0, 180° and —180°, and choose the interval that
lower here than for the high inclination angle, and these two minimises the difference to the previous measurement. of
considerations happen to balance. The amplitude of the po\We see that the amplitude decreases with inclination angle,
larization angle oscillation is greater for the low incliiva but is above ° for most of parameter space.
model, which is purely a geometrical effect. It is clear from  In Figure[I0 (left), we plot the phase lag between polar-
Figure[T that the polarization degree and flux are nearly inization degree and flux againsand ®. Here, positive lags
phase for this example, in contrast to the results for thé hig mean thap lagsF' and we again consider only the fundamen-
inclination model. We find that lags £ by 20.3° for the fun- tal. We see that lags F' for nearly all viewing angles. In the
damental ang, lagsF by 113.8°. Since we see no secondary right panel, we instead plot the phase lag betwgemd I
image from the underside of the flow for this viewing angle, Here we see phase wrapping at 60° which occurs because
assuming the material between the disk and flow to be opti-the lag between the two functions is only defined on the inter-
cally thick does not change our results. val —180° to 180°. The magnitude of the lag is large for most
of parameter space. This can be understood by looking at the

4.2. Parameter study images in Figureg15) anfl(8). The peakyirior our coordi-

We now consider the full range of viewing angles for the nate system occurs approximately when we see the flow spin
specific geometrical setup described at the start of this sec axis tilted the furthest to the left. The flux rarely peaksselo
tion. The corresponding parameter exploration in VPI13-con to this phase in the precession cycle. If a high enough sig-
sidered viewing angles ranging frobf < i < 90° and0° < nal to noise can be achieved to observe these lags, they may
& < 180°. However, our use of the Kerr metric introduces provide a powerful extra diagnostic.

a subtle asymmetry (which disappears &or= 0 of course) 5 DISCUSSION
meaning that we must explore the range< ¢ < 360° to '

be exhaustive. We use a reduced resolutiod0ok 80 pixels We have calculated the polarization signature predicted by
and considet 6 precession angles. When we test for the spe- the precessing inner flow model for low frequency QPOs. We
cific high and low inclination models considered above, we find that the polarization degree and angle are expected to be
find that this reduced resolution provides a very good approx modulated on the QPO period.

imation to the high resolution run. .

In Figure[®, we use colors and contours to plot four dif- 5.1. Assumptions
ferent quantities for the entire range of viewing anglesctea In our analysis, we calculate the GR effects very accu-
plot has it's own logarithmic scale. The top-left plot shaivs rately but make a number of simplifying assumptions about
fractional rms amplitude of the flux modulationg / ('), for the properties of the inner accretion flow. We use analyti-
the first harmonic only. The contoursin this plot are labeled  cal parameterizations for the angular dependence of iityens
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Figure 9. Top-Left: Fractional rms in the first harmonic of the flux modulationtf#d as a function of the two viewing anglésand ®, with contours labelled
as percentageJop-Right: Absolute rms in the first harmonic of the polarization degreslulation, with contours again labelled as percentaBettom-Right:
Mean polarization degree, with contours once again latbelfepercentage8ottom-Left:Absolute rms in the first harmonic of the polarization angtsuiation,
with contours now labelled in degrees. The colors in eachfpltow separate logarithmic scales. We see that the angjgipf the flux and polarization degree
modulations increase with inclination anglewhereas the amplitude of the polarization angle moduiatauces withi. Note the slight asymmetry in all plots

around® = 180°, which occurs because# 0.
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Polarization degree lagging flux (degrees)
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Figure10. Left: Phase lag in degrees between the polarization degree arftlithevith positive lag meaning thai lags . Here, we only plot for the

fundamental and color scales linearly freri80° (darkest) tol80° (lightest). We see that the model predicts the oscillatiopdlarization degree to lag the
first harmonic of flux for almost the full range of viewing aeg!Right: Phase lag between polarization angle and flux. The modeigusettie magnitude of the

phase lag betweeg and F' to be large for most of parameter space.

Polarization angle: required count rate (c/s)
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Figure1l. Required count rate in order to detect a modulation in podéion degree (left) and angle (right). We assun2®@ks exposure and a modulation

factor of u = 0.5. See text for more details.
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and polarization degree of radiation emerging from the flow. where x is the ‘true’ polarization angle of the source,is
Since these parameterizations are based on the calclatiorthe ‘true’ polarization degree andis the modulation factor.

of ST85, this is a reasonable assumption but there is scop&he performance of a polarimeter can be characterised by the
to extend this work in future. Our parameterization is only modulation factor, since it governs the distribution aft®%

valid for one value of optical depthr (= 1) and so we cannot  polarized signal. Whe' photons are incident on the detec-
explore the dependence of our results on this parameter. Irtor, the measurement error pris (Kislat et all 2014)

addition, we assume that the angular dependence of the flow

emissivity can be separated from the radial and energy depen dp ~ 1| 22— D (31)
dencies (Equatioin] 9). In reality, it is likely that the shayde P~ c—-1"
the emitted spectrum depends on both radiugdviewing an- when( is sufficiently large to be in a Gaussian regime (note,

gle. Since the outer part of the flow is illuminated by a greate p is represented here as a fraction rather than a percentage).
flux of cool disk photons, the spectrum should be softer for The measurement error gn(in radians) is
largerr, giving rise to the observed time lads (Kotov et al.
2001;[Ingram & van der Kli§ 2013). There is now observa- dx ~ AT (32)
tional evidence that the spectral shape of the flow depends on pH
viewing anglel(Heil et al. 2015; Ingram & van der Klis 2015).  Detection of a~ 1 s QPO requires a time resolutien0.1 s.
Similarly, the angular dependence of polarization degridle w Very few photons can likely be collected in such a short time
likely depend on energy of the emitted photon, and also per-and therefore a high time resolution time series of indigidu
haps the radius it was emitted from. We also expect the flow Stokes parameters would be very noisy indeed. It is, however
optical depth, and therefore mean polarization degreegto d possible to stack into QPO phase bihs_(Tomsick & Kaaret
pend on truncation radius / spectral state. For a low luminos ), resulting in one folded time series. If we stack into
ity hard state we expectto drop below unity and polarization N phase bins, the number of counts detected per phase bin
degree to reach 50% (see Viironen & Poutanen 2004). Re- is simplyC = R T/N, whereR is the mean count rate and
placing our simple parameterization with a full Monte Carlo T is the total exposure time. We can estimate that detection
simulation in future will be a significant improvement upon of a QPO in the polarization degree requires a measurement
this work. error in each phase bin around one fifth of the absolute rms
We also effectively assume that the seed photon luminos-variability amplitudedp ~ o, /5. Thus, the mean count rate
ity stays constant during a QPO cycle. This is a good as-we must be able to detect for the observation is

sumption if the seed photon luminosity is completely domi- 25N | 2 9
nated by internally generated photohs (Veledina ét al. 2011 Ry i 07 - (33)
P

VPI13). However, the luminosity of disk photons incident
on the flow will vary as the misalignment between the disk We can estimate the count rate required to detect a modulatio
and flow changes over the course of a precession cycle. Ain polarization angle in a similar manner. In this case
calculation of disk seed photon luminosity as a function of 4 N

precession angle has yet to be performed taking GR effects R~ 4.1x10 W’ (34)
fully into account. The relative importance of internallgrg X
erated seed photons will increase with truncation radigis. | whereo, is in degrees. In Figufel1, we show these required
should be possible to put constraints on such an evolution ofcount rates for all of parameter space assuning 8 phase
the seed photon origin with X-ray polarimetry, since pdari bins, an exposure df = 200 ks and a modulation factor of

tion degree depends strongly on scatterini order for disd se p = 0.5. The plots on the left and right are for polarization

photons (see Fig. 2 [n Viironen & Poutalien 2004). degree and angle respectively. We see that to detect either
modulations at all, a polarimeter must have the sensithaity
5.2. Detection measure a count rate aboiec/s, and a count rate ef 60 c/s

It may be possible to detect the predicted polarization de-9P€NS Up a reasonably large fraction of parameter space (

gree and angle modulation in the near future with a dedicated’0” — f75|;) in Whiﬁh (E’Oth rgodulaéions can be ?jetect:Jted. Theh
polarization satellite mission. Here we present a simple ca Same folding method can be used to measure lags between the

culation to roughly assess detectability. X-ray polarenst polarization properties and the flux, although this may nequ

generally use either Thomson scattering (e.gRblarization & More challenging sensitivity.

Spectroscopic Telescope ArrdBolSTAR or the photoelectric A number of missions proposed fNASA'sSmall Explorer
efl?ect (e.9. F(JSravity & prtremggoMagnZtism SR/IE)GEMS. Program (SMEX) should be able to detect count rates0

Scattering polarimeters measure the landing positionattsc /- POISTAR(the satellite incarnation of the balloon experi-
tered photons, which travel preferentially in the direater- ~ MentX-Calibur,[Guo et all 2013) is sensitive to the10 — 20

endicular to their electric field vector (elg. Guo eéfal.201 K&V energy range in which the Comptonized spectrum dom-
FI;hotoelectric effect polarimeters track( the direction bbp  [nates, and would therefore be ideal for this applicatione T
toelectrons, which are preferentially emitted in the die ~ SOft X-ray m'SS'OnﬁEMsmm@ anthe Imag-
parallel to the incoming electric field vector (e.g. Blackabt N9 X-ray Polarimetry Explore(IXPE; Weisskopf et al. 2008)
2010). In either case, an estimate for the polarizationengl Should also be able to measure a similar count rate, how-
of each incident photony, (i.e. for thek®™ photon), can  €V€r contribution to the flux from the constant disk compo-

be recorded. When many photons are incident on the detecN€nt at softer energies will dilute the variability ampl&iof
tor, a polarized signal will exhibit a sinusoidal modulatio "€ Polarization signature, making detection more chgiten
with distribution [Krawczynskiet al. 2011 Leietlal. 1997; (WS ~ Iisgow|1 — Zdisk], Wherezqiq is the fraction of the

Kislat et all 2014): flux contributed by the disk). Disk dilution is not a problem
Kislat et al[2014): in the hard state, but here the flux is lower and the QPOs are

fxk) o< 14+ p pcos[2(xr — X)), (30) generally not as coherent as in the HIMS.
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5.3. Implications

Detection of a polarization modulation on the QPO fre-

quency would have strong implications.

2014; Heil et all 2015;

Axelsson, M., Hjalmarsdotter, L., & Done, C. 2013, MNRAS 143987
Belloni, T. M. 2010, Lecture Notes in Physics, SpringeriagrBerlin
Heidelberg, Volume 794, p. 53. ISBN 978-3-540-76936-14, B3

First of all, this Black, J. K., Deines-Jones, P., Hill, J. E., lwahashi, Thodta, K., Kaaret, P.,

would confirm that the QPO is indeed a geometric effect,

as is strongly hinted in the literature at the momeént (Motta
i lis 2015). It will

Kallman, T. R., Martoff, C. J., Prieskorn, Z., Swank, J., &Tagawa, T.
2010, in Society of Photo-Optical Instrumentation EngindSPIE)
Conference Series, Vol. 7732, Society of Photo-Opticatimsentation
Engineers (SPIE) Conference Series

also provide a strong test for the Lense-Thirring QPO model. Cabanac, C., Henri, G., Petrucci, P.-O.. Malzac, J., Fierrdi, & Belloni,

This is fairly profound in itself, since Lense-Thirring joess-

T. M. 2010, MNRAS, 404, 738

sion has never been unambiguously observed in the strongarter, B. 1968, Phys. Rev., 174, 1559
field regime, but this also has implications with regard tdkma ~ Chandrasekhar, S. 1960, Radiative transfer (New York: DA&60)

ing spin measurements. Current spin measurements from disg

| ne 2010; Steiner et a

spectral fitting (e.

exter, J. & Agol, E. 2009, ApJ, 696, 1616
exter, J. & Fragile, P. C. 2011, ApJ, 730, 36
Done, C., Gierlinski, M., & Kubota, A. 2007, A&A, 15, 1

2011) assume that the BH and binary spin axes are alignedpovciak, M. 2004, PhD thesis

in contradiction of the Lense-Thirring QPO model.

ful modelling of QPO properties can be used to estimate th
misalignment angl@ to improve the spectroscopic measure-

Care- Dovciak, M. 2010, Probing strong gravity effects with X-ray adnetry,
e ed.R.Bellazzini, E. Costa, G. Matt, & G. Tagliaferri, 95

DovCiak, M., Karas, V., Matt, G., & Goosmann, R. W. 2008a, MNRA84,

ments and also the very measurement of the QPO frequencyovgiak, M., Muleri, ., Goosmann, R. W., Karas, V., & Matt, G 0Bb,
itself gives an orthogonal spin estimate if high frequency MNRAS, 391, 32
QPOs are also present (Motta etlal. 2014; Ingram & Motta Esin, A. A, McClintock, J. E., & Narayan, R. 1997, ApJ, 488558

2014).

6. CONCLUSIONS

We find that the polarization signature emitted from a trun-

Ferguson, D. C. 1973, ApJ, 183, 977

—. 1976, ApJ, 205, 247

Fragile, P. C. 2009, ApJ, 706, L246

Fragile, P. C., Blaes, O. M., Anninos, P., & Salmonson, J.@72 ApJ,
668, 417

cated disk / precessing inner flow geometry oscillates on thefragile, P. C. & Meier, D. L. 2009, ApJ, 693, 771

QPO frequency. The modulation in polarization degree has
an absolute rms which increases gradually with viewer-ncli

nation angle, peaking dt5% for ¢ ~ 60°. In contrast, the

absolute rms of the polarization angle modulation is higher

for lower inclination angles. For polarization degreestim-

Frank, J., King, A., & Raine, D. J. 2002, Accretion Power irtrphysics:
Third Edition (Cambridge University Press.)

Ghisellini, G., Guilbert, P. W., & Svensson, R. 1988, ApJ}4 335

Gilfanov, M. 2010, The Jet Paradigm, Lecture Notes in Plsysic
Springer-Verlag Berlin Heidelberg, Volume 794, p. 17., 794

Guo, Q., Beilicke, M., Garson, A, Kislat, F., Fleming, D. K&awczynski,
H. 2013, Astroparticle Physics, 41, 63

clination dependence is mainly due to the assumed angulag,g; | "m. Uttley, P., & Klein-Wolt, M. 2015, MNRAS, 448, 38
dependence of polarization degree and emissivity for Comp-ichimaru, S. 1977, ApJ, 214, 840
ton scattering, which we parameterize to agree with thauealc Ingram, A. & Done, C. 2010, MNRAS, 405, 2447

lations of ST85. Although our parameterization is only appr
priate for an optical depth of = 1, we note that the results of

ST85 are qualitatively similar for optical depths ugrte- 2.5.

The inclination dependence of the polarization angle dépen

—. 2011, MNRAS, 415, 2323

—. 2012a, MNRAS, 419, 2369

—. 2012b, MNRAS, 427, 934

Ingram, A., Done, C., & Fragile, P. C. 2009, MNRAS, 397, L101
Ingram, A. & Motta, S. 2014, MNRAS, 444, 2065

mainly on the precessing geometry and GR effects, and so igngram, A. & van der Klis, M. 2015, MNRAS, 446, 3516
robust to our assumptions about the Compton scattering pro!ngram, A. & van der Klis, M. v. d. 2013, MNRAS, 434, 1476

cess. Our calculations here only consider one specific flow

Jaroszynski, M., Abramowicz, M. A., & Paczynski, B. 1980,téc
Astronomica, 30, 1

geometry, and we explore the full range of viewing angles. In yq R p, 1963, Physical Review Letters, 11, 237

future, we will also explore the effects of changing pararet
such as the truncation radius and spin. In particular, we not

that assuming a larger misalignment angle will increase
the predicted amplitudes of all modulations.

We find through a rough calculation that, in order to detect

Kislat, F., Clark, B., Beilicke, M., & Krawczynski, H. 2014,
arXiv:1409.6214

Kolehmainen, M. & Done, C. 2010, MNRAS, 406, 2206

Kotov, O., Churazov, E., & Gilfanov, M. 2001, MNRAS, 327, 799

Krawczynski, H. 2012, ApJ, 754, 133

Krawczynski, H., Garson, A., Guo, Q., Baring, M. G., GhoshBRilicke,

this effect for a reasonable fraction of parameter space, an M., & Lee, K. 2011, Astroparticle Physics, 34, 550

X-ray polarimeter will need to detect H) — 20 keV count

rate of > 60 c/s from a bright object displaying QPOs. The
current generation of proposed X-ray polarimetery mission

will likely fill this requirement. In particulalNASA’s POISTAR

is suited to this application due to its sensitivity to hard X

rays.
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APPENDIX

A: THE KERR SPACE-TIME
The non-zero entries of the Kerr metric can be expressedyeBoindquist coordinates as

2r —2arsin® 6 b)) Asin? 6
gtt:—<1—§> ,gt¢=72 DO =Gip s Grr=x 0 000 =5, Gop = o, (A1)
whereX = 2 + a%cos? 0, A = 2 — 2r 4+ a? and A = (12 + a?)? — Aa?sin® §. The 4-momentum of photons travelling in the
Kerr space-time can be expressed_as_(QaLte_d 1968; Misnk ;. Dovciak 2004)
pl=x"1 [a(l—asin 0) + (r* +a®)(r* + a® — al) /A] (A2)
r —17/,.2 2 2 2 21711/2
P =RynX ' [(r* +a® — al) A[(l a) 1—|—2q 1] (A3)
==X " [¢ — cot® (1% — a®sin” 0)] / (A4)
p?=%""[1/sin’*0 — a+a(r® + a® —al)/A] (A5)

where Carter’s constants of motidrandg? are given in the main text and the sign of the radial and paardinates is denoted
by Rsen andOg,,,. Both of these are positive for the case of an even numbermifiy points between the viewer and the emission
point and negative for an odd number.

B: THE FLOW NORMAL

According to the equivalence principle, we can always deditfece falling laboratory’ frame in which GR reduces to Sjpéc
Relativity. Mathematically, this can be achieved by defirartetrad of orthonormal unit 4-vectors. We require the flowmaln#
to be part of such an orthonormal tetrad in order to calcuteteemission angle from it. We calculate the) and¢ components
of n* by transformingz; into Boyer-Lindquist coordinates (see Appendix C). Theetilike unit vector in the tetrad is simply
u*; i.e. the instantaneous rest frame (e.9. Krawczynskil2@ikins & Fabian 2012). The time-like componentwof can thus
be calculated by setting*u,, = 0 to give

5d v
z u
nt = 29 (B1)
gtuuu
whered = r, 6, ¢ but Greek letters run fromto ¢ as usual. Finally, we normalise to ensuréey, = 1.
C: COORDINATE TRANSFORMS

We can convert from the BH anglésand¢ to the flow angleg; and¢; using the formulae

cosfy =1 - Z¢ (C1)
tan gy = It . (C2)
- X
This gives
cosfy = sinfsin B cos(w — wo — @) + cos b cos 3 (C3)

sin 0 sin(w — wp — @)

tan ¢y = (C4)

cosfsin 8 — sin @ cos 8 cos(w — wy — @)
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The reciprocal conversion is

cosf = cos Oy cos f + sinfy cos ¢ sin 8 (C5)
and —sinfy [cos Bsin(w — wp) cos @5 + cos(w — wp) sin @] + cos B sin B sin(w — wo)
sin @ [— cos 3 cos(w — wp) cos ¢ 5 + sin(w — wo) sin @] + cos B sin B cos(w — wp)

tan ¢ = (C6)

Additionally, sincez, = zs(w = ), we can convert to and from binary angles using the aboveutarrby settingy = = (i.e.
replacing subscript f with subscript b and replacingith 7).
Our calculation also requires the conversion of Cartesiamdinates to Boyer-Lindquist coordinates. The two aratesl as

x=+1%2+ a?sinf cos¢
y=1+/1r2 4+ a?sinfsin ¢
z=rcosf. (C7)

To convert the coordinates of a 3-vectdr, from a Cartesian to a Boyer-Lindquist representation, weply apply the general
formula

b/
AY = 2“’” A, (C8)
xa
whereb’ can take the values 6 and¢ anda can take the values, y andz. Combining Equation$ (T7) gives
1
r? = 5 [pz —a? +/(p® —a?)? + 4a2z2} , (C9)

wherep? = 2% + y? + 22, along with the familiar expressionssf = z/r andtan ¢ = y/x. The differentials of- can be
expressed as

2w 2 2.2
ar 1+(g) sin 6 cos ¢ [1+r a*® cos 9}
r

dx 2 )

g_;: . (%)2sin92s,in¢ [1+ 72_a;cos29]

%200259 [ +7°2+a2(12—|—sin29)}. (C10)
and foré:

%: i (;)200592;05¢ [1+ 7«2_a;cos29]

%_mcosgiin(b {14_ r2 _a;cos29}

%:_$ (C11)

Note that these expressions, as expected, reduce to thiemsléor spherical polar coordinates in the Schwarzsdhiii. The
case okin § = 0 must be treated separately, although this is rather strioghiard. The differentials of are the same as the case
of spherical polars. These can then be substituted intotieoqu@C8) in order to convert the vector. The reciprocal amsion,
from Boyer-Lindquist to Cartesian, is far simpler requirthe differentials of Equations {C7) with respect to the 8slindquist
coordinates.



