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A stab in the dark: The distance threshold of
target identification in low light
Thomas J. Nyman1*, Jan Antfolk1, James Michael Lampinen2, Maria Tuomisto3,
Johanna K. Kaakinen4, Julia Korkman1 and Pekka Santtila5

Abstract: Prior research shows that increased distance and decreased light result in less
correct eyewitness identifications, yet their combined effect is not well understood. The
aim of the present study was to establish themaximumdistance in low lux (lx) where an
eyewitness’s later identification in target present (TP) line-ups is no longer reliable. We
randomized participants (N= 178) into one of three lx conditions (high:300 lx,medium:10
lx, low:0.7 lx) and presented them with eight targets (one at a time) at eight separate
distances (6–20m). Each target-presentationwas followed by an 8-person simultaneous
TP line-up (i.e., there was a .125 probability of choosing the target correctly by chance).
We found that the rate of correct TP identifications decreased with increased distance in
all lx conditions. At 20 m the rate of correct TP identifications was .53 in the high lx
condition, .41 in the medium lx condition and .11 in the low lx condition. The general-
izability of our findings to overall eyewitness accuracy is limited by the exclusion of target
absent line-ups, yet our findings show that reliable and correct target present identifi-
cations are very unlikely following observations made in low lighting (0.7 lx) at 20 m.
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1. Introduction
Eyewitness identifications are prevalent in legal contexts but unfortunately often erroneous, which
can result in tragic negative consequences (e.g., Brewer & Wells, 2011; Cutler, Penrod, & Dexter,
1990; Nash, Hanczakowski, & Mazzoni, 2015). In order to investigate factors influencing identifica-
tion outcomes, it is common to make a distinction between system and estimator variables (Wells,
1978). System variables are factors that can be influenced while questioning an eyewitness, such
as, leading questions (Loftus, 1975) and line-up instructions (Clark, 2005; Steblay, Dysart, Fulero, &
Lindsay, 2003). Estimator variables refer to aspects that ultimately cannot be influenced after the
witnessed event; that is, they are part of the eyewitness-situation in which the observation took
place. Examples are weapon focus (e.g., Fawcett, Russell, Peace, & Christie, 2011), own-race bias
(e.g., Lampinen, Roush, Erickson, Moore, & Race, 2015; Meissner & Brigham, 2001), exposure time
(e.g., Bornstein, Deffenbacher, Penrod, & McGorty, 2012), and witness confidence (e.g., Penrod &
Cutler, 1995; Sporer, Penrod, Read, & Cutler, 1995; Wixted & Wells, 2017).

1.1. The effect of distance and lighting on perception and eyewitness identification
Two fundamental estimator variables that have hitherto received little scrutiny are distance and
light. Previous research shows that with increased distance between an eyewitness and a target or
culprit, there is a decrease in the accuracy of later eyewitness identifications (Lampinen, Erickson,
Moore, & Hittson, 2014; Lindsay, Semmler, Weber, Brewer, & Lindsay, 2008; Loftus & Harley, 2005;
Nyman, Lampinen, Antfolk, Korkman, & Santtila, 2018). It has also been found that with decreased
lighting (i.e., lux: lx), there is a similar decrease in the accuracy of later eyewitness identifications
(Jong, Wagenaar, Wolters, & Verstijnen, 2005; Wagenaar & Van Der Schrier, 1996). The negative
impact of distance on identification accuracy is due to the fact that as distance increases the
image projected on the retina becomes smaller, a fact that has been well established in psycho-
physics (Fechner, 1860; McCready, 1985). In psychophysics, the size of the image on the retina is
calculated based on what is called the visual angle, which is a function of the size of the object and
the distance from the eye to the object (e.g., Lu & Dosher, 2014). If an object, as for example,
a face, that is constant in size, is moved further away from the eye, the visual angle and,
consequently, the face-image projected on the retina decreases.

Importantly, when the retinal image decreases so does visual acuity. Visual acuity is the ability
to discern details in what is being observed, for example, to be able to distinguish between two
lines (e.g., Lu & Dosher, 2014). If two lines are presented at a large enough distance, they will no
longer be perceived as two separate lines, but instead as only one line or even just a dot. Similarly,
if a person is standing at, for example, 1000 m from an eyewitness then the visual angle will be
small. This, in turn, will create a small image on the retina and, therefore, visual acuity will be very
low, making it extraordinarily unlikely that anyone could distinguish a person’s facial features.

Visual acuity is also negatively affected by reduced lighting (e.g., Ferwerda, 1998).
Ophthalmologists measure visual acuity on a Snellen chart at a standardized distance of 6.1 m.
Normal vision is classed as 20/20 vision (i.e., normal vision at 20 ft), which refers to a person’s
visual acuity being equal to the average person’s ability at this distance (e.g., Bailey & Lovie-
Kitchin, 2013). It has been reported that when adjusting lighting conditions from daylight to
starlight conditions, visual acuity drops to nearly 20/300 (Ferwerda, 1998; Shlaer, 1937), the latter
describing a visual acuity that is below what is considered as being legally blind in the US (i.e., 20/
200; Varma et al., 2016). In other words, brighter lighting (i.e., photopic) conditions are associated
with high visual acuity and dim lighting (i.e., scotopic) conditions with low visual acuity (Hiraoka,
Hoshi, Okamoto, Okamoto, & Oshika, 2015; Tidbury, Czanner, & Newsham, 2016; Zele & Cao, 2015).
In eyewitness research, when using images of faces and not live targets it has also been found
that increased light aids facial recognition and encoding (DiNardo & Rainey, 1991; Jong et al., 2005;
Wagenaar & Van Der Schrier, 1996). These facts are highly relevant to the field of eyewitness
research, because roughly 50% of crime takes place after 8 p.m. (i.e., either during intermediary
lighting conditions or during the night; Felson & Poulsen, 2003).
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A limitation of many earlier studies is that they have investigated the effects of simulated
distance or simulated lighting on identification accuracy of photographs. Only a few studies
have investigated the effects of actual distance using live targets (Lampinen et al., 2014;
Lindsay et al., 2008; Nyman et al., 2018), illustrating that, as with simulated distance, actual
distance negatively impacts eyewitness identification accuracy. However, to date, no published
studies have investigated the effect of actual lighting conditions or the combined effect of both
actual distance and light on identification accuracy using live targets. Moreover, no previous
studies have investigated possible distance and illumination thresholds, after which identification
accuracy is at chance level. Only one previous study has broached the subject of thresholds within
the field of eyewitness research by investigating the maximum distance threshold of reliable
eyewitness identification under optimal lighting conditions (Nyman et al., 2018).

The importance of investigating distance and illumination thresholds is that they can potentially
expose conditions where the use of a line-up is unwarranted because the line-up can no longer
provide any information gain (Wells & Lindsay, 1980; Wells & Olson, 2002). Naturally, this applies
only in those cases where distance and lighting conditions can objectively be defined. Furthermore,
investigating distance and lighting may prove useful in assessing the impact of other estimate
variables, such as, weapon focus (Fawcett et al., 2011) on identification accuracy under sub-
optimal conditions. Many earlier studies are also based on videotaped or photographed targets
(in contrast to live targets), which limits their ecological validity and generalizability (see, e.g.,
Pozzulo, Crescini, & Panton, 2008). There is also a good reason to expect an interactive effect of
distance and light on identification accuracy, considering the inverse-square law of physics that
illustrates that when the distance between a light source and an object is doubled then the
illumination of that object is reduced to approximately one quarter (e.g., Dunham, 2015).

1.2. Confidence and response times
An investigation of sub-optimal conditions (i.e., low light and long distance) also makes it possible
to investigate the relationship between accuracy, confidence, and response time in sub-optimal
conditions. This is relevant because some have argued that if best practice identifcation procedurs
are used and no feedback is given to the witness, then high confidence identifications will tend to
be accurate, even if witnessing conditions (i.e., estimator variables) are poor (Brewer & Wells, 2006;
Sauerland, Sagana, Sporer, & Wixted, 2018; Sauerland & Sporer, 2009; Semmler, Dunn, Mickes, &
Wixted, 2018; Sporer, 1993; Weber, Brewer, Wells, Semmler, & Keast, 2004; Wixted & Wells, 2017).
It has also been suggested that response times below 10–12 s are associated with accuracy
(Dunning & Perretta, 2002), but it has also been found that there is a large degree of variation
so is not possible to draw a clear boundary that discriminates between accurate or inaccurate
decisions (Sauer, Brewer, & Wells, 2008; Weber et al., 2004).

1.3. The present study
The present study was designed to investigate the combined effect of lighting and distance on
eyewitness target identifications (i.e., correct identification rate), and to establish an upper dis-
tance threshold in low lx conditions. With these aims in mind, we created a setup consisting of 3-lx
conditions (low (0.7 lx) = starlight, medium (10 lx) = twilight, high (300 lx) = office space) and eight
distances (6, 8, 10, 12, 14, 16, 18, and 20 m). During the experiment, we presented eight live
targets, one at each distance, for 20–30 s and asked participants to identify the observed person
from a target present eight-person simultaneous line-up. In other words, we employed an identi-
fication task (Duncan, 2006) where there was no option to reject the line-up. We measured
response times and the level of confidence after each identification task.

The identification task (or multiple-choice task) that we employed differs from a response task
where there are both target present and absent line-ups (regarding the identification task see e.g.,
Duncan, 2006). In eyewitness research, it is a common practice to use a decision task, where both
target present and target absent line-ups are used in order to assess diagnostic accuracy or
diagnosticity based on signal detection theory (e.g., Clark, Benjamin, Wixted, Mickes, & Gronlund,
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2015; Clark & Godfrey, 2009). Diagnosticity denotes the likelihood that an identified person (from
a line-up) is the actual person that was observed (Wells & Lindsay, 1980). In comparison with the
decision task, the identification task has a lower ecological validity and generalizability (e.g.,
Duncan, 2006). However, we considered an identification task an adequate first step (considering
the lack of earlier research) to investigate the combined effect of distance and light on correct
identification rates.

The main hypotheses were that there would be negative main effects of both increased distance
and decreased lighting on the rate of correct identifications. We hypothesized that the combined
effect of low lighting and long distance would create an additive effect where the likelihood of
choosing the right target would fall to chance level before 20 m in the low lighting condition. We
also hypothesized that higher distance and lower lighting (i.e., sub-optimal conditions) would
result in either a downshifting of confidence or a reduction in the confidence-accuracy relationship
and that response times would become longer, and that variation would increase.

2. Method

2.1. Participants
One hundred and eighty-two university students/staff participated in the current study. Four
participants were removed from the dataset due to problems with connectivity of the response
tablets; n = 2) and previous participation (n = 2). The final dataset consisted of 178 participants. Of
these, 129 participants (72%) identified themselves as women, 47 (26%) as men, one as “other”,
and one left the choice blank. The mean age of participants was 24.5 years (SD = 6.4) and the ages
ranged from 19 to 51. Furthermore, 158 participants (88%) reported their nationality as Finnish
and 21 (12%) reported their nationality as “other”.

Participants were recruited through email, in person, or via pamphlets placed around the
university campus. During recruitment, we informed potential participants of the possibility of
receiving feedback at the end of the experiment regarding the number of correct or incorrect
identifications they made. Participants also received a free lunch at the university canteen as
compensation for their participation.

2.2. Ethics statement
The Ethical Committee of the Departments of Psychology and Logopedics at Åbo Akademi University
has approved the current study, including all aspects of the data and photograph collection.

2.3. Stimuli

2.3.1. Fillers
To create line-ups for the experiment, we collected a database of filler photographs. Fillers were
recruited, photographed, and filmed in person at multiple university locations. Fillers read and
signed an informed consent form describing how the collected material would be used. Fillers were
then asked to don a white t-shirt, to remove any jewelry, loosen their hair if it was long, and let it
rest behind their shoulders. Photos were taken with the filler having a neutral expression and
facing the camera, facing left (without moving their shoulders), facing right (without moving their
shoulders), and facing the camera once more. Each of the three head positions were photographed
at least two times and the entire sequence was also recorded as a video clip. The fillers received
a lunch coupon for their participation.

2.3.2. Targets
All target individuals (targets) were recruited via email from a nearby university. We chose to
recruit targets from another university in order to minimize the chance that study participants
would be familiar with the targets. We only recruited ethnic Finns as targets. In our recruitment
email, we explained that the targets should not have a beard or other distinctive facial features
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(e.g., facial piercings, very colorful hair), should be of average height and weight, and should be
approximately 20–30 years old. Targets had to commit to full days of work (i.e., 6–8 h) for
a number of days spread over two months. They also had to permit us to use their photographs
in the experiment. In compensation for their participation, each target was paid an hourly salary.
All targets read and signed informed consent forms prior to taking part in the experiment. The
recruited targets used in the current setup were four female and four male undergraduate or PhD
students, with a mean age of 22.9 (SD = 3.7) ranging from 19 to 30 years.

2.3.3. Line-ups
To create adequate photograph line-ups, each target was photographed using the same-
standardized process as during the filler data collection. Photographs of all eight targets were
then presented to nine test participants who were instructed to provide, in writing, a brief descrip-
tion of each target as if they were describing their appearance to a police officer. To create
composite target descriptions, the first author constructed a list of features for each target
based on the descriptions provided by the nine test subjects. The included features were gender,
age, hair, skin, mouth, face, nose, ears, and eyes. Using these lists, the first author chose five fillers
that matched the target as closely as possible. A six-person line-up was created for each target
and these were then presented to eight new test participants who were asked to choose the
person they thought best fitted the target description (no time limit). A Pearson’s chi-square test of
the images selected revealed that one target and one filler were chosen above chance level. We,
therefore, decided to add two more fillers to all line-ups (chosen by the first author). This resulted
in line-ups comprising of eight photographs.

Additionally, to assess the fairness of the line-ups, we conducted a post-hoc test, where
participants (n = 49, Mean age = 23.3, SD = 5.5, 29 females, 19 males, 1 “other”) were asked to
select the photograph that best fit the same descriptions as during the pre-test line-up evaluation.
The functional sizes and the results from the multiple Chi-Square tests are reported in Table 1. Our
analyses revealed that five of the line-ups were unfairly biased towards the target, two were
biased towards one of the fillers, and one was not biased (see Table 1). There are four reasons the
results from the post-test line-up evaluation might not be of a great concern for the current study:
1) the post-test line-up included no time limit and the details included many features (such as eye
color) that were not actually observable for the experimental participants due to the distance and
lighting conditions making the post-test not applicable to them. 2) There was no significant
correlation between correct/incorrect identifications (i.e., the response variable) and the functional
sizes of each target line-up (see Table 2). 3) The targets were included as random factors in the
multi-level analysis, which means that the differences in line-up fairness were part of the statis-
tical model used. 4) The post-test evaluation revealed that some of the line-ups were biased
towards the target, making the task easier for the participants. This indicates that the results may
underestimate the negative effects of distance and light on the rate of correct identifications.

2.4. Materials

2.4.1. Lighting materials and setup
For the manipulation of lighting in our experimental setup, we used a lux-meter and moveable lights
and stands. The lux-meter used was a Trotec Lux-meter (BF06), and we used 3-lx conditions: 0.7 lx
(accuracy of the Lux-meter: ± 0.035), 10 lx (± 0.5) and 300 lx (± 15), defined as the amount of lx that
reached the face of a target. The lights were two Aputure Amaran (AL-528C Bi-Color LED-Lights). The
color temperature used was 5500 K, which is white light and approximates daylight conditions
equivalent to outdoor sunlight.

The space used for the experiment was a windowless corridor that was approximately 22 m long
and 2-m wide, where all other lights were switched off. The light produced from the handheld
tablets was reduced to 20% to minimize the contrast effect that could arise after viewing a target
in the two lower lx conditions (i.e., the 0.7 lx and the 10 lx conditions). Lx conditions were held
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constant during a full day of testing, with the two last days as the only exceptions. These were split
into two separate lx conditions to even out the number of participants tested in each lx condition.

2.5. Measures

2.5.1. Informed consent and demographic questions
We collected participants’ age, occupation, nationality, and the nationality of people with whom
they had grown up. We also asked a question regarding previous participation in the experiment or
stimuli evaluation, to ensure that participants had not seen the targets previously.

2.5.2. Visual acuity test
Prior to the experiment, we administered a visual acuity test to all participants. We used a self-
monitoring visual acuity test that is freely available through the Google applications store
(healthcare4mobile1) and has been used in previous research (e.g., Hwang & Peli, 2016; Motti,
Vigouroux, & Gorce, 2015). We installed the application on the tablets and administered it by
holding the tablets at arm’s length from the participants at eye level. The visual acuity test begins
with asking the participant to close their right eye and then displays a letter (we chose to use the
letter “C”) as a visual image. The letter C was shown on the screen page for approximately 3 s and
after it disappeared, it was followed by a screen page containing four images of the letter C; all
with the C-opening in different directions. Participants were instructed to choose, among the four
images, the C-letter that corresponded to the preceding image. The size of the C-letter varied
depending on the response of the participant (i.e., became smaller if preceded by a correct answer
and larger if preceded by an incorrect answer). The test consisted of 10 question-rounds, after
which the application would move on to test the other eye. The net result was a percentage of
visual acuity for each eye.

2.5.3. Tablet software structure and included measures
All line-ups were entered into the software OpenSesame (Mathôt, Schreij, & Theeuwes, 2012) that
was run on Lenovo Tab 2 android tablets during the experiment. All photographs in each line-up
were displayed simultaneously on one page in two rows and four columns. Photograph positions
were randomized for each trial. All line-ups were simultaneous, target present line-ups. After each
line-up decision, the following questions were asked: 1) “How certain are you of your choice”
(Alternatives: 0–100; 10-point increments), 2) “At what distance was the target relative to you?”
(Alternatives: 1–26 m; 2-m increments), 3) “How old was the person you identified” (Alternatives:
free text), 4) “Did you recognize the photograph of the person you selected from outside of this
experiment?” (Alternatives: yes or no), 5) “Did you recognize any of the other photographs from
outside of this experiment?” (Alternatives: yes or no). All line-up choices (i.e., photographs
selected), including response times, were recorded on the tablet.

2.6. Procedure
Before taking part in the experiment, participants read and signed an informed consent including
a full description of the experiment. After this, they answered demographic questions followed by
the visual acuity test. Participants then completed a test round. The instructor then explained that
there would be eight trials in the experiment. In each trial, a live target would be presented for
approximately 20–30 s in the corridor. It was made clear that each target would always be
presented in the exact same position at the other end of the corridor and that before each
round the instructor would guide the participants to a new position, and that participants would
be presented with a line-up and follow-up questions after each target presentation. If there were
two participants in the same session, the test instructor asked both participants to turn and face in
opposite directions before continuing. This was to ensure that the participants would not influence
the other’s choice. Distance positions were counterbalanced to ensure that the order of distances
and the order of targets presented were equal between participants. However, due to the complex-
ity of the design, we were only able to achieve a counterbalancing of the number of observations
per distances and per lx condition. We were not able to counterbalance the number of targets at
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each distance, meaning that the targets were presented the same number of times and in the
same positions when comparing between lx conditions, but unequally balanced when comparing
distance positions within the lx conditions. This was taken into account by using targets as
a random intercept in the statistical model. Participants were asked to select the line-up photo-
graph that best matched the live target they had just seen and, if uncertain, to make their best
guess and report their level of confidence after each identification. Participants were not given the
option to reject the line-up.

Throughout the experiment, the test instructor used a walkie-talkie in order to instruct the
targets when to present themselves. Prior to each target entering the corridor, the test instructor
asked participants to look straight down and once the target was in place to look up. The targets
had been instructed to look straight towards the participant with a neutral expression and count
silently to five, then turn their head to the left and count to five, then turn their head to the right
and count to five, before finally looking straight towards the participant and count to five. The
target then left the corridor.

2.7. Design
We employed a three by eight mixed design, with 3-lx conditions (between subject) and eight
distances (within subject). The outcome variables were target identification, confidence, and
response time. We also registered answers regarding distance estimates, age estimates of targets
and recognition of any line-up photograph prior to the experiment.

3. Statistical analyses
Analyses were conducted using the R platform (R Core Team, 2016). The main analyses were
conducted by fitting data as a multi-level regression in the lme4 package (Bates, Mächler, Bolker, &
Walker, 2014). Figures were created using the sjplot and ggplot packages (Wickham, 2016;
Lüdecke, 2019). For these analyses the following general formula, which fits random intercepts
for participants and for targets, was used:

Outcome,Predictor sð Þ þ 1jsubjectð Þ þ ð1jTargetÞ

As a default, categorical variables are contrast coded in lme4, with the level with the lowest
alphanumerical value as the reference group. The binary logistic regression analysis produces log
odds values (see e.g., Sommet & Morselli, 2017). The log odds values can be used to calculate the
probability of a response being 1 (i.e., a correct identification) using the probit function (exp(x)/(1+
exp(x)), where x is the log odds estimate of interest.

To also obtain ANOVA-type main effects, we used the afex package (Singmann, Bolker, &
Westfall, 2019). To obtain p-values in the multi-level environment, we used the likelihood-ratio
test (LRT), which produces a χ2-statistic. All tests were based on Type-III sums of squares. For
Tukey post-hoc comparisons between levels, we used the multcomp package (Hothorn, Bretz, &
Westfall, 2008).

3.1. Distance and light
For correct/incorrect responses, we used a multilevel binary logistic regression model. Lighting was
treated as a categorical variable with three levels (low, medium, and high lx) and distance was
treated as a continuous variable.

3.2. Confidence and response time
To investigate the effects of confidence under of sub-optimal conditions, we redefined confidence
into two categories, low (0–80%) and high confidence (81–100%). This was done because it has
been shown that high confidence is strongly associated with accuracy (for an overview see Wixted
& Wells, 2017) and we were explicitly interested in the postdictive value of high confidence in
optimal versus sub-optimal conditions. High confidence is often defined as 90–100% confidence
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(e.g., Wixted & Wells, 2017), but in the present study, we chose a more liberal definiton (i.e.,
81–100%) due to our study including suboptimal viewing conditions which we expected to result in
overall lower confidence levels.

We then ran a multilevel analysis where the two confidence groups and the 3-lx conditions were
categorical predictors and the rate of correct identifications was the outcome variable. We also re-
categorized the eight distances into two groups, short distance (6–12 m; optimal) and long
distance (14–20 m; sub-optimal) to investigate the difference between optimal and sub-optimal
conditions. We then ran a multilevel binary logistic regression analysis with the two confidence
groups and the two distance groups as predictors and the rate of correct identifications was the
outcome variable. Because our categorization of both confidence and distance into two groups
was to some extent arbitrary, we have also included additional analysis where we treated
confidence and distance as a continuous variable. This resulted in a multilevel binary logistic
regression where confidence and distance were continuous predictors, the light was
a categorical predictor, and correct/incorrect identification was the binary outcome variable.

To examine differences between response times in sub-optimal conditions, while at the same
time producing results that would be comparable to previous research (Dunning & Perretta, 2002;
Sauer et al., 2008; Weber et al., 2004), response time was categorized into three groups, 0–10 s,
11–15 s, and >15 s. Some authors suggest that the high variability of response times makes it
impossible to define cut-offs associated with accuracy or inaccuracy (Sauer et al., 2008; Weber
et al., 2004). However, some earlier results suggest that response times under 10–12 s are
associated with higher accuracy (Dunning & Perretta, 2002). Our rationale for categorizing
response time into three categories prior to analyses, was to investigate specifically the possibility
of there being cut-offs below, around, and above 10–12 s.

We then ran two multilevel analyses, one with the new response time groups and light (low,
medium, and high lx) as the predictors, the other with the new response time groups and the two
new distance groups (6–12 m and 14–20). In both cases, the outcome variable was the rate of
correct identifications. As with confidence, we have also included an additional analysis where we
treated response time and distance as continuous variables.
4. Results

4.1. Descriptive results
The average results of the visual acuity test for the left eye was 86.0% (SD = 22.7), for the right eye
87.6% (SD = 19.8), the combined average for both eyes was 87.0% (SD = 17.2), the minimum was
79.8% (SD = 24.7), and the maximum was 94.2% (SD = 13.2). The mean age estimate was 23.5
years (SD = 2.9) and mean distance estimate was 13.2 m (SD = 6.0).

The 178 participants provided 1424 identifications. We excluded observations where participants
reported being familiar with a photograph in a line-up. This resulted in the exclusion of 106
observations, leaving 1318 observations across 178 participants. Of the 1318 identifications, 741
(56%) were correct and 577 (44%) were incorrect. In the high lx condition (300 lx) there were 316
correct (76%) and 98 incorrect (24%), in the medium lx condition (10 lx) there were 248 correct
(60%) and 163 incorrect (40%), and in the low lx condition (0.7 lx) there were 177 correct (36%)
and 316 incorrect (64%) identifications. The average level of confidence was 57.8 (SD = 29.3). In
the high lx condition, the average confidence was 71.0 (SD = 27.4), in the medium lx condition it
was 64.6 (SD = 25.4), and in the low lx condition it was 41.1 (SD = 25.6). See Table 2 for the
frequencies of correct or incorrect identifications per confidence group, lx condition, and distance.
The average response time was 16.2 s (SD = 8.5), in the high lx condition it was 14.9 s (SD = 8.2), in
the medium lx condition it was 14.7 s (SD = 6.8), and in the low lx condition it was 18.6 (SD = 9.4).
See Table 3 for the actual-observed frequencies of correct or incorrect identifications per response
time group, lx condition, and distance.
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Prior to the main analyses, we computed a correlation matrix for the following outcome vari-
ables: Identification, response time, confidence, lx, distance, target presentation order, and the
participant measures of visual acuity for the left eye, the right eye, the average, and the minimum
and the maximum visual acuity outcomes (see Table 4). There was a significant positive correlation
between the outcome variable response and confidence and lx. There was a significant negative
correlation between the outcome variable and response time and distance. There was also
a significant positive correlation between the response variable and the average and the max-
imum results from the visual acuity test (see Table 4). However, the correlations were weak,
indicating that visual acuity was not important to include in the subsequent analysis. By using
participants as a random intercept in the regression models, we accounted for individual base-line
differences in eyesight. There was no significant correlation between target presentation order and
the outcome variable.

4.2. The effects of distance and lighting on the rate of correct identifications
We then analyzed the effect of distance and lighting on correct identifications through a multilevel
binary logistic regression. The results are presented in Table 5 and Figure 1. There was a significant
main effect of lx condition (χ2 (2) = 16.49, p < .001). A pairwise Tukey posthoc test for lx conditions

Table 3. Frequencies of target and filler identifications by response time groups and distance

Target ID Filler ID

D 0–10 11–15 > 15 0–10 11–15 > 15
Low lx (0.7 lx)

6 12 16 13 3 6 11

8 6 10 15 4 10 18

10 1 8 18 5 10 22

12 2 7 13 8 12 18

14 2 6 13 1 15 24

16 1 5 7 2 10 37

18 1 5 7 4 18 24

20 1 5 3 9 15 30

Medium lx (10 lx)

6 14 11 11 1 3 8

8 15 13 9 2 5 9

10 17 10 13 2 3 8

12 14 9 7 0 7 12

14 7 15 10 2 8 9

16 8 13 4 3 9 15

18 5 9 11 3 15 12

20 6 8 9 1 14 12

High lx (300 lx)

6 18 15 11 0 2 6

8 18 16 9 1 1 5

10 16 16 11 0 5 4

12 19 16 12 0 2 1

14 20 15 14 1 3 3

16 10 12 11 2 4 9

18 8 14 7 1 9 12

20 4 9 14 2 6 19

Note. D = Distance in meters; ID = identification; 0–10 = 0–10 s; 1–15 = 11–15 s; >15 = more than 15 s; lx = Lux.
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revealed that there was a significant difference between the high and medium lx conditions (B =
1.69, SE= 0.58, p < .05), between the high and low lx conditions (B = 2.18, SE = 0.56, p < .001), but
no significant difference between the medium and low lx conditions (B = 0.50, SE = 0.50, p > .05).
There was also a significant effect of distance (χ2 (1) = 58.16, p < .001) but no interaction between
lighting condition and distance on the rate of correct identifications (χ2 (2) = 3.43, p > .05). The
results from the logistic regression showed that the likelihood of a correct identification in the high
lx condition at 6 m was .94 and at 20 m it was .55, the likelihood of a correct identification in the
medium lx at 6 m was .81 and at 20 m it was .40, and the likelihood of a correct identification in
the low lx condition at 6 m was .64 and at 20 m it was .11 (see Table 5 and Figure 1).

4.3. Confidence as a postdictive measure of the rate of correct identifications
Next, we analyzed the postdictive value of confidence on accuracy by using two multilevel binary
logistic regressions. In the first analysis, lighting and confidence were used as predictors of the
rate of correct identifications. The results are presented in Table 6 and Figure 2. There was
a significant main effect of lighting on the rate of correct identifications (χ2 (2) = 49.00, p <
.001), showing the same effects of lighting on accuracy as in the main analysis. There was
a main effect of confidence on the rate of correct identifications (χ2 (1) = 21.25, p < .001).

Table 5. Correct identification rate by distance and lux

Correct Identification Rate

Factors B SE z-scores p
Intercept 1.74 0.41 4.23 <.001***

10 lx 0.50 0.50 1.00 .315

300 lx 2.18 0.56 3.87 <.001***

Distance −0.19 0.03 −7.15 <.001***

Distance * 10 lx 0.06 0.04 1.72 .085

Distance * 300 lx 0.01 0.04 0.17 .868

Note. Correct Identification Rate = rate of correct target identifications; lx = Lux (i.e., the lighting conditions
manipulated during the experimental setup: low = 0.7 lx, medium = 10 lx, high = 300 lx). Distance = Distances used
in the experimental setup (i.e. eight distances between 6 and 20 m); B = slope; SE = standard error, z-scores =
regression coefficient divided by the standard error; *** p = < .001; ** p = < .01; * p = < .05. The reference category for
the contrast coding of the multilevel logistic regression was 0.7 lx.

Figure 1. Correct Identification
Rate = rate of correct target
identifications; Lux = the light-
ing conditions manipulated
during the experimental setup
(low = 0.7 lx, medium = 10 lx,
high = 300 lx). Distance =
Distances used in the experi-
mental setup (i.e., eight dis-
tances between 6 and 20
meters). The figure illustrates
the predicted probability values
for correct identifications by
distance and by lx conditions
with 95% confidence intervals
of the predicted probability
curves.
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A pairwise Tukey post-hoc test revealed that performance was better at high (vs. low) confidence
(B = 2.23, SE = 0.54, p < .001). There was no interactive effect of lighting and confidence on the rate
of correct identifications (χ2 (2) = 2.95, p > .05). In the second analysis, we used distance and
confidence as predictors of the rate of correct identifications. The results are presented in Table 7
and Figure 2. We found a significant main effect of distance (χ2 (1) = 33.62, p < .001), which also
followed the same pattern as in the main analysis. We also found a main effect of confidence on
the rate of correct identifications (χ2 (1) = 73.53, p < .001), where a post-hoc (Tukey) test revealed
that the rate of correct identifications was better in the high (vs. low) confidence group (B = 2.27,
SE = 0.30, p < .001). There was no interaction between distance and confidence on the rate of
correct identifications (χ2 (1) = 0.14, p > .05). Lastly, we ran a complete model with distance and
confidence as continuous predictors and light as a categorical predictor. As can be seen in Table 8
there was a main effect of confidence, which supports our initial finding.

The results illustrate that high confidence is positively associated with higher accuracy, which
appears to hold true in all three lighting condition as well as in shorter and longer distance
conditions.

4.4. Response time as a postdictive measure of the rate of correct identifications
Next, we analyzed the postdictive value of response time on the rate of correct identifications by
using two multilevel binary logistic regressions. We first analyzed the rate of correct identifications
with lighting and response time as predictors. The results are presented in Table 9 and Figure 3.

Table 6. Correct identification rate by confidence and lux

Correct Identification Rate

Factors B SE z-scores p
Intercept −0.75 0.23 −3.26 <.01**

10 lx 0.85 0.19 4.46 <.001***

300 lx 1.42 0.20 7.00 <.001***

Confidence 81–100% 2.23 0.54 4.11 <.001***

10 lx * Confidence 81–100% −0.47 0.63 −0.75 .454

300 lx * Confidence 81–100% 0.41 0.69 0.59 .553

Note. Correct Identification Rate = rate of correct target identifications; lx = Lux (i.e. the lighting conditions manipulated
during the experimental setup: low=0.7 lx,medium=10 lx, high =300 lx). The results are collapsed across all eight distances
manipulated during the experimental setup (i.e., 6–20 m). Confidence = Post-identification measure of participant con-
fidence regarding the identification they made (confidence was measured between 0–100% and for the current analysis
confidence was re-categorized into two groups: low confidence = 0–80% and high confidence = 81–100%); B = slope; SE =
standard error, z-scores = regression coefficient divided by the standard error; *** p = < .001; ** p = < .01; * p = < .05. The
reference categories for the contrast coding of the multilevel logistic regression were 0.7 lx and 0–80% confidence.

Figure 2. Identifications = cor-
rect target identifications; Lux =
the lighting conditions manipu-
lated during the experimental
setup (low = 0.7 lx, medium = 10
lx, high = 300 lx). Confidence =
Post-identification measure of
participant confidence regarding
the identification they made
(confidence was measured
between 0% and 100% and for
the current analysis confidence
was re-categorized into two
groups: low confidence = 0–80%
and high confidence = 81–100%);
Distance = Distances used in the
experimental setup (eight dis-
tances between 6 and 20 mwere
used, but in the current analysis
thedistanceswere split into short
distances = 6–12 m and long dis-
tances = 14–20 m). Panel A: the
predicted probabilities (with 95%
confidence intervals) for correct
identifications by two confidence
groups (low = 0–80% and high =
81–100%) and three conditions
of lux (red line = 0.7 lx; blue line =
10 lx, green line = 300 lx), with
95% confidence intervals of the
predicted probabilities. Panel B:
the predicted probabilities (with
95% confidence intervals) for
correct identifications by two
confidence groups (low = 0–80%
and high = 81–100%) and two
distance groups (red line =
6–12 m; blue line = 14–20 m).
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There was a significant main effect of lighting (χ2 (2) = 51.83, p < .001), which followed the same
pattern as the main analysis. There was no significant effect of response time (χ2 (2) = 3.08, p >
.05). However, there was a significant interaction between response time and lighting on the rate
of correct identifications (χ2 (4) = 15.17, p < .01), indicating that shorter response times are more
indicative of higher accuracy when lighting is good (i.e., both the medium and high lx conditions)
compared with low lighting (i.e., the low lx condition).

Table 7. Correct identification rate by confidence and distance

Correct Identification Rate

Factors B SE z-scores p
Intercept 0.42 0.23 1.83 .067

Distance 14–20 −0.98 0.17 −5.64 <.001***

Confidence
81–100%

2.27 0.30 7.50 <.001***

Distance 14–20 *
Confidence
81–100%

0.17 0.46 0.37 .709

Note. Correct Identification Rate = rate of correct target identifications; Distance = Distances used in the experimental
setup (eight distances between 6 and 20 mwere used, but in the current analysis the distances were split into short
distances = 6–12 m and long distances = 14–20 m); Confidence = Post-identification measure of participant
confidence regarding the identification they made (confidence was measured between 0% and 100% and for the
current analysis confidence was re-categorized into two groups: low confidence = 0–80% and high confidence =
81–100%); B = slope; SE = standard error, z-scores = regression coefficient divided by the standard error; *** p = < .001;
** p = < .01; * p = < .05. The reference categories for the contrast coding of the multilevel logistic regression were
6–12 m and 0–80% confidence.

Table 8. Correct identification rate by confidence, light, and distance

Correct Identification Rate

Factors B SE z-scores p
Intercept 1.71 0.45 3.83 <.001***

10 lx −0.79 0.58 −1.35 .178

300 lx 1.42 0.63 2.26 <.05*

Distance −0.17 0.04 −5.00 <.001***

Confidence 1.22 0.39 3.09 <.01**

10 lx * Distance 0.12 0.04 2.77 <.01**

300 lx * Distance 0.03 0.05 0.53 .594

10 lx * Confidence 0.47 0.64 0.74 .460

300 lx * Confidence 0.11 0.64 0.17 .863

Distance *
Confidence

−0.06 0.03 −1.79 .073

10 lx * Distance *
Confidence

−0.00 0.05 −0.02 .983

300 lx * Distance *
Confidence

0.05 0.05 1.00 .315

Note. Correct Identification Rate = rate of correct target identifications; lx = Lux (i.e. the lighting conditions manipu-
lated during the experimental setup: low = 0.7 lx, medium = 10 lx, high = 300 lx); Distance = Distances used in the
experimental setup (eight distances between 6 and 20 mwere used; Confidence = Post-identification measure of
participant confidence regarding the identification they made (confidence was measured between 0% and 100%); B =
slope; SE = standard error, z-scores = regression coefficient divided by the standard error; *** p = < .001; ** p = < .01; *
p = < .05. The reference categories for the contrast coding of the multilevel logistic regression were 6–12 m and
0–80% confidence. The reference category for the contrast coding of the multilevel logistic regression was 0.7 lx.
Confidence was centered in order to achieve model convergence.
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In the second analysis, we used distance and response time as predictors of the rate of correct
identifications. The results are presented in Table 10 and Figure 3. Once again, there was amain effect
of distance on the rate of correct identifications (χ2 (1) = 10.71, p < .01), mirroring the negative impact
of higher distance found in the main analysis. There was also a main effect of response time on the
rate of correct identifications (χ2 (2) = 38.19, p < .001). A pairwise Tukey post-hoc test revealed that
longer response times were significantly less postdictive of high accuracy compared with medium
response times (B = −0.73, SE = 0.24, p < .01). This was also true of long response times compared with
short response times (B = −1.73, SE = 0.30, p < .001), andmedium response times comparedwith short
response times (B = −1.00, SE = 0.31, p < .01). There was no interactive effect between distance and
response time on the rate of correct identifications (χ2 (2) = 0.01, p > .05). Lastly, we ran a complete
model with distance and response time as continuous predictors and light as a categorical predictor.
The results are presented in Table 11, where it can be seen that there was a main effect of response
time but no interactive effects, which supports our initial findings.

The results illustrate that shorter response times were more strongly associated with the rate of
correct identifications when lighting is good, and distances are shorter. In other words, the
relationship between shorter response times and the rate of correct identifications appears to be
dependent on the optimality of the viewing conditions. Shorter response times result in higher
accuracy when viewing conditions are favorable.

Figure 3. Identifications = cor-
rect target identifications; Lux =
the lighting conditions manipu-
lated during the experimental
setup (low = 0.7 lx, medium = 10
lx, high = 300 lx); Response time =
Line-up response time that has
been re-categorized into three
groups (low = 0–10 s, medium =
11–15 s, high = > 15 s); Distance =
Distances used in the experi-
mental setup (eight distances
between 6 and 20 m were used,
but in the current analysis the
distances were split into short
distances = 6–12 m and long dis-
tances = 14–20 m). Panel A: the
predicted probabilities (with 95%
confidence intervals) for correct
identifications by three response
time groups (low = 0–10 s, med-
ium = 11–15 s, high = > 15 s); and
three conditions of lux (red line =
0.7 lx; blue line = 10 lx, green line
= 300 lx), with 95% confidence
intervals of the predicted prob-
abilities. Panel B: the predicted
probabilities (with 95% confi-
dence intervals) for correct iden-
tifications three response time
groups (low = 0–10 s, medium =
11–15 s, high = > 15 s) and two
distance groups (red line =
6–12 m; blue line = 14–20 m.

Table 9. Correct identification rate by response time and lux

Correct Identification Rate

Factors B SE z-scores p
Intercept –0.30 0.37 −0.83 .404

10 lx 2.22 0.44 5.01 <.001***

300 lx 3.23 0.51 6.32 <.001***

Time 11–15 −0.22 0.35 −0.63 .531

Time > 15 −0.51 0.34 −1.53 .126

10 lx * Time 11–15 −1.24 0.50 −2.48 <.05*

300 lx * Time 11–15 −1.24 0.57 −2.16 <.05*

10 lx * Time >15 −1.53 0.49 −3.10 <.01**

300 lx * Time >15 −1.80 0.56 −3.24 <.01**

Note. Correct Identification Rate = rate of correct target identifications; lx = Lux (i.e. the lighting conditions manipu-
lated during the experimental setup: low = 0.7 lx, medium = 10 lx, high = 300 lx). The results are collapsed across all
eight distances manipulated during the experimental setup (i.e., 6–20 m); Time = Line-up Response time (Response
time has been re-categorized into three groups: low = 0–10 s, medium = 11–15 s, high = > 15 s); B = slope; SE =
standard error, z-scores = regression coefficient divided by the standard error; *** p = < .001; ** p = < .01; * p = < .05.
The reference categories for the contrast coding of the multilevel logistic regression were 0.7 lx and 0–10 s.

Nyman et al., Cogent Psychology (2019), 6: 1632047
https://doi.org/10.1080/23311908.2019.1632047

Page 16 of 23



5. Discussion
The current study was designed to investigate the combined effect of distance and lighting on
an identification task in a live eyewitness identification paradigm. Our aim was to investigate
the effect sub-optimal conditions (i.e. poorer lighting and increased distance) have on line-up
choices. This is the first attempt at understanding how distance and light interactively affect
eyewitness identifications of live targets. Our hypotheses and assumptions were based on
earlier eyewitness research showing that lower lighting and increased distance negatively
impact eyewitness accuracy (Jong et al., 2005; Lampinen et al., 2014; Lindsay et al., 2008;
Loftus & Harley, 2005; Wagenaar & Van Der Schrier, 1996; Nyman et al., 2018). We also based
our assumptions on earlier research concerning visual acuity (DiNardo & Rainey, 1991;

Table 10. Correct identification rate by response time and distance

Correct Identification Rate

Factors B SE z-scores p

Intercept 2.14 0.33 6.38 <.001***

Distance 14–20 −1.20 0.37 −3.29 <.01**

Time 11–15 −1.00 0.31 −3.21 <.01**

Time >15 −1.73 0.30 −5.82 <.001***

Distance 14–20 *
Time 11–15

−0.05 0.43 −0.11 .911

Distance 14–20 *
Time >15

−0.04 0.41 −0.10 .920

Note. Correct Identification Rate = rate of correct target identifications; Distance = Distances used in the experimental
setup (eight distances between 6 and 20 meters were used, but in the current analysis the distances were split into
short distances = 6–12 m and long distances = 14–20 m); Time = Line-up Response time (Response time has been re-
categorized into three groups: low = 0–10 s, medium = 11–15 s, high = > 15 s); B = slope; SE = standard error, z-scores
= regression coefficient divided by the standard error; *** p = < .001; ** p = < .01; * p = < .05. The reference categories
for the contrast coding of the multilevel logistic regression were 6–12 m and 0–10 s.

Table 11. Correct identification rate by the response time, light, and distance

Correct Identification Rate

Factors B SE z-scores p
Intercept 1.85 0.42 4.46 <.001***

10 lx 0.36 0.52 0.70 .486

300 lx 1.94 0.59 3.32 <.001***

Distance −0.20 0.03 −7.14 <.001***

Response time −0.64 0.32 −2.04 <.05*

10 lx * Distance 0.06 0.04 1.70 .088

300 lx * Distance 0.02 0.04 0.53 .596

10 lx * Response time 0.29 0.56 0.53 .599

300 lx * Response time 0.03 0.51 0.05 .957

Distance * Response time 0.03 0.03 1.30 .195

10 lx * Distance * Response time −0.05 0.04 −1.14 .256

300 lx * Distance * Response time −0.03 0.04 −0.74 .458

Note. Correct Identification Rate = rate of correct target identifications; lx = Lux (i.e., the lighting conditions manipulated
during the experimental setup: low = 0.7 lx, medium = 10 lx, high = 300 lx); Distance = Distances used in the experimental
setup (eight distances between 6 and 20mwere used; Response time = recorded response times (inmilliseconds) during the
experiment; B = slope; SE = standard error, z-scores = regression coefficient divided by the standard error; *** p = < .001; ** p =
< .01; * p = < .05. The reference categories for the contrast coding of themultilevel logistic regressionwere 6–12mand0–80%
confidence. The reference category for the contrast coding of themultilevel logistic regressionwas 0.7 lx. Response timewas
centered in order to achieve model convergence.
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Ferwerda, 1998; Hiraoka et al., 2015; Lu & Dosher, 2014; McCready, 1985; Tidbury et al., 2016;
Zele & Cao, 2015).

5.1. Distance and lighting thresholds for reliable target identifications
Our data collection and subsequent analyses revealed that low lighting and increased distance
have a dramatically negative impact on the rate of correct identifications. The results are the first
indication that in low lighting conditions (i.e., 0.7 lux and comparable to starlight conditions)
a likely upper distance threshold of reliable eyewitness identification is at 20 meters. Moreover,
these findings were produced using an immediate recall task and a relatively long exposure time
(i.e., 20–30 s), circumstances that are optimal compared to those likely in real-life situations. This
implies that in a real-life scenario with a longer delay between witnessing a culprit and line-up
presentation, the distance threshold is likely to be lower. Due to the somewhat unfair line-ups,
which were to a large extent biased towards the targets, it is also possible that the current results
are too conservative and that if the line-ups had not been biased, the task would have been more
difficult and the upper distance threshold would have been found at a shorter distance.

5.2. Confidence and response times
Previous research indicates that there is an association between high confidence and identification
accuracy (for an overview see, Wixted & Wells, 2017), and although some results suggest that the
relationship will be negatively impacted by sub-optimal conditions (Deffenbacher, 2008), other
suggest this not to be the case (Clark et al., 2015; Palmer, Brewer, Weber, & Nagesh, 2013;
Semmler et al., 2018; Sporer et al., 1995; Wixted & Wells, 2017). The latter viewpoint is based on
the notion that the relationship between confidence and accuracy will not deteriorate depending
on external factors, assuming that the investigation is conducted under pristine conditions, but
that sub-optimal conditions will naturally entail a lower average of confidence. In the present
study, we found that average confidence was lower when lighting conditions were lower and when
distance was longer. This meant that there was a lower frequency of high confidence correct
identifications in the extreme end of the sub-optimal conditions (i.e., low light and long distance).
Our analyses regarding the relationship between confidence and the rate of correct identifications
revealed that there was a positive association in all conditions between high confidence and
accuracy. The results indicate that participants modulated their level of confidence downwards
under sub-optimal conditions and that high confidence appears to be associated with the rate of
correct identifications even under sub-optimal conditions. With that said, we did find a number of
incorrect high confidence identifications in all lighting conditions, indicating that there perhaps is
a reason to question the extent to which confidence can be used as an indicator of the rate of
correct identifications. Moreover, because we did not include a target absent condition and
a designated innocent filler, we could not investigate the relationship between confidence and
accuracy through a confidence-accuracy characteristic analysis (CAC; Mickes, 2015), which is
arguably needed in order to make any definitive conclusions regarding the confidence-accuracy
association under sub-optimal conditions.

There is also an ongoing debate regarding the postdictive value of line-up response times as
of eyewitness identification accuracy. Some results have indicated that shorter response times
(i.e. 10–12 s) are associated with identification accuracy (Dunning & Perretta, 2002) and other
results have suggested that response times cannot discriminate between accurate or inaccu-
rate decisions (Sauer et al., 2008; Weber et al., 2004). In the present study, response times
were longest in the low lighting conditions and at the longest distances. The statistical
analyses revealed that shorter response times were indicative of the rate of correct identifica-
tions in optimal conditions (i.e., higher lighting and shorter distance). This is an interesting
addition to previous findings concerning the association between line-up response time and the
rate of correct identifications, because it suggests that the postdictive value of response times
may be contingent on the optimality of external viewing conditions. However, these results
should be viewed as only preliminary findings and there is still a need to investigate the effects
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of distance and light on identification accuracy using both target present and absent line-ups,
which would yield results more directly applicable to real-life settings.

5.3. Study implications
To the authors’ knowledge, the results presented in this paper are the first to illustrate the
combined effect of real lighting and distance conditions, using live targets and an eyewitness
identification task. These results are, therefore, directly generalizable to real-life events due to the
fact that we used live targets and not simulated events, something that has been questioned in
previous research (e.g., Pozzulo et al., 2008). Our results are also in line with earlier works, both
simulated and actual, indicating that both lighting and distance are highly relevant factors in
eyewitness research. Furthermore, we found that in the lowest lx condition and at the largest
distance, accuracy fell to chance level, which we have defined as a distance threshold because
accuracy was the same as blindly guessing. An important next step for future research is to
investigate similar sub-optimal conditions using a decision task, in order to assess the diagnostic
value of line-ups depending on the lighting and distances used. If line-ups in similar sub-optimal
conditions (i.e., 20 meters in 0.7 lx lighting) give rise to a diagnostic value of 1 then there is no
longer any information gained by using a line-ups in these conditions, rendering them useless from
a judicial perspective (see Wells & Lindsay, 1980; Wells & Olson, 2002).

Nevertheless, the threshold established in the present study, illustrates the negative impact that
distance and light can have on eyewitness accuracy. The significance of this is that it implies that
other estimator variables could be affected to a high degree, as for example, in the case of weapon
focus (Fawcett et al., 2011). It is highly probable that lighting and distance will play a role in the
weapon focus effect, due to the combined effect these variables have on perception and attention.
Therefore, the current results also indicate that it might be time to re-evaluate and systematically
investigate the effect of other estimator variables after there has been an adequate investigation
of different lighting and distance conditions on eyewitness accuracy. After all, if the results by
Felson and Poulsen (2003) still hold true, then approximately 50% of all crimes takes place in low
lighting conditions. Moreover, information appears to be completely lacking regarding the dis-
tances between witnesses and culprits at varying crime scenes, yet it is not illogical to assume that
there is a great variation between and within different types of crimes.

5.4. Limitations
The current study has a number of limitations. First, due to the complexity of our design (i.e.,
manipulating 3-lx conditions and eight distance conditions), and due to practical limitations, we
opted to use an identification task and not a decision task (Duncan, 2006). Due to the absence of
target absent line-ups, we were not able to assess the effect of distance and lighting on filler
selection or the selection of a designated innocent in target-absent line-ups. This assessment
would have enabled the calculation of diagnosticity (Wells & Lindsay, 1980). In other words, there
is a limitation in the generalizability of the current results to real-life eyewitness conditions. The
current results are, therefore, best interpreted as a first step in understanding how distance and
lighting impact target selection only.

Secondly, the post-test revealed that only one line-up was unbiased, whereas two were biased
towards fillers and five were biased towards the targets. This is a clear limitation. However, the
post-test evaluation differed from the main experiment because evaluators were able to disregard
line-up images due to, for example, the images not matching the eye color of the target descrip-
tion, a feature that was not relevant in the main experiment due to the distance to the targets.
We, therefore, ran a correlation between the functional sizes of the line-ups and the outcome
variables and found no significant correlations. Targets were also included as random factors in
the statistical analyses. Nevertheless, assuming the line-ups were, as the post-test suggests,
biased towards the targets, then this impacts the generalizability of the present results. This
implies that the task was, in fact, easier than we wished it to be and implies that the observed
accuracy levels are inflated. In other words, our results may be too conservative, and it could be
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that accuracy would have been lower at shorter distances if the line-ups had been less biased. This
last point also relates to visual acuity, in that it suggests that external features, such as hairstyle,
might have played a larger role in the identification of the targets rather than the minutiae of the
facial identity.

5.5. Conclusions
Taking into account the limitations of the current design, we argue that the results represent an
important first step in investigating the combined effect of lighting and distance on the rate of correct
identifications in a realistic scenario. Furthermore, the novel finding of the current design is that the
rate of correct identifications fell to chance level at 20 m in the 0.7 lx condition. These findings
indicate that external factors such as lighting and distance are highly relevant in any investigation
that utilizes a line-up identification task. Our results also illustrate that there is a clear need of
additional research concerning distance and light as well as their interaction with other estimator
variables. Based on our findings, we recommend that when lighting conditions are below 1 lx and the
distance is 20 m or more, target identifications should be treated with the greatest of caution.
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