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a b s t r a c t

The General Data Protection Regulation (GDPR) came into force in 2018. After this enforcement, many
fines have already been imposed by national data protection authorities in Europe. This paper examines
the individual GDPR articles referenced in the enforcement decisions, as well as predicts the amount of
enforcement fines with available meta-data and text mining features extracted from the enforcement
decision documents. According to the results, three articles related to the general principles, lawfulness,
and information security have been the most frequently referenced ones. Although the amount
of fines imposed vary across the articles referenced, these three particular articles do not stand
out. Furthermore, a better statistical evidence is available with other meta-data features, including
information about the particular European countries in which the enforcements were made. Accurate
predictions are attainable even with simple machine learning techniques for regression analysis. Basic
text mining features outperform the meta-data features in this regard. In addition to these results, the
paper reflects the GDPR’s enforcement against public administration obstacles in the European Union
(EU), as well as discusses the use of automatic decision-making systems in judiciary.

© 2021 Published by Elsevier Ltd.
1. Introduction

Data protection has a long history in Europe [1].1 With respect
o the EU, the GDPR repealed the earlier Directive 95/46/EC.
lthough this directive laid down much of the legal groundwork
or EU-wide data protection, its national adaptations, legal in-
erpretations, and enforcement varied both across the member
tates and different EU institutions [3–5]. In short: it was a paper
iger. Later on, the provisions for both privacy and data protection
ere strengthened by the inclusion of them in the Charter of
undamental Rights of the European Union (EU), signed with the
reaty of Lisbon in 2009. The GDPR is the latest manifestation
n this path: the goal of the regulation is to protect natural
ersons with respect to the processing of their personal data, and,
herefore, the goal is also to guard their fundamental right to data
rotection.
The GDPR has been extensively studied in recent years. To put

olitical, economic, and related reasons aside, the reason for the
bundance of research originates from the regulation’s scope. The
ifth Article (A) defines personal data as any information relating
o an identified or identifiable natural person. Thus, with few
estrictions, as specified in A23 and A89, the GDPR covers all pro-
essing activities of personal data, whether manual or automated.

∗ Corresponding author.
E-mail address: juanruo@utu.fi (J. Ruohonen).

1 This paper is an extended version of an earlier conference paper presented
t COUrT – CAiSE for legal documents workshop [2].
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This wide scope means that it is difficult to consider the regula-
tion without a context. The protection of personal data is different
for information systems than it is for biomedical applications;
it differs between scholarly disciplines, from computer science
to medicine. The GDPR establishes only a few general principles
that are universal. As specified in A5, these include lawfulness,
fairness, and transparency, purposefulness, data minimization,
accuracy, finite data retention, integrity, confidentiality, and ac-
countability. It is possible to derive design patterns from these
principles [6,7], but the patterns are still dependent on a given
context. By implication, it is impossible to establish universal
guidelines with which sanctions could be avoided. This provides
a motivation for the present work to examine the specific articles
that have been referenced by data protection authorities (DPAs)
when imposing fines according to the conditions specified in A83.

Another motivation stems from the noted administration and
governance issues for European data protection practices. Akin
to some other public administration domains, such as product
safety administration [8], the history of the European data pro-
tection has always relied heavily on the ombudsmen-like DPAs
instead of enforcement through litigation or criminal law [9,10].
However, a reasonably comprehensive literature search indicates
no previous empirical research on the enforcement of this partic-
ular regulation, excluding an earlier conference paper [2] upon
which the present paper builds. Compared to the conference
paper, the present work presents a more thorough examination
of the enforcement fines, including the prediction of these by
ce, Information Systems (2021) 101876, https://doi.org/10.1016/j.is.2021.101876.

text mining techniques and regression analysis. The predictions
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re also discussed with respect to a broader debate on automatic
ecision-making (ADMs) systems used in the public sector. In
ddition, the work extends the examination toward the GDPR’s
dministrative and political aspects. To these ends, the present
aper examines the following three Research Questions (RQs)
egarding the enforcement fines:

RQ1: Which GDPR articles have been actively referenced in the
recent enforcement cases?

RQ1: Do the enforcement fines vary across the articles referenced in
the enforcement decisions?

RQ1: How well the recent GDPR fines can be predicted in terms
of basic available (i) meta-data and (ii) textual traits derived
from the enforcement decisions?

It is difficult to make prior speculations about potential an-
wers to the questions. Regarding RQ1, it can be expected that
5 is frequently referenced as it specifies the overall lawful-
ess condition for processing personal data. But beyond that, the
DPR contains as many as 99 articles, many of which may be
sed to justify sanctions. As for RQ2, it could be hypothesized
hat information security lapses would yield particularly severe
enalties; data breaches, in particular, have often been seen as a
ajor deterrent of the GDPR for companies [11]. With respect to
Q3, there is a more practical motivation: by knowing whether
he penalties are predictable by machine learning techniques, a
tarting point is available for providing further insights in dif-
erent practical scenarios. These scenarios include the automated
rchival of enforcement decisions, information retrieval, desig-
ation of preventive measures, and last but not least, litigation
reparations.
From a data mining perspective, an answer to RQ3 further

aves the way for better understanding whether the manual labor
equired to construct meta-data from unstructured administra-
ive documents is necessary for predictive tasks—or whether the
ocuments are sufficient themselves. To this end, the paper uses
eta-data and text miming features extracted from the deci-
ion documents. As such, only black-box predictions are sought;
he goal is not to make any legal interpretations whatsoever.
he black-box approach also places the paper into a specific
ranch of existing research dealing with legal and administrative
ocuments. After a brief further motivation for the regulation’s
nforcement in Section 2, the related branch of work is discussed
n Section 3. Thereafter, the paper’s structure is straightforward:
he dataset and methods are elaborated in Sections 4 and 5,
esults are presented in Section 6, limitations are discussed in
ection 7, and conclusions are summarized in the final Section 8.

. Background

There are many different viewpoints for approaching the en-
orcement penalties. One possibility would be to focus on non-
ompliant products. As noted, however, it is difficult to make
eneralizations due to the variety of products processing personal
ata. Another viewpoint is to focus on the regulators instead of
he regulation; on the administration of the GDPR by national
PAs and their EU-level coordination institutions. This viewpoint
s suitable for the present purposes. In contrast to domain-specific
tudies on the GDPR and conformance with it, relatively little has
lso been written from this administrative viewpoint.
In contrast to Directive 95/46/EC, Regulation (EU) 2016/679,

he GDPR, is a regulation; it is binding throughout the EU with
nly a minimal space for national adaptations.2 In practice, only

2 Either the GDPR or comparable national laws have been adopted also by
ountries participating in the EU’s internal market via the European Economic
rea (EEA) treaty. For brevity, however, this detail is omitted in what follows.
2

Fig. 1. Personnel employed by DPAs in selected European countries in
2020 (full-time employees addressing technical issues in private sector data
processing; based on estimates reported in [15]).

a few articles in the GDPR provide some but limited room for
national maneuvering; these include A6 with respect to relax-
ation in terms of other legal obligations or public interests, A9 in
terms of sensitive data, and A10 regarding criminal matters. Thus,
in general, this particular legislation should be interpreted and
enforced uniformly through the European Union by national data
protection authorities whose formal powers are defined in A58.
In practice, however, already the resources and thus the actual
power for enforcement have varied across the member states [12,
13]. Although the budgets of the DPAs have increased after the
enactment of the GDPR in 2016 and its later enforcement in
2018, the resources remain scarce according to many critics. The
resourcing obstacles were also acknowledged by the European
Commission in its 2020 review of the GDPR’s implementation.
Accordingly, there is still a ‘‘need for data protection authorities
to be equipped with the necessary human, technical and financial
resources to effectively carry out their tasks’’ [14]. Besides plain
budgetary aspects, the lack of human resources is worth empha-
sizing. As can be concluded from Fig. 1, the amount of personnel
employed by national DPAs vary greatly across Europe. There is
also an apparent lack of engineers and other technical specialists
employed by the national DPAs. Most of the current employees
are civil servants specialized to administration, jurisprudence,
and related non-technical areas of expertise.

By hypothesis, this evident cross-country variance reflects it-
self also in terms of the enforcement fines imposed by the na-
tional DPAs. There are good reasons to expect that the hypothesis
is true. For instance, the enforcement of the GDPR has been
continuously criticized by some public authorities and pundits
alike. In addition to the lack of resources and the so-called ‘‘one-
stop-shop’’ system, there are many other tenets in the criticism,
including a lack of transparency and cooperation between DPAs,
diverging legal interpretations, cultural conflicts, prioritization
inconsistencies, old-fashioned information systems, and general
over-tolerance or even reluctance to enforce laws [2,16,17].



J. Ruohonen and K. Hjerppe Information Systems xxx (xxxx) xxx

A
a
p
w
t
w
n
l
i

s
o
a
G
(
a
G
f
c
t
A
i
t
m
r
E
h
a
e
r

3

r
t
a
c
p
k
l
c
c
r
t
E
t
d

a
b
f
a
t
m
f
a
g
t
t
i
v
u
t
s
u

lthough already the legacy Directive 95/46/EC established the
utonomy of DPAs, data protection issues have also frequently
rompted different bureaucratic conflicts and power struggles
ithin national public administration systems [1,18]. Fragmen-
ation in terms of the national adaptations of the 1995 directive
as also a well-recognized problem [19]. The interplay between
ational and EU-level administration has caused additional prob-
ems for European data protection [20]. These are hardly unique
ssues in the European Union in general.

Therefore, these problems and the cross-country incoherence
hould not be overemphasized. Similar problems exist in many
ther policy areas in the EU, including closely related ones such
s cyber security [21,22] and product safety [8] administration.
iven that the GDPR contains information security requirements
as specified particularly in A5 and A32), data protection also
ligns with cyber security in Europe. From this viewpoint, the
DPR is best portrayed as a one piece in the EU’s broader judicial
ramework dealing with cyber security, trust, privacy, electronic
ommerce, and even cyber crime [5,23,24]. The same applies to
he enforcement and administration of the corresponding laws.
ccording to recent interviews of some key policy stakeholders,
ndeed, the role played by DPAs is ranked high also with respect
o cyber security [25]. Given this broader viewpoint, perhaps
ore than anything else, the GDPR’s early enforcement problems

eflect the general administrative and political problems in the
U. And given these problems in turn, it may be that compre-
ensive enforcement will be done in court rooms through class
ctions [16]. To this end, Directive 2019/2161 has already been
nacted for allowing collective redress for consumers and their
epresentatives.

. Related work

Legal mining – for lack of a better term – has emerged in
ecent years as a promising but at times highly contested in-
erdisciplinary field that uses machine learning techniques to
nalyze various aspects related to law [26,27]. Although the con-
rete application domains vary, case law and court cases are the
rime examples already because these constitute the traditional
ernel of legal scholarship. Within this kernel, existing machine
earning applications range from the profiling of judges’ personal
haracteristics [28,29], which may be illegal in some European
ountries [30], to the prediction of decisions made by the Eu-
opean Court of Human Rights [31,32], the Court of Justice of
he European Union [33], and related chief judicial authorities in
urope and elsewhere. These case law examples convey the two
raditional functions of applied machine learning; exploratory
ata mining and forecasting.
Oftentimes, the legal mining domain is further motivated by
traditional rationale for empirical social science research: to
etter understand trends and patterns in lawmaking and law en-
orcement; to contrast these with legal philosophies and theories;
nd so forth. Besides the goal of ensuring consistent rulings [29],
he rationale extends to public administration: machine learning
ay ease the systematic archiving of legal documents and the

inding of relevant documents, and, therefore, it may also reduce
dministrative costs [34]. These administrative aspects reflect the
oal of building ‘‘systems that assist in decision-making’’, whereas
he predictive legal mining applications seek to build ‘‘systems
hat make decision’’ [35]. At the risk of a slight overgeneralization,
t can be said that the latter systems mostly equate to super-
ised machine learning models, whereas the assisting systems
sually operate with different, law-specific information retrieval
echniques. Particularly the information retrieval techniques con-
titute the backbone in many legal experts systems in practical
se. While the present work belongs to the predictive domain, it
3

should be remarked that fully autonomous predictive systems are
still rare in law enforcement—and remain highly controversial.

Relying on distinct argumentation styles in legal reasoning [26,
36], the information retrieval systems extract and quantify tex-
tual data from legal documents into structured collections with
a predefined logic and semantics [37–39]. To gain a hint about
the extraction, one might consider a legal document to contain
some facts, rights, obligations, and prohibitions, statements and
modalities about these, and so forth. This illustration helps to un-
derstand why a concept of legal linguistics [40] is also sometimes
used to describe the information retrieval approaches.

Although applications related jurisprudence are in the main-
stream, it is worth noting that similar techniques have also been
used to extract requirements for software and systems in order to
comply with the laws from which a given extraction is done [39].
Driven by the genuine interest to facilitate collaboration between
lawyers and engineers in order to build law-compliant software
and systems [41], this rationale has been particularly prevalent
in the contexts of data protection and privacy. For instance,
previous work has been done to extract requirements from the
Health Insurance Portability and Accountability Act in the United
States [42]. Against this backdrop, it is no real surprise that
data extraction has been applied also for laws enacted in the
EU. In particular, there are various existing works on identifying
requirements from the GDPR, including those based on manual
inspection and user stories [6,43], ontologies and information
retrieval [44,45], and formal analysis [46]. By and large, these
works have concentrated on providing a better understanding of
the GDPR for technical implements and their compliance. Many
– but not all [47] – of these previous works also limit themselves
to requirements for technical implementations, omitting the or-
ganizational requirements, such as the mandate to designate data
protection officers specified in A37. As already noted, a different
viewpoint is available by focusing on the administration. Thus far,
furthermore, the regulation’s enforcement has received only min-
imal attention. Apart from a few short commentaries [17,48,49],
no directly comparable previous research seem to exist.

Finally, it should be emphasized that the decision documents
released by the national DPAs should not be strictly equated
to law-like legal documents. On one hand, the nature of these
documents separates the present work from the traditional ap-
plications in the legal mining domain; on the other hand, these
also enlarge the scope to which the work can be compared.
For instance, highly similar machine learning and information
retrieval techniques have been used to analyze privacy policies
of software and systems [50,51]. Besides aligning closely with
the GDPR’s requirements [52], these also resemble the decision
documents in that neither a universal format nor well-defined
semantics exist for representing privacy policies. On that note, the
dataset used should be described in more detail.

4. Materials

4.1. Dataset

The EU has not established a common database for archiv-
ing and cataloging the GDPR enforcement decisions made by
the DPAs. Although the European Data Protection Board (EDPB),
which supervises the national DPAs and coordinates pan-
European data protection activities, has recently established a
specific register for the ‘‘one-stop-shop’’ decisions made under
A60 [53], a unified, comprehensive, and robust data source is
lacking for the national decisions made and the fines imposed
by the DPAs.

To patch this practical but important administrative limitation,
several online data collections have recently been established
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Fig. 2. Sample construction.

y non-governmental organizations, companies, and others [54–
6]. Also the dataset for the present work is based on an online
ollection maintained by an international law firm for archiving
any of the known GDPR enforcement cases [57]. Given that
nnotation and labeling are often encountered problems for un-
tructured collections of law-related documents [51,58], there is
simple but important benefit from using the collection: each
rchived enforcement case is accompanied by ready-made meta-
ata supplied by the firm as well as a link to the corresponding
ecision from a data protection authority.

.2. Data quality

The dataset is on the small side (n = 294), but still suffi-
cient for statistical inference and machine learning computations.
Rather than the sample size, the downsides of the dataset col-
lected are elsewhere. In addition to potentially missing cases due
to a lack of publicly available information, the archival material is
unfortunately incomplete in many respects. The reason originates
from the incoherent reporting practices of the national data pro-
tection authorities. Therefore, all available cases were obtained
from the online collection, but the following steps (see Fig. 2)
were followed to construct a sample for the empirical analysis:

1. To maintain coherence between the three research ques-
tions, only those cases were included that had both meta-
data and links to the decisions available. In terms of the
former, some cases lacked meta-data about the fines im-
posed, the particular articles referenced in the decisions,
and even links to the decisions.

2. To increase the quality of the sample, only those cases
were included that were accompanied with more or less
formal documents supplied on the official websites of the
European data protection authorities. By implication, those
cases are excluded whose archival material is based on-
line media articles, excerpts collected from annual reports
released by the authorities, and related informal or incom-
plete sources.

3. If two or more cases were referenced with the same deci-
sion in the online archive, only one decision document was
included but the associated meta-data was unified into a
single case by merging the articles references and totaling
the enforcement fines imposed.

4. Following recent research [59], all national decisions writ-
ten in languages other than English were translated to
English with Google Translate. In general, such machine
4

Fig. 3. Countries of origin.

Fig. 4. Decision document lengths.

translation is necessary due to the EU-wide focus of the
forthcoming empirical analysis.

Given these restrictions, the n = 294 cases in the sample
amount to about 73% of all cases archived to the proprietary
online archive at the time of the data collection (24 September,
2020). The coverage is thus good even with the exclusions. How-
ever, it should be noted that the quality of the sample is not
optimal. Two points warrant a brief discussion in this regard.
First, partially due to the data availability issues, the sample is not
spatially balanced across Europe. As can be observed from Fig. 3,
many of the enforcement fines in the sample were made in Spain,
whereas the decisions of German data protection authorities are
likely underrepresented in the sample. Germany is also otherwise
an exception since there are multiple German DPAs operating at
the state level instead of a single data protection authority at the
national level.

Second, the authorities in some countries have released highly
detailed and rigorous documents about their decisions, while
some other authorities have opted for short press releases. Al-
though the length of a document does not necessarily reveal its
quality, in the present context, the large variance seen in Fig. 4
illustrates the lack of rigor present in some documents; when
imposing fines, which may be substantial under the GDPR, a deci-
sion justified with a few thousand words does not seem optimal.
It is also worth remarking that most of the documents were
supplied in the portable document format (PDF) and informally
signed by the authorities (of all documents retrieved, about 77.9%
were PDF files; the rest are plain texts appearing on the DPAs’
websites). However, scanned PDF documents had to be excluded
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d

ue to the automatic data processing. For instance, the scanned
DF documents used in Portugal were omitted (cf. Fig. 3). These
ata quality issues and their implications are further discussed
n Section 7. For the time being, it suffices to again stress that
he quality issues are related to the general administrative and
olitical shortcomings in the EU.

.3. Preprocessing

The textual aspects for RQ3 are derived from the translated
ecisions. A conventional ‘‘bag-of-words’’ approach is used for ex-
racting the features. This choice is justifiable due to the nature of
he dataset. The machine-translation, which is necessary for a EU-
ide analysis, largely prevents robust use of semantic approaches
ased on word embeddings, part-of-speech (PoS) tagging, and
elated techniques. Furthermore, the decision documents vary
reatly across Europe in terms of style, conventions, format, and
ther linguistic elements. In essence, each European DPA tends to
se a distinct style and convention for documenting its decisions.
his variance further implies that the information retrieval tech-
iques developed in the legal mining domain cannot be readily
pplied.
Nevertheless, some preprocessing is still necessary. Nine steps

ere used for the task. To begin with, (1) all translated deci-
ion documents were lower-cased and (2) tokenized according
o white space and punctuation characters; (3) only alphabetical
okens recognized as English words were included; (4) common
nd custom stopwords were excluded; (5) tokens with lengths
ess than three characters or more than twenty characters were
xcluded; and (6) all tokens were lemmatized into their common
nglish dictionary forms. A common natural language processing
ibrary [60] was used for this processing together with a common
nglish dictionary [61]. In addition to the common stopwords
upplied in the library, the twelve most frequent tokens were
sed as custom excluded stopwords: data, article, personal, protec-
ion, processing, company, authority, regulation, information, case,
rt, and page.
After these initial steps, (7) five separate corpora were con-

tructed by using k-grams with n = 1, . . . , 5. These contain se-
quences of adjacent lemmatized tokens; for instance, the phrase
condicio sine qua non yields three 2-grams: condicio sine, sine
qua, and qua non. In general, k-gram models are commonly used
in text mining as these often improve predictions and ease in-
terpretation. The legal mining domain is not an exception in
this regard [28,32]. After the construction of these five corpora,
(8) each one was pruned by excluding those k-grams that oc-
curred in a given corpus only once. Finally, (9) term frequency
inverse document frequency (TF–IDF) scores were calculated for
the k-grams in each corpus (for the exact formula used see [62]).
In general, TF–IDF is often preferred as it penalizes frequently
occurring terms. It is also worth remarking that other common
weighting schemes (see, e.g., [63,64]) did not notably change the
empirical predictions reported.

5. Methods

Descriptive statistics are used to answer to RQ1, and ordinary
least squares (OLS) to RQ2. Regarding the latter question, two
LS models are estimated: a restricted one in which only the
rticles referenced in the decisions are present, and an unre-
tricted one that includes rest of the meta-data. A logarithm of
he enforcement fines is used as the dependent variable in both
LS regression models.
The restricted regression model equates to the conventional

nalysis-of-variance (ANOVA). For the unrestricted OLS model,

he additional meta-data aspects include dummy variables for

5

the following features: (i) the year of a given enforcement case;
(ii) the country in which the given fine was imposed; and (iii)
the sector of the violating organization. The last feature was
onstructed manually by using five categories: individuals, public
ector (including associations, political parties, universities, etc.),
elecommunications, private sector (excluding telecommunica-
ions), and unknown sector due to a lack of meta-data supplied
n the online archive. Together with an intercept, the unrestricted
odel contains 55 independent variables.
The question RQ3 requires a different strategy. The reason is

parsity: there are only 294 enforcement decisions, while each k-
ram corpus contains thousands of k-grams. In fact: even after the
ight preprocessing steps noted in Section 4.3, there are over 35
housand features in each k > 1 corpus (see Fig. 5). Fortunately,
he problem is not uncommon, and dimension reduction is the
eneric solution for addressing it. To this end, each corpus was
urther pruned with the nearZeroVar function available from
he package [65] used for computation. It drops those features
hat have only one unique value, as well as those features that
ave a very few unique values whose frequency is large with
espect to the second most common value.

Then, three common dimension reduction methods for re-
ression analysis are used: principal component regression (PCR),
artial least squares (PLS), and ridge regression. In essence, PCR
ses uncorrelated linear combinations as the independent vari-
bles; PLS is otherwise similar but also the dependent variable
s used for constructing the combinations. Ridge regression is
ased on a different principle: the dimensionality is reduced by
hrinking some of the regression coefficients toward zero. All
hree are classical and well-documented regression methods (for
ummaries of the statistical background see [66] and [67]). All
re also widely used in applied research [68]. In general, all three
ethods are further known to yield relatively similar results in
pplied work. Given these points, it is more relevant to proceed
y elaborating the practical computation than to describe the
ethods themselves.
Thus, in terms of practical computation, the number of compo-

ents for the PCR and PLS models, and the shrinkage parameter
or the ridge regression, is optimized during the training while
he results are reported with respect to a randomly selected
est set containing 20% of the enforcement cases. Centering (but
ot scaling) is used prior to the training with a 5-fold cross-
alidation. Computation is carried out with the caret package [65]
n conjunction with the pls [69] and foba [70] packages. Although
oot-mean-square errors (RMSEs) are used for optimization, the
esults are summarized with mean absolute errors (MAEs) due
o their straightforward interpretability. These are defined as
he arithmetic means of the absolute differences between the
bserved and predicted fines in the test set.
As for answering to RQ3 in general, each of the three re-

ression estimators is used to estimate six models (see Fig. 5).
he first contains the meta-data features; the second and third
odels the pruned 2-gram and 3-gram features; and so on. If the
eta-data model outperforms the textual feature models, at least
ne of the estimators should show smaller MAEs compared to the
AEs from any of the fifteen models using the k-gram features.

. Results

.1. Fines

The GDPR enforcement fines imposed vary greatly in the
ataset. As can be seen from Fig. 6, a range from about e6 euros to

e12 euros capture the majority of the enforcement fines observed.
This range amounts roughly from about four hundred to 163
thousand euros.
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Fig. 6. Enforcement fines in the sample.

That said, the distribution has a fairly long tail; also a few
arge, multi-million euro fines are present in the sample. There-
ore, the sample cannot be considered biased even though the
estrictions discussed in Section 4.2 exclude some of the largest
nforcement cases, including the announcements about the in-
ention to fine the British Airways and Marriott International by
he Information Commissioner’s Office in the United Kingdom.
lthough these two excluded cases are (at least at the time of
riting) preliminary announcements, they are still illuminating

n the sense that both were about large-scale data breaches of
onsumer data. Given that data breaches have been estimated to
6

Fig. 7. Articles referenced in the enforcement cases.

cause hundreds of millions (or more) of economic and societal
losses [71,72], even the few large fines in the sample are clearly
on the small side. This point reinforces the earlier remarks about
the enforcement problems.

6.2. Articles

Articles A5 and A6 have been the most frequently referenced
ones in the enforcement decisions (see Fig. 7). This observa-
tion is not surprising; these two articles are perhaps the most
fundamental ones among the ninety-nine articles laid down in
the GDPR. Article A5 specify the accountability criterion and
the mandate to be able to demonstrate compliance. These are
fundamental practically for all software products processing with
personal data [6]. Article A6, in turn, specifies the six conditions
under which the lawfulness of processing personal data can be
established in the EU under the GDPR. Thus, it is no real wonder
that as many as 67% of the enforcement decisions have referenced
either A5, A6, or both of these.

Article A32, which addresses the security of processing per-
sonal data explicitly, has been the third most frequently refer-
enced article in the decision documents. Given that particularly
the recital (f) in A5 align with A32 [5], it can be concluded that
many of the decisions have dealt with data breaches and other
security lapses. When taking a look at the twenty-five 2-grams
with the highest TF–IDF scores, different security issues are in-
deed apparent; black list, technical organizational and appropriate
technical (which both refer to A5), security breach, unauthorized
access, security measure, security policy, and so forth.

In addition, many references have also been made to numer-
ous other articles in the GDPR. As many as 31 references have
been made to A13 and 22 references to A15. The former specifies
the informing obligations to data subjects, whereas the latter
defines the conditions under which they can access their personal
data. In general, these references reflect the criticism about the
non-compliance of many organizations with respect to their re-
spect of the new rights granted to individuals [73]. Furthermore,
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Fig. 8. Enforcement fines across articles (logarithm, OLS, 95% CIs).
ore than seven references have been made to A58 (the powers
ranted to DPAs), A12 and A14 (transparency requirements), A21
the right to object), A17 (the right to erasure), A9 (sensitive
ersonal data), and A7 (the conditions for consent). Particularly
he seventeen references to A58 are worth emphasizing; it seems
hat some organizations have been also unwilling to cooperate
ith public authorities. In this regard, it is further worth re-
arking the references made to the obligations to designate data
rotection officers (A37), conduct impact assessments (A35), and
onsult supervisory authorities (A36), to name three examples.
urthermore, less frequent references have been made in the
ecisions to numerous other articles. Interestingly, though, no
eferences have been made to A22 (the right to object automatic
ecision-making that have legal consequences for data subjects).
his observation again pinpoints toward the diverging legal in-
erpretations in Europe [74]. But all in all, as a whole, the GDPR
rticles referenced hint that the regulation’s full scope is slowly
eing enforced by the data protection authorities. Indirectly, the
eferences to articles such as A35, A36, and A37 further hint that
PAs are also using their soft power for improving data pro-
ection. In addition to the enforcement decisions as a deterrent
gainst poor practices, such soft power includes public relations,
romotion of instructions and guidelines, raising of awareness,
nd other things.
Turning to the regression analysis, the OSL estimates are sum-

arized in Fig. 8. There are three points worth making about
he estimates. First, the regression coefficients are highly similar
etween the restricted model including only the articles and the
nrestricted model containing all available meta-data. In addition
o the similarity in terms of magnitude, only three coefficients
iffer between the two models with respect to statistical signifi-
ance at the conventional level. Second, the overall performance
s even surprisingly good for the unrestricted model; the adjusted
2 is as high as 0.51. Given that the unrestricted model yields
value of 0.14, much of the performance is attributable to the
ther three meta-data features. Of these features, none of the
ummy variables are statistically significant for the sector of an
nfringing party. Hence, the year of enforcement and the country
f origin are particularly relevant for explaining the overall varia-
ion in the enforcement fines. This supports the earlier discussion
bout cross-country variation in the GDPR’s enforcement and the
7

administration of data protection in general. Third, none of the
coefficients forcefully stand out in terms of their magnitudes.
When looking at the coefficients with relatively tight confidence
intervals (CIs), it is evident that variation is present but the mag-
nitude of this variation is not substantial. Most of the coefficients
remain in the range [−5, 5]. It is particularly noteworthy that in
both models the coefficients for A32 (the information security
requirements) are statistically significant and have a positive
sign, but with only modest magnitudes. The small magnitudes
apply also to A5. The observation is generally surprising, given
that data breaches could be expected to yield particularly severe
penalties. But according to the dataset, this expectation does not
hold ground.

6.3. Predictions

The results from the cross-validated predictions are summa-
rized in Fig. 9. It shows the mean absolute errors across the
48 models trained. These errors are small. Given that all MAEs
are below e2 euros, the predictions are generally decent enough.
Another point worth remarking is that Ridge regression with 1-
grams outperforms all other models. Therefore, the answer to
RQ3 is twofold: while meta-data gives decent predictions, the me-
chanical black-box textual features yield slightly better ones. The
estimates seem acceptable also upon a close visual examination.
For instance, in Fig. 10, even the outlying large fine is estimated
with a reasonable error. Adding a dummy variable for it and re-
estimating the models indicates only small improvements in the
MAEs. But as will be soon noted in Section 7, outliers still remain
a potential concern for the prediction of future enforcement fines.

The same concern can be raised also from the illustration
in Fig. 11, which indicates potential problems in the training
process, including the possibility of over-fitting (the MAEs for
the training refer to the best cross-validated models). In other
words, there are fairly large gaps in the performance between
the training and test sets. Though, these gaps apply only to the
PLS and Ridge regression estimators. Given that 1-grams yield the
best performance also with the PCR estimator (see Fig. 9), which
does not exhibit notable train–test gaps, the overall conclusion
regarding RQ is not threatened—for this particular dataset.
3
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Fig. 9. Prediction performance (MAEs).

Fig. 10. Observed and predicted values in the test set.

7. Limitations

Some limitations should be acknowledged. To raise the gener-
ality, the discussion that follows addresses these together with
points about automatic decision-making systems for judiciary.
Given the discussion in Section 3, the paper aligns with the idea
of systems making decisions; the results presented can therefore
be seen as an output from a prototype-like automatic decision-
making system.

The limitations can be further framed with the difficult con-
cepts of reproducibility and replicability (or repeatability). These
concepts are often used interchangeably. Sometimes, these are
even defined in conflicting ways (see for instance [75] versus [76])
even though the intention remains the same. For the present
purposes, repeatability can be defined as a ‘‘property of an exper-
iment: the ability to repeat – or not – the experiment described in
a study’’, whereas reproducibility is understood as ‘‘a property of
the outcomes of an experiment: arriving – or not – at the same
conclusions, findings, or values’’ [77]. With some caveats, basic
repeatability should be possible by carefully following the steps
 s

8

Fig. 11. Training and testing (MAEs).

described in Sections 4 and 5 . But the text mining context almost
necessarily adds some caveats.3

Among the caveats is preprocessing. Even with the guidelines,
achieving perfect repeatability may be difficult. But this difficulty
comes from a necessity: there are tens of thousands of k-grams
in the corpora used to answer to RQ3, and even after prepro-
cessing, the amounts are large and require dimension reduction
methods for regression analysis. This comes at a cost for repeata-
bility. A related caveat is the machine-translation of the decision
documents to English. As a proprietary translation engine was
used, it is impossible to guarantee that exactly the same results
would be obtained in the future. With regard to the translations
themselves, there is existing discussion about the use of Google
Translate in scientific and scholarly applications [79,80]. For the
present purposes, it suffices to briefly continue the discussion
by noting that even small translation mistakes may have excep-
tionally dire consequences in judiciary [81]. However: as only
conventional TF–IDF weights were used, mistakes in translation
semantics are a lesser concern for the present paper. That said,
furthermore, a proprietary online database was used to obtain
the meta-data as well as to collect the decisions from the primary
sources. Even if a repeatable code would be supplied for the data
retrieval, it is impossible to guarantee that exactly same data
would be retrieved due to the third-party source.

But what do these repeatability concerns imply for ADM sys-
tems used in judiciary? Clearly, in this context, nearly perfect
repeatability should be guaranteed as otherwise it becomes diffi-
cult, if not impossible, to challenge and justify a system’s decision.
In this regard, there is an interesting recent discussion about
preprocessing and dimension reduction methods in automatic
decision-making systems used in judiciary: as preprocessing is

3 In order to facilitate potential replications, the dataset used for the
tatistical computation is available online [78].
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bsurd in the legal mining domain because it may change cases
xtra-judicially, regularization and related methods should be
sed instead [82,83]. Further problems arise from the proprietary,
losed source nature of most ADMs. In general, it is notoriously
ifficult to audit such systems [84]. And once again, the prob-
em is not merely about auditing; it is about the use of private
ector systems for public sector services [74,85,86]. Thus, the
epeatability concerns are graver on the side of ADMs due to the
onsequences to individuals subjected to the decisions made by
he systems.

Analogous concerns apply to the reproducibility of values,
uch as the distribution of the fines in Fig. 6. Here, the biggest
oncern is generalizability. Although the about 73% of decisions
rom the online archive could be reasonably assumed to gener-
lize toward all decisions in this particular archive, these may
ot generalize toward the whole population of GDPR enforce-
ent decisions during the period studied. Again, the problem

s unavoidable because neither the national DPAs together nor
he EU institutions have provided a rigorous archive for all deci-
ions made in Europe. In short: because the statistical population
emains unknown, generalizability cannot be guaranteed.

These concerns about reproducibility of values translate into
otential issues in the reproducibility of findings, such as those in
ig. 7 (RQ1) and the ANOVA results in Fig. 8 (RQ2). The regression
redictions (RQ3) are further threatened by other issues. For

instance, the dataset is not balanced across Europe (see Fig. 3).
There are potential issues also with the sectoral breakdown (see
Section 5) because some countries (such as Finland) have ex-
cluded public sector from the scope of A83. But all things con-
sidered, do these problems threaten the reproducibility of con-
clusions, the answers to the three research questions?

By argument, the answer is negative: regardless of the re-
peatability and reproducibility threats, a future study should find
frequent references to A5 and A6 in particular (RQ1), variance of
he enforcement fines across the articles (RQ2), and decent pre-
ictions by conventional regression methods (RQ3). Of these con-
lusions, the one given to RQ3 is the most contestable. The ADM
ontext illustrates the issue better than the analysis presented.
In general, ADMs used in judiciary have severe problems in

eorienting themselves according to changes in law and court
ractice [74]. Thus: if future enforcement pushes the magnitudes
oward billion-euro fines, say, the predictions would be inaccu-
ate at best and haphazard at worst. Yet the real issue is not about
otential inaccuracies. Predicting the GDPR enforcement fines is
s a sensible research question as any for scholarly work, but,
hroughout this paper, an implicit question has lingered along:
hould automated systems for determining fines be deployed in
society? If the answer is no, or even maybe, there should be a

horough political discussion in the society.

. Conclusion

The following points summarize the answers reached:

1. Based on a dataset constructed via a third-party collection
– which is necessary because the public administrations
involved have not been able or willing to provide ad-
equate public data, thus casting the accountability and
transparency of the enforcement into a somewhat dismal
light – the articles related to the general principles (A5),
lawfulness (A6), and information security (A32) have been
the most frequently referenced ones in the recent enforce-
ment decisions done by the public administrations (RQ1).
The observation is not surprising. Article A5 is a go-to
article due to its explicit responsibility dictate, and each
one who computes with personal data must satisfy one of

the legal basis in Article A6 (with few exceptions).

9

2. However, the enforcement fines are not forcefully larger
or smaller for the decisions referencing A5, A6, and A32.
Particularly A32 is surprising in this regard considering
the harms caused by data breaches. But, in general, the
enforcement fines do vary across the articles referenced
(RQ2). That said, a slightly stronger statistical explanation
is available by knowing the year of enforcement and the
country in which a public authority making a decision is
located. This statistical result reinforces the discussion in
Section 2 on the administrative problems in enforcing the
GDPR.

3. Both the meta-data available from the third-party and
the textual features extracted from the enforcement doc-
uments released by the responsible public authorities pro-
vide enough material for decent predictions of the enforce-
ment fines (RQ3). The textual features seem to outperform
the meta-data, suggesting the plausibility of using a black-
box predictive system for foresight. The average error is
less than ten euros.

There are a couple of prolific paths for further research. Be-
sides potential reproduction of the conclusions, first, it seems
reasonable to argue that future research should focus on pro-
viding a more nuanced analysis of the enforcement decisions. A
better understanding on the logic and arguments used in the deci-
sion documents is necessary for moving forward with the domain
of legal linguistics described in Section 3. Eventually, it may be
possible also in the GDPR context to build systems that assist in
decision-making—even if actual fine-imposing ADMs are seen as
unachievable or undesirable. The second path follows. By a fine-
grained analysis, it should be also possible to establish implicit
compliance frameworks for implementations. Fundamentally—
like with all laws, the GDPR’s enforcement should not depend on
sanctions but on acquiescence.
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