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Abstract
Community-based mental health care providers (CBMHCPs) are increasingly contacted by 
external researchers for research study recruitment. Unfortunately, many do not possess the 
resources or personnel with the skills required to successfully evaluate research proposals 
for risks. Providing access to clients and client health information can result in harmful 
personal and legal consequences if the proper safeguards do not exist. This article discusses 
the legal requirements and practical implications for CBMHCPs when acting as gatekeepers. 
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A case study from a large CBMHCP is presented as an illustration of steps that can be taken 
to protect clients and avoid risk. Additional recommendations for establishing protective 
safeguards and research evaluation protocols are discussed.
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Gatekeepers: a real-world case example
In an effort to generate findings that are more translatable, universities and other 
research institutions are increasingly approaching community-based health care 
providers (CBMHCPs) to request access to their clients for participation in research 
(Weinrich et al., 1998). While the desire to produce generalizable results that are 
representative of real-world populations seems at face-value to be sound, this can 
pose ethical and legal challenges if the CBMHCP does not have the expertise to 
critically assess the nature and ethics of the research. In particular, whether the 
research participants’ rights and privacy are adequately protected and in compli-
ance with the Health Insurance Portability and Accountability Act of 1996 (HIPAA) 
in the United States (US) or the General Data Protection Regulation (GDPR) 
(CDC, 2019; European Union, 2019) in the European Union (EU).

The present case study was carried out in the United States and hence, relevant 
for American institutions collecting data on persons resident in the US. However, 
the European GDPR legislation also applies to American institutions who collect 
personal data from European citizens via the Internet. If this information is not 
stored properly, a data breach could violate the research subjects’ privacy (Myers 
et al., 2008). The case is illustrative of the potential vulnerability of CBMHCPs 
and the ethical and legal issues that may arise when approached by an external 
research entity.

Pressley Ridge is a multi-site, multi-service CBMHCP based in Pittsburgh, 
Pennsylvania. The organization is frequently approached by local universities for 
recruitment of clients as research participants. While the majority of research pro-
posals Pressley Ridge receives from external researchers involve low risk research 
activities such as using secondary data or participation in surveys, occasionally a 
study will involve activities of a higher risk nature, such as testing a medical device 
or other new health care technology. One such study was recently reviewed. The 
external researcher wanted to recruit participants from the organization to test a 
wearable electronic device that tracked children who exhibit wandering behavior.

Unlike most CBMHCPs, Pressley Ridge has the infrastructure to critically eval-
uate research presented by external entities; an entire department comprised of 
master’s and doctoral level employees with decades of research experience exists 
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within the organization. There is also a dedicated Research Review Committee1 
and an organization-wide policy and protocol for responding to and evaluating 
external research proposals. Members of the Research Review Committee use the 
standardized protocol to (a) evaluate whether prospective studies pose any risks to 
potential research participants, and (b) estimate the potential burden participating 
in the study may exact on the organization. Pressley Ridge’s protocol also includes 
guidelines for the use of critical paperwork associated with conducting research 
such as informed consent letters, rights of refusal (for staff and clients), and HIPAA 
authorization forms. The issues considered in relation to this application related 
primarily to the processing of sensitive personal data. Review of such activities 
requires knowledge and understanding of the applicable regulatory frameworks.

Protection of privacy
HIPAA is a federal law in the US that required the creation of national standards 
to protect sensitive health data from being disclosed without consent. The HIPAA 
Privacy Rule established national standards to protect individual level identifiable 
information (called “protected health information” (PHI)) (Institute of Medicine 
(US) Committee on Health Research and the Privacy of Health Information: The 
HIPAA Privacy Rule, 2009; Wu, 2007). The HIPAA Security Rule operationalizes 
the protection included in the HIPAA Privacy Rule by addressing the technical and 
non-technical requirements that organizations must implement to protect individ-
ual health data. This Rule protects a subset of information covered by the HIPAA 
Privacy Rule which relates to all individually identifiable information which is 
processed in electronic form (called “electronic protected health information” 
(e-PHI)). The HIPAA Security Rule must be adopted by three main types of health-
care organizations: (a) healthcare providers, (b) health plans, and (c) healthcare 
clearinghouses that process health data by electronic means.

The rise of digitalization and new mobile technologies such as medical apps and 
cloud-based electronic health records have increased data security risks 
(Compagnucci et al., 2019). One of the primary goals of the HIPAA Security Rule 
is to protect individual privacy, in particular while implementing new technologies 
that are intended to improve the quality and efficiency of patient care. The HIPAA 
Security Rule was designed to be flexible and scalable, to ensure the coverage of 
a wide range of technologies relevant to the organization’s size, structure, and 
risks to patients’ health data (Office for Civil Rights (OCR), 2009). The adminis-
trative safeguards provisioned in the HIPAA Security Rule call for health care 
organizations to perform a risk analysis as part of their security management pro-
cesses. The risk analysis and management provisions enshrined in the HIPAA 
Security Rule are highlighted in this paper in order to raise awareness of the secu-
rity and organizational measures that healthcare organizations need to take into 
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account. By and large, a risk analysis process includes, but it is not limited to, the 
following steps: (a) evaluate the likelihood of its occurrence and impact of poten-
tial electronic protected health information (e-PHI), (b) implement appropriate 
security measures to address the risks identified in the risk analysis, (c) document 
the chosen security measures and, where required, the rationale for adopting those 
measures, and (d) maintain continuous, reasonable, and appropriate security pro-
tections (Leo, 2004; OCR, 2009; Talabis and Martin, 2012).

The GDPR in Europe has a more general scope but also covers health data. 
According to the GDPR, a Data Protection Impact Assessment (DPIA) should be 
carried out before processing of personal data that is likely to involve “a high risk” 
(Wolford, 2019). According to Article 35 of the GDPR, a DPIA must be conducted 
“where a type of processing in particular using new technologies, and taking into 
account the nature, scope, context and purposes of the processing, is likely to 
result in a high risk to the rights and freedoms of natural persons, the controller 
shall, prior to the processing, carry out an assessment of the impact of the envis-
aged processing operations on the protection of personal data.” Risk in this context 
refers to the potential for any significant physical, material or non-material harm 
to individuals. For assessment of whether risks are high, the GDPR recommends 
consideration of both the likelihood and severity of any potential harm to individu-
als. A “high risk” implies a higher threshold than a remote chance of some harm, 
either because the harm is more likely to occur, or because the potential harm is 
more severe, or a combination of the two (ICO, 2020; Voigt and Von dem Bussche, 
2017). While the majority of research proposals Pressley Ridge receives from 
external researchers involve low risk research activities such as using secondary 
data or collecting surveys, occasionally a study will involve activities of a higher 
risk nature, such as testing a medical device or other new health care technology. 
One such study was recently evaluated by the Research Review Committee. The 
external researcher wanted to recruit participants from the organization to test a 
wearable electronic device that tracked children who exhibit wandering behavior.

The GDPR is rigorous with regard to the use of new technologies and the track-
ing of people’s location or behavior. Additionally, there are precise requirements 
regarding the processing of personal and sensitive data (in particular, children’s 
data), systematically monitoring a publicly accessible place on a large scale, and 
automated decision-making about people that could have legal (or similarly sig-
nificant) consequences. In all these situations, a DPIA is required to help identify 
and mitigate the risks of data breaches and to ensure that data protection and secu-
rity standards are met (Storr and Storr, 2017; Wrigley, 2018).

In Europe, the Article 29 Working Party published guidelines with nine criteria 
for assessing whether data processing is likely to result in high risk. These criteria 
are as follows: (1) Evaluation or scoring; (2) Automated decision-making with 
legal or similar significant effect; (3) Systematic monitoring; (4) Sensitive data or 
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data of a highly personal nature; (5) Data processed on a large scale; (6) Matching 
or combining datasets; (7) Data concerning vulnerable data subjects; (8) Innovative 
use or applying new technological or organizational solutions; and (9) Preventing 
data subjects from exercising a right or using a service or contract (Mondschein 
and Monda, 2019; Party, 2017). In most circumstances, a combination of two of 
these factors indicates the need for a DPIA. However, this is not a strict rule.

With regard to the proposed study for tracking children who wander, more than 
two of these factors were present which highlights the high-risk nature of the pro-
posed project (ICO, 2020). Though not physically invasive, wearable electronic 
devices pose a level of privacy invasion. The data collected by these devices is 
often personal, includes sensitive, health-related information, and should be safe-
guarded as such. The involvement of children adds a further degree of sensitivity 
and risk. In addition, most personal health data generated by commercially avail-
able wearable electronic devices (i.e. Fitbit) are “transferred to entities outside the 
control of the data producer, including the device’s manufacturer or a third party” 
(Diaz et al., 2015; Spann, 2015).

Even when developed for non-commercial reasons, details about what data is 
collected, how it is used, stored and transferred would need to be provided in order 
to assess how the end-users’ rights and privacy are being considered. Appropriate 
data storage and protection procedures are among the main concerns for an insti-
tutional review board (IRB). Hence, one might assume that if a study has obtained 
IRB approval that the proposed data storage and protection procedures have been 
judged as sufficient and in compliance with regulatory requirements. If a CBMHCP 
lacks the knowledge and expertise to critically evaluate risks, prior approval from 
an IRB might (reasonably) be enough for the organization to allow the research to 
proceed.

Indeed, in this case example, the principal investigator (PI) had provided 
Pressley Ridge’s Research Review Committee with an approval letter from their 
institution’s IRB, as well as research recruitment materials. However, they did not 
provide any details regarding data collection and storage/protection. Given that 
the Research Review Committee is comprised of seasoned master’s and doctorate 
level researchers, this lack of information raised a ‘red flag’, and more information 
regarding data storage and protection was requested from the PI before a final 
decision could be taken regarding the risk level of the study. The PI never responded 
to this request, and the study was ultimately denied access to Pressley Ridge’s 
clients for recruitment.

Lessons learned and recommendations
CBMHCPs are first and foremost providers of care to their clients; their main pri-
ority is the well-being and safety of the people they serve. However, CBMHCPs 
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are increasingly finding themselves in the role of gatekeepers to research institutes 
who request special access to their clients for study recruitment. Should access be 
granted for recruitment and then a violation of privacy occur, it is not only the PI 
who will be held responsible for this transgression, but the CBMHCP as well. 
CBMHCP clients trust that their providers have their best interests at heart and are 
looking out for them. To wantonly allow external researchers to recruit from the 
organization’s client base could be viewed as an abuse of this trust, or worse, a 
complete disregard of the client-provider relationship.

The ethical and legal issues surrounding wearable devices are delicate and they 
deserve closer consideration. Medical apps for research are increasingly popular 
tools for gathering and analyzing data for clinical research studies in a more effi-
cient and automated fashion. However, CBMHCPs have duties related to a fiduci-
ary relationship with their clients. If there are accidents such as data leaks, the 
participants or family members can bring a lawsuit based on two common grounds 
of reasoning: (a) breach of contract; or (b) negligence. In most circumstances, the 
court finds it easier to file the legal claim on the grounds of medical negligence. 
Relevant staffing expertise can reduce the uncertainties and reduce the informa-
tion gap between the involved parties (Compagnucci, 2020).

For the case example described in this paper the outcome might have been very 
different had the organization not had the requisite resources and expertise to criti-
cally evaluate the research proposal presented by the external research institute 
and access may have been granted without further questioning of the protocol. 
This raises the question of what are CBMHCPs without the relevant resources and 
expertise to do when approached by external research entities? One cannot expect 
every CBMHCP to have a department devoted to research and evaluation, but 
certain steps can be taken to ensure that clients are not exposed to unnecessary risk 
if they consent to participate in a study. The simplest course of action might be the 
development of a standard operating procedure (SOP) for responding to requests, 
along the lines that Pressley Ridge has established.

The Research Review Committee at Pressley Ridge uses a standard evaluation 
form to assess risks to potential participants and staff members. This form asks 
reviewers to consider the following in regards to the proposed research: (a) if the 
participants’ rights are protected, (b) if the participant can refuse to participate with-
out consequences, (c) if consent is freely given, specific, informed and unambigu-
ous, (d) the value of the research in regards to understanding mental health disorders, 
(e) the value of research to improving treatment for individuals with mental health 
disorders, (f) the value of the research to informing evidence-based practice, and 
(g) the effort required of the organization’s staff to participate in the research.

After the reviewer has considered these seven areas, they are then asked to 
make a final decision on whether or not to allow the external research access to the 
organization’s clients. Decisions are categorized as: (a) approved—exempt, 
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without concerns, (b) approval—non-exempt, risk identified, and (c) rejected. If a 
study is identified as having minimal risk, it is passed on to the senior leadership 
level for further evaluation and decision upon whether to grant access to the organ-
ization’s clients.

The development of an SOP does not need to be particularly time intensive or 
demanding for the CBMHCP’s staff. At most, it would require a few meetings to 
discuss and finalize the SOP. The addition of a Research Review Committee could 
be considered to implement the SOP. If there are no research professionals on staff 
at the organization, composition of the committee could include senior leadership, 
existing clients, and interested staff. Access to training and continuing education 
via journal articles, research-themed webinars or other classes could help with 
skills development. If the organization has the financial means, a research profes-
sional could be kept on retainer for consultation as needed.

Once a SOP for responding to research requests is developed, organizational 
leadership must ensure that the SOP is shared with and understood by all program 
leaders. At Pressley Ridge, most external research requests are received directly 
by program or service managers, not by members of the Research Review 
Committee. Without effective communication of the organization’s protocols and 
procedures, uninformed service managers may provide access to clients or pro-
tected health information without evaluating risks.

Conclusion
The inclusion of CBMHCPs in studies conducted by external research institutions 
can be a rewarding experience for both parties. However, if the CBMHCP lacks 
the resources and expertise to critically assess and evaluate research protocols, 
clients may be exposed to unnecessary risks should they choose to participate in 
research. Steps should be taken to ensure that access to clients is granted only after 
careful review and evaluation of research protocols and potential risks.
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