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Abstract. Usability testing has gained a rather stable status as a method for 

usability evaluation even though it has both low reliability and validity. The 

sources of result variance are well acknowledged among researchers and 

practitioners. However, the validity problem has not been explicated or 

exemplified although it is frequently discussed in the literature how the results 

of usability tests should be interpreted and to what extent results are 

generalizable. We employ Activity Theory and a case example to argue that the 

validity problem is mainly caused by the fact that what we are testing are 

artifacts and what people are using in their real life activities are tools and these 

two entities are qualitatively different. Basing on our analysis, the effects of the 

reliability and validity problems on the application of usability testing and its 

role as one of the tools in the design process are discussed. 
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1 Introduction 

Reliability and validity are the measures used in ascertaining the quality of evaluation 

instruments. Reliability is used in assessing if the measuring tool produces consistent 

results and validity in ascertaining if the tool is measuring what it is supposed to 

measure. In the past 20+ years, usability testing has gained popularity in such a 

manner that some kind of usability testing or evaluation plays some role in practically 

all software development projects. Usability tests are carried out by different actors 

during different stages of product’s lifecycle with techniques ranging from a heuristic 

evaluation to laboratory and field tests [1]. The background knowledge of the testers 

varies considerably from layman to usability experts [2] and even automated 

asynchronous usability tests have been introduced [3]. When the diversity of usability 

testing procedures and actors are combined with the fact that there exists also many 

somewhat different, although overlapping, definitions of the usability concept [4], it is 

not always clear, how the results of a usability test should be interpreted [5] and to 

what extent these results are generalizable [6]. Repeatedly, empirical studies wonder 

why the usability of the system differs in pre- and post-implementation phases despite 

extensive and varied empirical usability and user research efforts (cf. [6]). 

In this paper, we attempt to shed light on the interpretation and generalization 

issues of usability test results. With the activity theoretical support [e.g. 7] we 

explicate why and how generalizing the results of usability testing to real life 
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situations is not a straight forward procedure. Our exploration is conceptual although 

as a case example, we refer to the famous empirical study by Suchman [8]. The rest of 

the paper is organized as follows. In the following chapter the basic variables of 

usability testing are listed and their effect on reliability is shortly discussed. The next 

chapter is dedicated to the validity issues, i.e. what type of generalizations are made 

from the usability test results and how justifiable these generalizations are. In the last 

chapter, the remarks and arguments about the reliability and validity issues are 

discussed and a constructive way for using usability test results is outlined. 

2 Variables of Usability Testing 

According to their use, usability tests can be divided into two broad categories, 

formative and summative evaluation. Summative evaluation is used, for example, to 

verify that the delivered product fulfills the usability criteria or to compare the 

usability of two or more products. The aim of a formative evaluation is during the 

development process to ascertain that the brewing artifact will meet the predefined 

usability criteria, i.e. to enhance the usability of the final artifact by helping to remove 

usability problems. Quite independently of the usability method used or the purpose 

of the evaluation, the primary output of a usability test is a list of usability problems 

that form the basis for recommended changes in design [5], [9]. Other often observed 

dependent variables of usability tests include, for example, time and subjective 

satisfaction [1]. A usability problem is the most often observed variable in usability 

tests [10], [5], [2]. In practice, usability problems are identified through the direct 

observation of users’ verbal and non-verbal behavior or indirectly by the evaluator 

[11]. The trouble with the concept ‘usability problem’ is that it is elusive and 

therefore it has no generally accepted definition, i.e. every test administrator seems to 

use their own criteria. If the definition of the usability problem is vague, all the 

comparisons based on the number or quality of problems are also vague. This alone 

partially explains the confusing results attained when different test groups have 

evaluated the same artifact [12], [9]. Even the broadest possible definition of usability 

problem, “anything that impacts ease of use - from a core dump to a misspelled word” 

[13, p.121], leaves the responsibility to the evaluator. In other words, it does not 

remove the basic cause of confusion, namely that it is up to the evaluator to decide, 

what impacts ease of use or hinders use in general [14]. Execution time can be 

reliably and consistently measured, yet it is less interesting variable, as formative 

usability tests are mainly used for diagnostic purposes during the development 

process and aim at design changes. User satisfaction, gathered in interviews and 

standardized questionnaires, is important not only in detecting usability problems, but 

specifically in interpreting the causes of the problems. However, data gathering 

methods are mostly used rather informally and inconsistently as explicated in the 

analysis of the thinking aloud method by [15]. 

The tested artifact is the main independent variable in a usability test as all the 

variation observed in the dependent variables is supposed to be caused by the 

attributes of the artifact [16,17,18]. The attributes of the artifact are not, however, the 

only independent variable causing variation in the dependent variables. Although the 

artifact is kept constant, different subjects detect and experience different usability 
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problems [9,10]. Interpretation of test results becomes additionally trickier when two 

remaining independent variables, test task and test arrangement are also taken into 

account. At the minimum, the attributes of the test task include the number of tasks 

(count), type, and coverage, which affect the number and quality of problems found 

[19]. Despite the fact that there exist numerous general recommendations [1] on how 

to run usability tests, test arrangements and procedures are far from standardized. 

Attributes like administrator, testing premises (laboratory, field), observation method 

(think aloud, observation, video recording), and test situation (pairwise or single 

subjects or a group), and training before the test session are sources of variability and 

low reliability (see [20,21]). 

It must be kept in mind that a typical usability test lacks control group so it does 

not qualify even as the simplest possible experimental design [22]. In practice this 

means that one must be very careful when interpreting any causal relations between 

the variables. 

3 Generalization of Test Results 

As shortly discussed above, there are many variables that can cause uncontrolled 

changes in the output of the test, i.e. lower its reliability and in principle unreliable 

results should not be generalized at all [22]. Usability tests are, however, reliable in 

one respect; they all consistently produce a list of problems with accompanying 

recommendations. Generalizations are based on the expectation that the external 

validity of the study is high, i.e. the results hold for other test situations, subjects, 

times, and environments [23]. Four types of generalizations are routinely done from 

usability test results (Table 1). The first one is the generalization from the used test 

tasks to all possible test tasks. For several reasons, often economical, only the parts of 

software that are considered the most important by some influential actor or the test 

administrator are tested. This selection is often based on the estimated usage 

frequency, i.e. the most used software features are tested. It is certainly important that 

the most frequently used features can be used fluently. The paradox here is that during 

use users get lots of training in the most used features, but the least used features can 

cause problems later as they are never properly learned because of infrequent use. For 

this reason precisely the infrequently used but important features should be easy to 

learn or rather self-explanatory. The other problem with the generalization from the 

used test tasks to all the possible test tasks is the type of tasks, especially their breadth 

(from simple tasks with definite answers to more general ones, see e.g. [24]). For 

example, in the case of simple tasks with definite solutions the subjects do not need to 

understand the task flow or how a work process is carried out with the artifact. This 

problem is confounded with the generalization from the artifact test to the tool use 

and will be discussed farther down. 

Even though the effect of the subjects might be less central to the results of 

usability testing than to those of user experience [25] the representativeness of the test 

subjects must be considered in every usability test. It is commonly [1] recommended 

that the test subjects should be selected from the future users. In general, by following 

this principle, it is rather safe to generalize the test results to the whole user 

population. The recommendation is based on the assumption that the target user group 
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is homogenous, i.e. all users have about equal IT skills and interpret the work 

processes in a similar manner. The situation is not, however, always this straight 

forward. For example, the new artifact can be designed to help in changing the old 

work process and does not support the existing one, hence the knowledge of the old 

work process can actually be a hindrance instead of an advantage. For example, home 

care nurses were puzzled when they did not find a similar detailed list of work tasks 

on a mobile device as they were used to get in print from the old desktop system [24]. 

In the study reported by Suchman [8], the new mechanical parts of the photocopier 

and the change in the way it handled the originals while making double sided copies 

were one of the main causes of confusion. In other words, a new version of an artifact 

can be easier to use for a total novice than for a novice who knows the earlier versions 

of the artifact or the existing work procedures.  

Table 1. Generalizations of usability test results. 

Test attribute  Generalization to 

Used test tasks (partial test, task 

coverage) 
All possible test tasks or the whole software 

Test subject All users  

One test arrangement All test arrangements  

Artifact test Tool use 

 

Test arrangements, i.e. how the test is actually carried out, can vary substantially 

and hence can have an effect on the results. In their explorative field research Boren 

and Ramey [15] studied thinking aloud method by observing seven usability experts 

in two professional organizations and found that there is considerable variation in 

how the method is applied even in the same organization. For example, there were 

variations in how the participants (subjects) were instructed to think aloud, how and 

in what pace reminders were given, how practitioners intervened, and how verbal test 

protocols were treated in interpreting the results. This study clearly shows that the 

widely applied thinking aloud method is used inconsistently and there are differences 

between practice and theory, but it does not give any hint of the consequences of the 

differences between the test results. The data collected from research literature by 

[20] also reveal that there is a considerable evaluator effect in usability testing, i.e. 

irrespective of the usability evaluation method (cognitive walkthrough, heuristic 

evaluation, thinking aloud) different evaluators report substantially different sets of 

usability problems and seem to rank the severity of the problems differently. Basing 

on the research on usability practice, [26] conclude that usability evaluation inevitably 

includes a lot of value judgments and hence experience and competence of usability 

practitioners is crucial and “Regardless of qualifications, success in systems 

development indicates a high level of intelligence” [26, p.961].  

The most extensive series of studies comparing the usability test results of different 

test administrators has been carried out by Rolf Molich [9]. The goal of these 

comparative usability evaluations (CUE) has been, among other things, to find out to 

what extent the usability evaluation results are reproducible. The number of test teams 
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has varied from four (CUE-1) to seventeen (CUE-4) and the number of usability 

issues reported only by single teams has varied from 95 percent (128 of 141 issues) to 

60 percent (205 of 340 issues). For example, in the CUE-4 study, none of the issues 

were mentioned by all teams and 6 of the 340 issues (1.8%) were reported by the half 

of the teams (8). In other words, the results of usability evaluations were far from 

reproducible even though the test teams received the same client scenario describing 

the main goals of the usability evaluation. The teams were allowed to use their 

preferred test method so the arrangements varied in many respects, like the number of 

test sessions, number and type of tasks and scenarios, and the testing premises. The 

focus of the research was, however, on the results of the tests rather the methods, so it 

is impossible to infer the effects of the different independent variables from the data.  

The most significant, and maybe the least considered, generalization of usability 

tests is that the results attained in the test are more or less directly applicable to real 

use situation. This generalization is made commonly implicitly as its rationale lies in 

the center of the whole idea of usability testing: in (formative) usability testing, 

usability problems are detected and when these problems are removed, the artifact is 

more usable. This is admittedly true, if all the other independent variables except the 

artifact are kept constant when retesting the artifact. In other words, in the retest the 

subjects, the tasks, and the test arrangements and procedures are the same as in the 

original test. If any of these independent variables is changed, we do not know any 

more if the observed changes are caused by the changes in the artifact or the changed 

independent variable. We maintain that the change of the arrangement, from testing 

an artifact to using a tool, is so drastic that generalization should be made very 

carefully. By tool, it is meant “something (as an instrument or apparatus) used in 

performing an operation or necessary in the practice of a vocation or profession” [27]. 

Nielsen [17] made in his early usability definition a clear distinction between 

usability and utility which are the constituents of usefulness, i.e. “whether the system 

can be used to achieve some desired goal” [17, p.24]. According to this definition, 

utility concerns the functionality of the system and usability is the question about how 

well users can use this functionality. The distinction between utility and usability is 

not always straightforward and the examples of the benefits of usability engineering 

given by Nielsen [17, p.2] point actually more to utility than usability. For example, 

the damage claim system of an insurance company was designed so that the whole 

transaction should be carried out completely and if interrupted, the transaction must 

be started from the very beginning and all previously input data was lost. This caused 

considerable trouble in the offices and required workarounds, but it is a question 

about the functionality of the system, not its interface. This example also uncovers 

two other issues that have to do with the generalization of usability test results to 

work practices. The first is that the results were not obtained in a usability test, but by 

observing the use situation and interviewing the users. The second is that the users 

were not novices as in a typical usability test, but had been using the system long 

enough to create workarounds for managing the shortcomings of the system. In other 

words, the observations do not come from artifact testing, as in traditional usability 

testing, but from tool use in work practices. 
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4 A Case Example 

We explicate the difference between testing an artifact and using a tool by referring to 

probably the most ever cited single usability test, namely the research carried out by 

Suchman [8], [28], [29]. This study has not been called a usability test by Suchman, 

or to our knowledge by anybody else neither, but its empirical part is anyhow a 

usability test carried out in a laboratory. Actually, ‘usability’ was not even mentioned, 

at least not in the original report from the year 1985 [8], and there are at least two 

reasons for that. First, the goal of the study was not to detect usability problems and 

hence improve the usability of the artifact but to better understand human-machine 

communication. Second, at the beginning of the 1980s usability or usability testing 

had not received the kind of attention as they have today. In fact, this study is one of 

the first ones that draw attention to the problems the users ‘in the field’ had when 

applying computer based artifacts in their work. In that time, actually, “whitewater 

canoeing” [29, p.19] was neither called whitewater canoeing, but “to run a series of 

rapids in a canoe” [28, p.52].  

The actual research was carried out in a laboratory, where a video camera was set 

up to record the interaction of test subjects with the photocopying machine. All the 

subjects were novices, i.e. they did not have received training in the use of the 

machine nor knew its somewhat different functionality in making two sided copies of 

a bound document. The subjects were given the test task (e.g. make two-sided copies 

of a bound document) and then left alone to work with the machine. The discussion 

protocols were transcribed from videotapes and analyzed. When the data is 

considered as a usability test protocol, it is obvious that the majority of the problems 

was caused by the fact that the test subjects were novices and could not even 

recognize the parts of the machine nor know its functions. For example, the subjects 

did not 

 know what Bound Document Aid (BDA) is [8, p.91 and p.111] and if “the latch 

labeled Bound Document Aid” should be pulled or pushed [8, p.96] or what is the 

document cover [8, p.92 and p.111] 

 find the start button [8, p.104 and p.116] 

 know that contrary to the older machines, in this machine all pages of a multiple 

pages unbound document must be loaded at once and not one-at-a-time [8, p.117] 

The study clearly shows that the copying machine was not self-explanatory for a 

novice user and the evidence from Suchman’s pilot studies also throw light on the 

concept ‘novice’. In a video recording, two men try to make two-sided copies of a 

research to their colleagues and their behavior looks more like a deliberately comic 

performance than work practice [30]. The men in the video clip were the senior 

computational linguist at PARC, Ron Kaplan, and one of the founders of the AI 

(Artificial Intelligence) movement, Allen Newell. In other words, in front of new, 

computer based equipment nearby everybody is a novice. This example, as well as 

Suchman’s [8] other empirical data, clearly demonstrates the difference between an 

artifact and a tool: the subjects are obviously trying to make sense of an artifact and 

not performing a routine work task using a tool. This interpretation is strengthened by 

the fact that this kind of behavior, i.e. keep trying to make copies for hours, can 

usually take place only in an experimental setting. In a work setting, i.e. at a quite 
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normal workplace, the workers would have kept trying for a few minutes and then 

asked for help from their co-workers, help-desk, or invented a functioning 

workaround.  

The difference between testing an artifact and working with a tool can be made 

explicit by identifying the goal or motive and the actions of the observed behavior. 

We utilize Activity Theory in clarifying this point as it offers suitable concepts and 

structures for describing human goal oriented behavior, for example when a human is 

carrying out work tasks in a specified context using appropriate means like artifacts 

and/or tools [7], [31]. The basic unit of analysis is an activity that includes a minimal 

meaningful context for actions, is directed towards an object and turning the object 

into an outcome is the motive of the activity. The basic activity system consists of a 

subject (actor), an object, and tools. The actor is not manipulating the object directly, 

but doing is mediated by the tool (artifact) that is the result of a historical 

development and also sets limits for doing. An activity is realized by a series of 

actions carried out by the actor. Every action has a specific goal and the subject is 

aware of the goal she wants to achieve. Depending on the situation, the same activity 

can be realized by different actions and the same action can be part of different 

activities. Through human learning, an action can, and usually will, collapse into an 

operation, which is a habitual routine that needs less conscious attention than an 

action and is adjusted to the specific conditions. When an action turns into a routine 

operation a new, broader action is formed and it includes the operation as a subpart. If 

the conditions change, for example in the case of a breakdown, the subject can return 

the operation back to the conscious action, in other words, an operation is not a 

conditional reflex.  

Table 2. An activity theoretical interpretation of two different behaviors: testing an artifact and 

working with a tool. Data of Suchman [8], [28] re-interpreted by the authors. 

Activity system Testing an artifact Working with a tool 

Subject Test subject, knows how to 

behave in a test situation, 

may know the work 

practices, tool is typically 

novel 

Worker, knows how a tool is 

used in work practices 

Object (Motive) 

 Outcome 

Use a copying machine   

A pile of double-sided 

copies 

Share knowledge  

Information delivered to 

colleagues  

Tool Copying machine Copied research paper 

Level of activity   

Activity Taking two-sided copies of 

a bounded research paper 

Taking part in a collaborative 

research endeavor 

Action Reading instructions and 

trying to make sense of the 

interface 

Taking two-sided copies of a 

bounded research paper 

Operation Identifying controls and 

parts, pressing buttons 

Making appropriate operations 

in appropriate order 



8 

When analyzing the activity system, it can be observed that the subjects in the test 

situation are test subjects who do not know how the artifact is used, but can be aware 

of the work practices (Table 2). When a tool is used in a work practice, the subject is 

a worker who knows how the tool is applied in performing the work practices. The 

object of the activity in the test situation is the use of the copying machine and the 

outcome is a pile of double-sided copies of a bounded document created with the 

copying machine (tool or actually an artifact). In the work situation, the object 

(motive) of the activity is knowledge sharing and the outcome is information 

delivered to colleagues. The tool used for knowledge sharing is the copied research 

paper, not the copying machine. 

As the activity systems in these two situations are different also the deeds are 

different on the different levels of the activity. In the test situation, the activity is 

solely the making of copies, whereas in the work situation the activity is a 

collaborative research and copy-taking is just one action in this activity. The actions 

in the test situation taken by the subject concentrate in sense making, i.e. the subject 

reads instructions and proceeds step-wise in a trial and error mode. When a worker 

uses the copying machine as a tool, the action is simply taking two-sided copies of a 

bounded research paper. The operations used in the actions of the test situation consist 

of reading instructions in order to identify parts and find appropriate controls and 

buttons to press. In the work situation, the worker takes copies as usual, i.e. by 

making appropriate operations in appropriate order and maybe talking on the phone 

simultaneously. According to our interpretation these two situations, artifact test and 

tool use, are so profoundly different that the results of the test cannot as such be 

validly generalized to the real work environment. This issue is further elaborated in 

the last chapter. 

5 Discussion 

Usability testing has obtained a rather stable status among the methods applied in 

systems design and development process. The rationale and justification of testing is 

rather straight forward: when the flaws of the design detected in usability testing are 

removed the designed artifact suits better its purpose. This is a logically sound 

conclusion and on some level also an appropriate interpretation but at a closer look 

there are several factors that must be taken into account when interpreting the results 

of a usability test and generalize the results to other environments than the test 

situation.  

To begin with, considerable variation in the results of usability tests is introduced 

by the variations in the independent variables, i.e. artifact, subject, task, and test 

arrangements and procedures. As the CUE-series of experiment [9] show keeping two 

variables, the artifact and testing methodology, constant, does not much reduce the 

variability of the results. This is understandable as the two other independent 

variables can vary freely. For example, the subjects’ skills and knowledge may be 

very different and the tasks can vary from simple small tasks to longer work 

processes.  

The typical dependent variables, i.e. the measured or observed things, are usability 

problems, execution time, and different subjective measures like satisfaction. From 
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these variables, only execution time can be reliably and repeatedly measured and 

compared with the presupposition that the independent variables, at least tasks and 

test procedures, are kept constant. There have been efforts to define the concept of 

usability problem more precisely [18] and systemize the extraction of usability 

problems from test data [32] but their effects on practices have been meager. The 

same holds for test procedures, as there seems to be differences, for example, in the 

use of think aloud method even inside the same organization [15]. 

As the analysis of the usability test variables show (Chapter 2), they are all 

potential sources of variation in the results of a usability test, thus the variability of 

results found in the CUE studies [9] is understandable. Despite the fact that different 

usability tests produce different recommendations, the recommendations are meant to 

be applied in the design process in order to improve the usability of the tested artifact. 

It is further expected that following the recommendations has some positive effect on 

the actual use situation of the tested artifact [6]. This generalization means that the 

test tasks, subjects, and arrangements are taken as a representative sample of their 

respective universe. If the subjects are selected carefully, the test tasks are formed 

sensibly, and the tests are carried out following the recommended procedures, the 

generalization can be justified. There is, however, one generalization which is more 

questionable: how the results from testing an artifact can be generalized to the use of a 

tool.  

As pointed out earlier (see Table 2), there is a qualitative difference between the 

test situation and the use situation. This difference is based on the difference between 

an artifact and a tool. According to the dictionary definition, an artifact is “something 

created by humans usually for a practical purpose” and a tool is “something (as an 

instrument or apparatus) used in performing an operation or necessary in the practice 

of a vocation or profession” [27]. This difference was insightfully described by Butler 

in the late 1800-hundreds [33]: “Strictly speaking, nothing is a tool unless during 

actual use. Nevertheless, if a thing has been made for the express purpose of being 

used as a tool it is commonly called a tool, whether it is in actual use or no. We see, 

therefore, matter alternating between a toolish or organic state and an untoolish or 

inorganic. Where there is intention it is organic, where there is no intention it is 

inorganic.” According to our interpretation, it is exactly this alternation of a product 

between the untoolish and toolish states that make the direct generalization of the test 

results to the use situation in many cases unjustified or at least somewhat difficult.  

In order to clarify the problem of the contextual generalization we refer to the case 

study reported by Riemer and Vehring [6], where the use of an IP-based telephony 

system was observed and the users were interviewed in their workplace context. The 

aim of the study was to enhance the functionality and especially the usability of the 

system as the changes made according to the recommendations of a recent laboratory 

based usability test were not received well by the users. It turned out that in different 

contexts the functions of the software were utilized in a varying degree and hence also 

the hardware varied from conventional phones to wireless headsets. As there was no 

single unified use context or hardware configuration the authors conclude that in this 

case “establishing a notion of usability as a characteristic of the software turned out 

an impossible task” [6, p.7]. Based on the observations and interpretations it is further 

maintained that laboratory based usability test can be “counterproductive, as it might 

produce results that are detrimental to the ways in which usability manifests in the 
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sociomaterial use context” and “usability should be treated as a distinctly contextual 

phenomenon” [6, p.13]. This study clearly explicates the problem of contextual 

generalization, but the offered solution, the development of contextual usability 

testing methods, also has several drawbacks.  

A widely accepted standard defines usability as “the extent to which a product can 

be used by specified users to achieve specified goals with effectiveness, efficiency 

and satisfaction in a specified context of use” [34]. If this definition is taken literally, 

it means that the results from a usability test are valid only in the testing environment 

(specified context of use) and not in the actual use environment regardless of how 

well the subjects or test tasks represent the actual use situation. In this case, the 

validity and generalizability of the usability test results would be the highest in the 

situation where the artifact never achieves the status of the tool. This happens when 

users 1) do not learn to use the artifact properly and 2) never integrate its use into 

their work practices. This may happen in situations where the artifact is used seldom, 

like connecting a laptop to the presentation equipment of a lecture room in a strange 

environment or using a web shop or other web application for the first and only time.  

Contextual usability testing would mean that the usability of the same artifact 

should be tested separately in every sociomaterial use context, because “usability 

manifests as an aspect of this sociomaterial use context, with which software and 

hardware become entangled” [6, p.2]. This would also mean that the UCD-type of 

software design and development is impossible as usability can be assessed only after 

the software has been implemented into and is used in a certain environment. In other 

words, this would be a move backwards to the waterfall model of systems 

development.  

Carrying out usability tests on the field instead of a laboratory inevitably 

introduces some additional independent variables that cannot be controlled or even 

reliably measured. For example, users’ skills and knowledge are at different level, the 

system has been implemented into the work processes in a certain way, division of 

labor varies according to the organization, workarounds have been formed to 

overcome obstacles, etc. In other words, the artifact-tool problem can not be generally 

solved simply by changing the test premises from a laboratory to a work place as an 

artifact does not turn into a tool when it is placed in a different location but through 

human learning when the artifact is used in work practice (cf. [35,36,37]). Testing an 

artifact or a tool in a certain sociomaterial context would surely produce results that 

are applicable in that specific environment, but these results are of less value for the 

artifact vendor as it is 1) impossible to know to what other environments these results 

apply, 2) laborious to produce and maintain different artifacts for every possible 

application environment, and 3) expensive and technically difficult to implement 

changes in the artifact that is already ready and in use.  

If the focus of usability testing is changed from the attributes of the artifact to the 

utility of the artifact’s functions in a certain environment, the question is, is that 

usability testing or something else. Nonetheless, the usability tests of artifacts can still 

have relevance in the design process and for the usability of the final product. This 

standpoint presupposes that artifacts have attributes that can be evaluated 

independently and without a direct connection to all aspects of its future use 

environment or its future utility in that environment. This kind of usability testing has 

been practiced for over 20 years and we maintain that most of the results have been 
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more useful than harmful for systems design. For example, with the help of usability 

testing it is possible to lower the skills and knowledge requirements of the users by 

changing the attributes of the artifact in a more comprehensive direction, i.e. less 

resource is required for training the users irrespective of the use environment 

(learnability, memorability, errors). The same argument holds for the task execution 

time, i.e. in most environments, it is beneficial to use less time for a given task 

(efficiency). Similarly, we maintain that observing tool use in a specific context after 

the product launch has a firm place in the overall product lifecycle. Thus, artifact 

testing and tool use are not in competition, but should be acknowledged in the 

development lifecycle as qualitatively different means to obtain better usability.  

It is a reasonable requirement that the procedures of testing and the ways 

conclusions are drawn are made explicit and methods are applied consistently, but this 

does not make usability testing an exact science as claimed by Nielsen [17, pp.26-27]: 

“Only by defining the abstract concept of “usability” in terms of these more precise 

and measurable components can we arrive at an engineering discipline where 

usability is not just argued about but is systematically approached, improved, and 

evaluated (possibly measured).” This approach would possibly increase the reliability 

of usability testing, but would not solve the problem of validity, i.e. “whether the 

usability test in fact measures something of relevance to usability of real products in 

real use outside the laboratory” [17, p.169]. An easy way to guarantee the validity of a 

tool is to define the measured construct through the measuring tool as made by 

Nielsen [17, p.23]: “I tend to use the term “usability” to denote the considerations that 

can be addressed by the methods covered in this book”. Unfortunately, this is actually 

about the level the validity of usability testing has been evaluated. The main reason 

for this is the high face validity of the usability testing methods. In other words, both 

laymen and most experts agree upon the fact that the tests measure exactly the right 

concept [38].  

As we have explicated earlier, the generalization from artifact testing to tool use is 

not a straight forward procedure, but if usability tests are planned carefully, the tool 

use situation can be to a certain extent simulated by testing an artifact. One possibility 

is to use open ended tasks that force the subjects to create smaller tasks on the fly in 

the test situation while simulating their work practices [24]. Another approach with at 

least some face validity is a procedure where the business goals of the system are 

considered explicitly in planning and reporting usability tests [39]. Direct and reliable 

evidence of the effects of artifact test findings on real work situations is hard to attain, 

but it is, however, possible to integrate usability testing into the redesign of an 

existing system as done by [40]. The rationale is that usability problems should not be 

addressed in isolation but integrated into the redesign process as one of the sources 

producing design alternatives. This is extremely important as in order to be beneficial 

at all the results of the usability tests should be taken into account, which does not 

seem always happen. For example, [9] noted that two years after the comprehensive 

series of usability tests of a web site only 4 of the 26 key problem issues had been 

apparently solved, even though there had been resources for the development as some 

new features had been added. As a remedy, [9] suggests that the evaluator should 

interact closely with the designers and not just deliver a test report. This also implies a 

hint of the way the scope of usability testing should actually be defined, i.e. it should 

shift from the number of problems to the effects on the design, or as proposed by [41, 
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p.105], “the true utility of methods lies in their ability to influence the design of the 

application being evaluated.” In other words, usability testing should be 

comprehended as an inherent part of design that helps to create design alternatives for 

an artifact and not as an exact method for enhancing the utility or even the 

effectiveness of a tool. This definition would also be more realistic and easier to 

verify than the prevailing one, i.e. the results of an artifact test can be generalized to a 

tool use situation.  

In this theoretically oriented paper, we have used second hand empirical data to 

highlight the qualitative difference between an artifact and a tool. To our knowledge, 

this difference has not been considered in usability testing literature and in activity 

theoretical literature these concepts have been applied interchangeably. If this 

difference is considered as a new independent variable in usability testing, it can to a 

great extent explain the different results obtained when the same computer based 

system has been tested in the laboratory (using an artifact to carry out test tasks) and 

observed in the field (using a tool in routine work tasks). The main problem with the 

proposed distinction is how we in practice know if something is an artifact or a tool 

for its user. One way to determine this is to use an activity theoretical approach: when 

the user carries out conscious actions she is using an artifact and when the actions 

have collapsed into routine operations she is using a tool, in other words, humans are 

using tools and not artifacts in their routine work tasks. Basing on this, we can rather 

safely state that a computer based system is an artifact when an actor uses the system 

for the first time, like the subject in a conventional usability test. Unfortunately, it is 

much more difficult to empirically ascertain when an artifact has become a tool for 

the user. This is one of the questions that should be clarified in the future research. 
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