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Preface

The fifth RuFiDiM conference, Russian-Finnish Symposium on Discrete

Mathematics, took place in Velikiy Novgorod in May, from 19th till 22nd, 2019.

The goal of the conference series is to increase cooperation between Finnish

and Russian mathematicians in discrete mathematics, but the symposium is

open for a broader international audience.

Abstracts or extended abstracts of the lectures are presented in these pro-

ceedings.
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Fedor Petrov

Invited speakers

Group rings in combinatorics
Fedor Petrov

St. Petersburg Department of V.A.Steklov Institute
of Mathematics of the Russian Academy of Science

The first application of computations in group rings to additive combina-
torics belongs to Olson, who managed to find the Davenport constant of finite
abelian p-groups. We discuss several old and new results in the combinatorics
of finite groups (not necessarily abelian) which rely on structural properties
of zero divisors in their group rings over appropriate field. In particular, this
covers the recent breakthrough results of Croot, Lev and Pach (the exponential
bounds for sets without 3-progressions in (Z/4Z)n) and its extensions by Ellen-
berg, Gijswijt and others which were obtained using polynomial method. The
crucial concrete property of the group ring is the existence of a huge nilpotent
subspace of low exponent.
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Ivan Dynnikov

A fast algorithm for computing the

geometric intersection index of curves

on a triangulated surface and the word

problem for the mapping class groups

Ivan Dynnikov

V.A. Steklov Mathematical Institute of Russian Academy of Science

dynnikov@mech.math.msu.su

The word length function used to be the default option for the complexity
measure of an element of a finitely presented group but it is not always the most
natural choice. For instance, the nth power of a prabolic element of SL(2,Z)
has word length O(n) whereas its conventional matrix presentation has size as
small as O(log(n)).

A similar situation occurs for the mapping class groups of punctured sur-
faces, in which, for the geometrical nature of the groups, it is more appro-
priate to regard the complexity of the nth power of a Dehn twist as having
order O(log(n)), not O(n).

A quadratic-time solution of the word problem for the mapping class groups
of punctured surfaces was given by Lee Mosher in [11], but in his approach the
complexity was measured by word length. This means, that, with respect to
the complexity of the geometric presentation described below, this solution is
actually exponential-time (in worst case).

For two non-negative functions c1 and c2 on a group G, we say that c1
and c2 are comparable if there exists a constant C such that c1(g) < C · c2(g)
and c2(g) < C · c1(g).

We say that c : G → R>0 is a complexity function if there exists a finite
alphabet A and a language L ⊂ A

∗ with an onto mapping π : L → G such that

(i) if w1, w2 ∈ L, then w1w2 ∈ L and π(w1w2) = π(w1)π(w2);

(ii) c is comparable to the following function f :

f(g) = inf
π(w)=g

|w|,

10



Ivan Dynnikov

where |w| denote the word length.

A couple (L, π) satisfying (i) will be referred to as a G-presentation, and if (ii)
also holds then it will be said to be appropriate for c.

For a finite generating set A of a group G we define the zipped word length
function zwlA as follows:

zwlA(g) = min
g = ak11 . . . akm

m
,

a1, . . . , am ∈ A,

k1, . . . , km ∈ Z

m∑

i=1

log2(|ki|+ 1).

Obviously, this is a complexity function, for which an appropriateG-presentation
is obtained by choosing a reasonable encoding for sequences of the form
((a1, k1), . . . , (am, km)), where ai ∈ A, ki ∈ Z, and interpreting such a sequence
as the product ak11 . . . akm

m
∈ G. We call it the zipped word presentation.

For a complexity function c on a group G, we call an efficient solution of
the word problem for G with respect to c an appropriate G-presentation (L, π)
together with

(i) a mapping nf : G → L (the word nf(g) is thought of as the normal form
of g) such that we have π ◦ nf = idG and the function g 7→ | nf(g)| is
comparable to c, and

(ii) polynomial-time algorithms to decide wether w ∈ L or not and to compute
nf(π(w)) from w if w ∈ L.

Let a, b be elements of a group G. We say that a is a fractional power of b

if ak = bl for some k, l ∈ Z, k > 0.

Theorem 1. Let M be a compact surface, P1, . . . , Pn ∈ M a non-empty collec-
tion of pairwise distinct points such that the mapping class group
G = MCG(M ; {P1, . . . , Pn}) is infinite. Let A be a finite generating set for G

such that

(i) every element in A is a fractional power of a Dehn twist;

(ii) every Dehn twist in G is conjugate to a fractional power of an element
from A.

Then the word problem in G is efficiently solvable with respect to zwlA.

11



Ivan Dynnikov

There are various generating sets known for mapping class groups that sat-

isfy Condition (i) of the theorem, see [2, 3, 5–9].

The idea behind the proof is to switch from the word presentation of the

elements of the mapping class groups to a geometric presentation, which is

more natural and equivalent to the zipped word approach from the complexity

point of view. Theorem 1 generalizes the results of [4], but the approach to the

construction of the algorithm is different.

We fix a connected compact surface M , orientable or not, and a non-empty

set of punctures P = {P1, . . . , Pn} ⊂ M . If M is a sphere we require n > 4; if

M is a projective plane, a disk, an annulus, or a Möbius band we require n > 3;

and if M is a torus or a Klein bottle we require n > 2.

By G we will denote the mapping class group MCG(M,P) that is the quo-

tient of the group Homeo(M,P) of homeomorphisms of M onto itself preserving

the subset P by the connected component Homeo0(M,P) of Homeo(M,P) con-

taining the identity homeomorphism.

We assume that every boundary component γ of M contains at least one

of Pi’s, which is not a loss of generality.

By a proper arc on M we mean an open simple arc α in M \P approaching

some punctures Pi, Pj at the ends such that the closure α of α does not bound

an empty disk, i.e. a disk with no puncture inside. It is allowed, however, that

α forms a loop.

By a simple curve on M we mean a smooth simple closed curve in M \ P
that does not bound an empty disk.

By a multiple curve on M we mean a possibly empty union of pairwise

disjoint simple curves and proper arcs on M .

Two proper arcs are parallel if they coincide or enclose an empty disk. Two

simple curves are parallel if they enclose an empty annulus.

Two curves γ1, γ2 are said to be tight (with respect to each other) if they

either do not intersect or intersect transversely, and there is no empty disk

D ⊂ M bounded by two subarcs α1 ⊂ γ1 and α2 ⊂ γ2 such that at least one of

the common endpoints of α1 and α2 is not a puncture.

Let γ and γ′ be two multiple curves. We write γ ∼ γ′ if they are isotopic

relative to P.

If two multiple curves γ1 and γ2 are tight we define their geometric intersec-

tion index ⟨γ1, γ2⟩ to be the number of intersections |γ1∩γ2| less the number of

pairs of parallel proper arcs (α1, α2) such that αi ⊂ γi, and the number of pairs

of isotopic one-sided simple curves (β1, β2) such that βi ⊂ γi. For arbitrary mul-

tiple curves γ1, γ2, the geometric intersection index ⟨γ1, γ2⟩ is defined as ⟨γ′
1
, γ′

2
⟩

with any tight pair (γ′
1
, γ′

2
) of multiple curves such that γ′

i
∼ γi, i = 1, 2 (this

number is well defined).

12



Ivan Dynnikov

By a triangulation of M with vertices at P we mean a maximal collection of

proper arcs {e1, . . . , eN} such that they are pairwise disjoint and nonparallel.

The arcs ei are called edges of the triangulations. We assume additionally that

the boundary ∂M is covered by
∪

N

i=1 ei.

Let T = {e1, . . . , eN} and T ′ = {e′1, . . . , e
′
N
} be two triangulations of M with

vertices at P. We denote by ⟨T, T ′⟩ the N ×N matrix whose (ij)th entry is

⟨T, T ′⟩ij = ⟨ei, e
′
j
⟩.

The point now is that an element g ∈ G can be recovered uniquely from

the matrix ⟨T, g(T )⟩. Thus, by choosing a proper encoding for N ×N -matrices

we get a G-presentation in which an element g ∈ G can be presented by any

sequence of matrices (m1, . . . ,mk) such that mi = ⟨T, gi(T )⟩ with g1, . . . , gk ∈
G, g1 · . . . ·gk = g. It is then natural to nominate ⟨T, g(T )⟩ for being the normal

form nf(g) of g and to measure the complexity of g by the amount of space

needed to record ⟨T, g(T )⟩, which is comparable to

cT (g) =

N∑

i,j=1

log2(|⟨T, g(T )⟩ij + δij|+ 1),

where δij is the Kroneker delta. We call cT (g) the matrix complexity of g.

Proposition 1. Let A ⊂ G be a generating set as in Theorem 1 and T a

triangulation of M . Then the zipped word length funciton zwlA is comparable

to the matrix complexity function cT .

The key question about the efficiency of the matrix approach is how to

compute ⟨T, g1(g2(T ))⟩ from ⟨T, g1(T )⟩ and ⟨T, g2(T )⟩ for arbitrary g1, g2 ∈ G.

It turns out that this computation has much in common with the ordinary

matrix multiplication.

Proposition 2. The matrix element ⟨T, g1(g2(T ))⟩ij equals ⟨γ, γ
′⟩, where γ and

γ′ are multiple curves whose geometric intersection indices with the edges of T

form the ith row of ⟨T, g1(T )⟩ and the jth column of ⟨T, g2(T )⟩, respectively.

Now the key result is the following one.

Proposition 3. There exists an algorithm that, given the geometric intersec-

tion indices of two multiple curves γ1 and γ2 with the edges of a fixed triangula-

tion T = (e1, . . . , eN), computes ⟨γ1, γ2⟩ in time O
(
|γ1|T · |γ2|T

)
, where by |γ|T

we denote the following complexity measure:

|γ|T =
∑

i

log2(|⟨γ, ei⟩|+ 1).

The proof uses a technique based on train tracks and their splittings [1,10].
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Manfred Kufleitner

Yet another proof of Parikh’s Theorem

Manfred Kufleitner

Loughborough University

Parikh’s Theorem is a classical tool in formal language theory. It shows
that context-free languages admit a simple structure regarding the number of
occurrences of the letters in the alphabet. More precisely, the theorem says
that the so-called Parikh image of a context-free language is semilinear. There
is a ”logic” version of Parikh’s theorem due to Verma, Seidl, and Schwentick.
They showed that, for a context-free grammar, one can construct an existential
formula in Presburger arithmetic defining the Parikh image. Since Presburger
arithmetic has the same expressive power as semilinear sets, this also yields
Parikh’s Theorem. During the talk, we give a new and simple proof of Verma,
Seidl, and Schwentick’s theorem.
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Ilkka Törmä

Physical Universality in Cellular

Automata, Turing Machines and

Beyond

Ilkka T örmä

University of Turku

A deterministic dynamical system is called physically universal, if one can

perform an arbitrary manipulation of any bounded region of the configuration

space using only the dynamical rules of the system. Intuitively, in such a system

there exist ”machines” that can analyze and alter all objects of bounded size

in any desired manner. Janzing defined the notion of physical universality in

2010 and left open the existence of systems with the property. Schaeffer was

the first to construct a two-dimensional physically universal cellular automaton,

and later Salo and I produced a one-dimensional version of it. We have also

discovered a two-dimensional Turing machine with a similar property. I present

these examples, some other results and possible extensions of the concept.
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Reino Niskanen

The geography of multitape automata

Reino Niskanen

University of Oxford

Finite automata is a well-studied and understood model of computation.

An extension where the automaton has several input tapes was introduced in

the late 1950’s. It turned out that understanding the behaviour of multitape

automata is a more challenging problem than for one-tape automata. For ex-

ample, non-deterministic automata are more expressive than deterministic ones

if there are at least two tapes present, while for one-tape automata they define

the same language family. Similarly, some problems have significantly different

complexities depending on the formalism. For example, the equivalence prob-

lem (i.e., whether two given automata accept the same language) is undecidable

for non-deterministic two-tape automata but decidable for deterministic k-tape

automata.

In this talk, we further investigate the geography of multitape automata

with respect to the behaviour of the head. We consider the expressive power

of relations recognized by different multitape automata families. It is known

that there exists a strict hierarchy of relations: rational relations, deterministic

rational relations, synchronous relations (also called regular or automatic) and

recognizable relations (also called monadic decomposable). Our main focus is

on the so-called relative decidability, where we are asked to decide whether a

relation from one family (say a rational relation) can also be expressed by a less

expressive family (say by a deterministic rational relation). We will talk about

the recent advancements in deciding whether a given synchronous relation is a

recognizable relation, that is, the relative decidability for the two of the simplest

families in the above hierarchy.
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Lukas Fleischer

Decision Problems for

Finite Automata and Semigroups

Lukas Fleischer

FMI, University of Stuttgart∗

Universitstra 38, 70569 Stuttgart, Germany
fleischer@fmi.uni-stuttgart.de

Abstract

Both automata theory and complexity theory play an important role in com-

puter science. We investigate the computational complexity of classical decision

problems for regular languages: emptiness, universality, inclusion, equivalence,

and intersection non-emptiness. For each of these problems three different repre-

sentations of the languages are considered:

1. deterministic finite automata (DFA),

2. non-deterministic finite automata (NFA) and

3. morphisms to finite semigroups, where the semigroups are given as multi-

plication tables.

Naturally, the complexity of these problems decreases when imposing constraints

on the inputs. These constraints can often be expressed in terms of membership

(of the transition semigroup or the semigroup itself) to a certain variety of finite

semigroups. The full classification of the complexity of language decision problems

for varieties of finite monoids is an interesting open problem with connections to

many other decision problems in algebra. We give a brief overview on existing

results and known relationships.

It is well-known that the emptiness problem for DFA is NL-complete [10],

whereas intersection non-emptiness is PSPACE-complete [11]. The same com-

pleteness results hold for languages given as NFA and for languages given as

recognizing morphisms to finite semigroups. Moreover, for DFA and for finite

semigroups, one can show that the emptiness, universality, inclusion and equiv-

alence problems are equivalent under very weak reductions if a suitable input

∗This work was supported by the DFG grant DI 435/5–2.
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encoding is chosen. These reductions are variety-preserving in the sense that

every instance from a variety of finite semigroups V is mapped to an instance

that again belongs to V. Thus, the universality, inclusion and equivalence

problems for DFA and finite semigroups are also NL-complete. Beyond that,

in order to analyze the complexity of these problems for a specific variety, it

suffices to investigate the emptiness problem. It is important to note that these

equivalences do not hold for NFA. In the NFA setting, there are reductions from

intersection non-emptiness to universality, inclusion and equivalence, and each

of these problems is PSPACE-complete.

When it comes to considering specific varieties of finite semigroups, the case

of finite groups is particularly interesting. Here, the DFA emptiness problem is

known to be decidable in deterministic logarithmic space using Reingold’s algo-

rithm for undirected graph reachability [12] and L-hard by results from [5]. It

was conjectured in [2] that L-completeness also holds in the semigroup setting.

Partial progress towards a refutation of this conjecture was made by Barring-

ton, Kadau, Lange and McKenzie in 2001, who obtained results for Abelian

groups, nilpotent groups and solvable groups [3]. However, the original con-

jecture remained open for more than 25 years. It was refuted only recently [6]

with a proof that can be divided into three steps:

1. Proving that the variety of finite groups has the poly-logarithmic circuits

property : for a subset X of a finite group G and an element s ∈ ⟨X⟩,
there always exists a straight-line program (SLP, for short) over X that

computes s and has poly-logarithmic size (in |G|). The terminology poly-

logarithmic circuits property is inspired by the fact that an SLP can also

be viewed as an algebraic circuit.

2. Proving that having the poly-logarithmic circuits property implies decid-

ability of the emptiness problem by quasi-polynomial-size constant-depth

Boolean circuits.

3. Applying known lower bounds from circuit complexity [9, 13] to obtain

the non-hardness result.

The first step was actually already obtained much earlier by Babai and

Szemerédi in a different context [1]. In his doctoral thesis, the author of this

note improved and generalized these results. He showed that a variety of fi-

nite monoids has the poly-logarithmic circuits property if and only if it con-

tains only commutative monoids or only Clifford monoids. He proved that the

emptiness problem for such varieties is decidable in poly-logarithmic time on

non-deterministic random-access Turing machines, thereby improving and sim-

plifying the circuit-based algorithm from [6]. He also showed that the problem

19
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is NL-complete for all varieties containing a monoid that is not completely reg-
ular. For the variety of completely regular monoids, only partial results are
known.

The idea of using the existence of succinct representations of semigroup ele-
ments and random-access Turing machines led to several additional interesting
results. For example, the intersection non-emptiness problem for semigroups
is NP-complete for every variety obtained by starting with the variety of fi-
nite groups G and repeatedly iterating Mal’cev products of the form K ..m V

and D ..m V where K denotes the variety of all reverse definite semigroups and
D denotes the variety of definite semigroups [7]. In the automaton setting,
NP-completeness is known to hold for group DFA [8] and for DFA with R-
trivial transition semigroups [4] but is still open even for L-trivial transition
semigroups.

Lastly, there also exists an algorithm for group isomorphism that relies
on very similar techniques and can be implemented on an alternating random-
access Turing machine with a bounded number of alternations and poly-logarithmic
running time, thereby simplifying several earlier results on group isomorphism.

References

[1] L. Babai and E. Szemeredi. On the complexity of matrix group problems
I. In 25th Annual Symposium on Foundations of Computer Science, pages
229–240, Oct 1984.

[2] D. A. M. Barrington and P. McKenzie. Oracle branching programs and
Logspace versus P. Information and Computation, 95(1):96–115, 1991.

[3] D. M. Barrington, P. Kadau, K.-J. Lange, and P. McKenzie. On the
complexity of some problems on groups input as multiplication tables.
Journal of Computer and System Sciences, 63(2):186–200, 2001.

[4] M. Beaudry, P. McKenzie, and D. Thérien. The membership problem in
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An ”ein-stein” tile is a tile that tessellate the plane, but only in a non-
periodic way. The ”Taylor-Socolar” tile (2011) has this property, but is not
connected. One can ask if a connected ein-stein tile exists.

In order to solve this problem, one can look at on a first time polygons In
1918, Karl Reinhardt asked which convex polygon can tile the plane, and the
pentagon was the only opened case. Fifteen types of such pentagons have been
found between 1918 and 2015.

I show that, for every k, one can classify k-gones which tiles the plane into a
finite set of families. For convex pentagons, there are 371 families to consider,
and among these families, there are no new pentagon that tiles the plane. In
particular, this implies that there is no convex ein-stein tile.

22



Marina Leri, Yuri Pavlov

Contributed talks

On the modularity of configuration graphs

Marina Leri, Yuri Pavlov

Institute of Applied Mathematical Research, Karelian Research Centre RAS

e-mail: leri@krc.karelia.ru, pavlov@krc.karelia.ru

We consider configuration graphs [1] with N vertices. The vertex degrees

1, . . . , N are independent identically distributed random variables ξ1, . . . , ξN
drawn from the following distribution:

pk = P{ξi = k}, k = 1, 2, . . . , i = 1, . . . , N. (1)

We denote ζN = ξ1 + . . . , ξN . The degree of each vertex equals to the number

of incident half-edges, i.e. edges for which the adjacent vertices are not defined

yet. All the half-edges are numbered in an arbitrary order. Since the sum of

vertex degrees has to be even, one half-edge is added to an equiprobably chosen

vertex if the sum is odd. The graph is constructed by joining each half-edge to

another equiprobably to form edges. Because the paring is done without any

restrictions, multiple edges and loops can appear in the graph. It is well known

(see e.g. [2]) that configuration random graphs are being a good representation

of various complex networks such as Internet, social and telecommunication

networks.

Let the distribution (1) has finite mathematical expectation:

m =

∞∑

k=1

kpk. (2)

We denote by F (z) the generating function for the distribution (1):

F (z) =

∞∑

k=1

pkz
k.

Further we will consider the Galton-Watson branching process Z(t), t =

0, 1, 2, . . . , starting with one particle with offspring distribution:

qk =
(k + 1)pk+1

m
, k = 0, 1, 2, . . . (3)
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Let M be the mathematical expectation of the distribution (3):

M =
1

m

∞∑

k=2

k(k − 1)pk (4)

and let g be the extinction probability of the process Z(t).

One of the important numerical characteristics of networks is modularity.

It is a recently introduced quality measure for graph clustering when vertices

are divided into groups (clusters). Graphs with high modularity have dense

connections (edges) between the vertices within clusters but sparse connections

between vertices in different clusters. Let H be a set of all possible divisions of

our graph vertices into clusters and A ∈ H is a particular division. By [3], [4]

we can express the modularity for the division A as

QA =
1

ζN

∞∑

i,j=1

(
αij −

ξiξj

ζN

)
δi,j,

where αij are random elements of adjacency matrix, δij = 1 if i and j are in the

same cluster and δij = 0 otherwise. It is known that |QA| 6 1 for any A ∈ H.

We denote Q∗
H
maximum modularity:

Q∗
H
= max

A∈H
QA.

The maximum modularity of a graph is used to describe the level of graph

clustering and to find the best division of vertices. Many random graph models

have high modularity, see [5] for Erdos - Renyi random graphs and [6] for

random regular graphs and for preferential attachment models. But we don’t

know results about modularity of configuration graphs and we proved the next

theorem for maximum modularity in such models.

Theorem Let N → ∞. Then the following assertions hold a.a.s:

1. If M 6 1, then Q∗
H
→ 1.

2. If M > 1, then Q∗
H
> 1− (1− F (g))2 + o(1).

The authors of [7] show that for modeling of many complex networks there

can be used configuration graphs where

pk =
1

kτ
−

1

(k + 1)τ
, (5)

k = 1, 2, . . ., τ > 1. It is a well known fact (see e.g. [2]) that for a majority of

networks τ ∈ (1, 2), however in some models, as it was shown in our previous
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research [8], models with τ > 2 have to be a matter of interest too. From

(1) and (2) follows that the vertex degree distribution (5) has a mathematical

expectation m = ζ(τ), where ζ(τ) is Riemann zeta function in τ . From (3) –

(5) we find that M = ∞ if τ 6 2, and in the case when τ > 2

M = 2

(
ζ(τ − 1)

ζ(τ)
− 1

)
.

It is not difficult to show that M = 1 when τ = τ ∗ = 2.8106 . . ., therefore when

τ > τ ∗ the first assertion of the theorem holds, and when τ < τ ∗ – the second

one.

We have made a series of simulations aiming to find the dependencies of the

variations of Q∗
H

on N . In these experiments we used our previous simulation

model of power-law configuration graph described in [8]. To find an optimal

division of graph into clusters which ensures maximum of modularity we used an

algorithm given in [9]. Let us note that these experiments are computationally

demanding for large N , thus for now we considered graphs of 100 to 3000

vertices with different values of the parameter τ . For each pair (τ,N) 100

graph realizations were generated. Some of the obtained results are given in the

Table 1, where the columns 2–8 contain average empirical values of maximum

modularity corresponding to the pairs (τ,N). The last two columns contain the

values of the extinction probability g and the value 1− (1−F (g))2. It is easy to

see that the obtained results are in accord with the assertions of the theorem.

But the rate of maximum modularity changes is apparently low with the growth

of N , so we plan to continue our experiments for graphs with N > 3000.

Table 1: Simulation results (in the last column W = 1− (1− F (g))2)

N

τ 100 500 1000 1500 2000 2500 3000 g W

1.1 0.311 0.276 0.262 0.262 0.243 0.248 0.235 0.052 0.056

1.5 0.516 0.517 0.514 0.515 0.505 0.519 0.514 0.292 0.367

2.0 0.700 0.726 0.720 0.723 0.724 0.719 0.720 0.617 0.781

3.0 0.871 0.896 0.898 0.899 0.903 0.900 0.902 1 1

Furthermore, regression dependencies of maximum modularity on N were

found for different values of τ . In particular, the following dependencies were
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derived for some values of τ (where R2 is the determination coefficient):

τ = 1.1 : Qmax = 0.408− 0.021 lnN, R2 = 0.91;

τ = 1.5 : Qmax = 0.521− 0.001 lnN, R2 = 0.98;

τ = 2.0 : Qmax = 0.677 + 0.006 lnN, R2 = 0.98;

τ = 3.0 : Qmax = 0.835 + 0.009 lnN, R2 = 0.98.

The study was carried out under state order to the Karelian Research Cen-

tre of the Russian Academy of Sciences (Institute of Applied Mathematical

Research KarRC RAS). The research was carried out using the equipment of

the Core Facility of the Karelian Research Centre of the Russian Academy of

Sciences.
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We propose a new concept of the betweenness centrality for weighted graphs

using the methods of cooperative game theory. The characteristic function is

determined by special way for different coalitions (subsets of the graph). We use

the approach in which the characteristic function is determined via the number

of direct and indirect weighted connecting paths in the coalition. After that

the betweenness centrality is determined as the Myerson value. The results of

computer simulations for some examples of networks, in particular, for the pop-

ular social network ”VKontakte”, as well as the comparing with the PageRank

method are presented. Then we apply game-theoretic methods for commu-

nity detection in networks. The traditional methods for detecting community

structure are based on selecting dense subgraphs inside the network. Here we

propose to use the methods of cooperative game theory that highlight not only

the link density but also the mechanisms of cluster formation. Specifically, we

suggest two approaches from cooperative game theory: the first approach is

based on the Myerson value, whereas the second approach is based on hedo-

nic games. Both approaches allow to detect clusters with various resolution.

However, the tuning of the resolution parameter in the hedonic games approach

is particularly intuitive. Furthermore, the modularity based approach and its

generalizations can be viewed as particular cases of the hedonic games. Finally,

for approaches based on potential hedonic games we suggest a very efficient

computational scheme using Gibbs sampling.
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Abstract

We consider a dynamic, discrete-time, game model where the players use a

common resource and have different criteria to optimize. The coalition formation

process in dynamic multicriteria games is considered. The characteristic func-

tion is constructed in two unusual forms: the model without information and

the model with informed players. Coalition stability concepts are adopted for dy-

namic multicriteria games to obtain new weak and strong stability conditions. To

illustrate presented approaches a multicriteria bioresource management problem

with finite horizon is investigated.

1 Introduction

Mathematical models involving more than one objective seem more adherent

to real problems. Often players have more than one goal which are often not

comparable. These situations are typical for game-theoretic models in economic

and ecology.

In this paper we consider a dynamic, discrete-time, game model where the

players use a common resource and have different criteria to optimize. First, we

construct a multicriteria Nash equilibrium using the approach presented in [4].

Then, we find a multicriteria cooperative equilibrium as a solution of a Nash

bargaining scheme with the multicriteria Nash equilibrium payoffs playing the

role of status quo points [5].

The coalition formation process in multicriteria dynamic games is consid-

ered. The characteristic function is constructed in two unusual forms. Under

the first approach [2] players outside coalition S or singletons switch to their

∗This work was supported by the Russian Science Foundation, project no. 17-11-01079.
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Nash strategies, which were determined for the initial noncooperative game.

This case can be interpreted as the situation when players have no information

about the fact that the coalition was formed. Under the second approach sin-

gletons determine new Nash strategies in the game with N\S players. This case

corresponds to the situation when players know that coalition S was formed.

We extend the internal and external stability concepts [1] to multicriteria

dynamic games. The conditions for weak and strong stability of coalitions are

presented.

To illustrate presented approaches a multicriteria bioresource management

problem with finite horizon is investigated.

2 Dynamic Multicriteria Game with Finite Hori-

zon

Consider a multicriteria dynamic game with finite horizon in discrete time. Let

N = {1, . . . , n} players exploit a common resource and each of them wishes to

optimize k different criteria. The state dynamics is in the form

xt+1 = f(xt, u1t, . . . , unt) , x0 = x , (1)

where xt ≥ 0 is the population size at time t ≥ 0, f(xt, u1t, . . . , unt) denotes

the natural growth function, and uit ≥ 0 gives the catch of player i at time t,

i ∈ N .

Denote ut = (u1t, . . . , unt). Each player has k goals to optimize. The players’

payoffs on finite planning horizon [0,m] are defined as

Ji =





J1
i =

m∑
t=0

δtg1i (ut)

. . .

Jk
i =

m∑
t=0

δtgki (ut)




, i ∈ N (2)

where g
j
i (ut) ≥ 0 gives the instantaneous utility, j = 1, . . . , k, i ∈ N , δ ∈ (0, 1)

denotes the discount factor.

First, we construct a multicriteria Nash equilibrium strategies and payoffs

J
jN
i (uNt ), i ∈ N , j = 1, . . . , k applying the approach presented in [4]. For that

we determine the guaranteed payoffs points G
j
i , i ∈ N , j = 1, . . . , k applying

one of the variants of their construction.

Then, we find a multicriteria cooperative equilibrium as a solution of a Nash

bargaining scheme with the multicriteria Nash equilibrium payoffs playing the

29



Anna Rettieva

role of status quo points [5], so we solve the next problem:

(

n∑

i=1

J1c
i (uct)−

n∑

i=1

J1N
i (uNt )) · . . . · (

n∑

i=1

Jkc
i (uct)−

n∑

i=1

JkN
i (uNt )) =

= (

m∑

t=0

δt
n∑

i=1

g1i (u
c
t)−

n∑

i=1

J1N
i (uNt )) · . . . ·

·(
m∑

t=0

n∑

i=1

gki (u
c
t)−

n∑

i=1

JkN
i (uNt ))→max

uc

t

. (3)

3 Coalition Formation Process

We consider a coalition formation process in dynamic multicriteria games. Let

assume that a coalition S is formed. The characteristic function is constructed

in two unusual forms. Under the first approach [2] singletons switch to their

Nash strategies, which were determined for the initial noncooperative multicri-

teria game. This case can be interpreted as the situation when players have no

information about the fact that the coalition was formed. Under the second

approach singletons determine new Nash strategies in the game with N\S play-

ers. This case corresponds to the situation when players know that coalition S

was formed. The sizes of stable coalitions are the subjects of investigation.

For the model without information, to determine the cooperative payoff of

coalition S it is required to solve the next problem:

(
∑

i∈S

J1S
i (ũt)−

∑

i∈S

J1N
i (ũt)) · . . . · (

∑

i∈S

Jkc
i (ũt)−

∑

i∈S

JkN
i (ũt)) =

= (

m∑

t=0

δt
∑

i∈S

g1i (ũt)−
∑

i∈S

J1N
i (ũt)) · . . . ·

·(
m∑

t=0

δt
∑

i∈S

gki (ũt)−
∑

i∈S

JkN
i (ũt))→ max

uit, i∈S
, (4)

where

ũt =

{
uit, i ∈ S ,

uNit , i ∈ N\S .

For the model with informed players, to determine the cooperative payoff
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of coalition S it is required to solve the next problem:

(
∑

i∈S

J1S
i (ũt)−

∑

i∈S

J1N
i (ũt)) · . . . · (

∑

i∈S

JkS
i (ũt)−

∑

i∈S

JkN
i (ũt)) =

= (

m∑

t=0

δt
∑

i∈S

g1i (ũt)−
∑

i∈S

J1N
i (ũt)) · . . . ·

·(

m∑

t=0

δt
∑

i∈S

gki (ũt)−
∑

i∈S

JkN
i (ũt))→ max

uit, i∈S
, (5)

where

ũt =

{
uit, i ∈ S ,

ũNit , i ∈ N\S ,

and the individual players’ strategies ũNit , i ∈ N\S are defined from the maxi-

mization problems:

Hi = (J1
i (ũt)−G1

i ) · . . . · (J
k
i (ũt)−Gk

i ) −→ max
uit, i∈N\S

, i ∈ N\S .

Denote the cooperative strategies of the coalition S’s members as uSt =

(uSit)i∈S and the strategies of singletons as uNS
t = (uNit )i∈N\S (model without

information) or uNS
t = (ũNit )i∈N\S (model with informed players).

Note that under presented concepts there is no need to distribute coopera-

tive payoff of coalition S among it’s members as the vector payoff of coalition

member i ∈ S JS
i (·) = (J1S

i (·), . . . , JkS
i (·)) is obtained from the schemes of

characteristic function construction.

4 Coalition Stability

The classical coalition stability concept (internal and external stability) was

presented by [1]. Here we adopt these concepts for multicriteria dynamic games

to define weak and strong stable coalitions.

Definition 1. Coalition S is weak internally stable if ¬∃i ∈ S:

JS
i (u

S
t , u

NS
t ) < JN

i (u
S\{i}
t , u

NS\{i}
t ) . (6)

Coalition S is weak externally stable if ¬∃i ∈ N\S:

JN
i (uSt , u

NS
t ) < J

S∪{i}
i (u

S∪{i}
t , u

NS∪{i}
t ) . (7)
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Definition 2. Coalition S is strong internally stable if ¬∃i ∈ S:

JS
i (u

S
t , u

NS
t ) ≦ JN

i (u
S\{i}
t , u

NS\{i}
t ) . (8)

Coalition S is strong externally stable if ¬∃i ∈ N\S:

JN
i (uSt , u

NS
t ) ≦ J

S∪{i}
i (u

S∪{i}
t , u

NS∪{i}
t ) . (9)

Here a < b ⇔ aj < bj, a ≦ b ⇔ aj ≤ bj, ∀j = 1, . . . , k.

Internal stability means that no coalition member wishes to leave the coali-

tion and become a singleton. External stability means that no singleton wishes

to join the coalition. And we have strong and weak conditions to guarantee the

coalition stability.

Definition 3. Coalition S is weak (strong) stable if conditions ( 6),( 7)

(( 8),( 9)) are fulfilled.

We consider a dynamic multicriteria model related with the bioresource

management problem (harvesting) to show how the suggested concepts work.

We conclude that for ecological system and for coalition’s members it is bet-

ter when coalition is formed insensibly, but for singletons the second variant

of characteristic function’s construction is more profitable. As for coalition

stability, we show that only small-size coalitions are internally stable.
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We consider the following non-cooperative n-person optimal stopping game
related with the popular TV game “The Price is Right”. A player receives
scores by observing sums of independent and identically distributed random
variables from a uniform distribution on [0, 1]. At each step, each player has
to decide whether to stop on the current observation or to proceed further and
receive the next value of independent random variable, which is added to the
scores obtained previously. The winner is the player whose total scores is the
closest to, but not exceeding 1. If the score sums of each player exceeds the
level 1, then the winner is the player with the lowest number of scores. Each
player seeks to maximize his own winning probability.

According to the information type, the two versions of the game can be
considered: a version with no information, where no player is revealed any
information about other players’ game, and, a full-information version, where
each subsequent player is aware of actions and outcomes of previous players.

The game without information was considered in [1, 2]. The problem with
full information and two steps was analyzed in [3] within the framework of
probability theory.

In this paper, the solution for the multi-step full-information optimal stop-
ping game and optimal stopping threshold strategies are provided.

Theorem In the game of n players with full information and infinite number

of steps, the optimal threshold of the first player u
(inf,n,F )
1 = x can be found from
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the equation

(1− ex(1− x))n−1 =

1∫

x

(1− ey(1− y))n−1dy.

We compare the optimal strategies in the games with full information and
with no information. The properties of optimal strategies are proved and nu-
merical results are given.

This work was supported by the Institute of Applied Mathematical Research
KRC of RAS.
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We consider learning automata which were proposed by M. L. Tsetlin and
V. I. Krinsky (see, e.g., [1]). These automata provide expedient behavior in a
random environment. Formally, random environment is a controlled random
process ξn, n = 1, 2, . . . , which values (ξn ∈ {0, 1}) are interpreted as incomes,
depend only on currently chosen actions yn (yn ∈ {1, 2}) and are described
by probability distributions Pr(ξn = 1|yn = ℓ) = pℓ, Pr(ξn = 0|yn = ℓ) = qℓ;
pℓ + qℓ = 1, ℓ = 1, 2.

Expedient behavior implies that automaton chooses the best action, cor-
responding to the larger expected one-step income, more often then another,
i.e.

lim inf
N→∞

N−1E

(
N∑

n=1

ξn

)
> 0.5(p1 + p2), (1)

where E denotes mathematical expectation. The problem is also well-known as
the two-armed bandit problem with time-invariant finite memory [2]. Although
it was proved that the left-hand side of (1) enlarges with growing memory and
tends to max(p1, p2), the asymptotically optimum analogs of these automata
with time invariant memory can not be constructed. We propose asymptoti-
cally optimum analogs of learning automata which memory grows dynamically
meanwhile the functioning of automata.

Consider automaton < X, Y, S, s0, ϕ, ψ >, where X = {1, 0}, Y = {1, 2} are
input and output alphabets, S = {(k, ℓ, h) : k = 1, 2, . . . ; ℓ = 1, 2;h = 1, 2, . . . }
is a set of states with initial state s0 = (1, 1, 1), ϕ : S ×X → S and ψ : S → Y

are transition and output functions. The state s = (k, ℓ, h) is described by the
number of stage k, currently chosen action ℓ and current depth of the state
h. In what follows we say that states {( , ℓ, )} belong to the ℓ-th branch of
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automaton. Transition and output functions are as follows

ϕ((k, ℓ, h), 1) =

{
(k, ℓ, h+ 1), if h < m(k),
(k, ℓ,m(k)), if h = m(k),

ϕ((k, ℓ, h), 0) =






(k, ℓ, h− 1), if h > 1,
(k, 2, 1), if h = 1, ℓ = 1,
(k + 1, 1, 1), if h = 1, ℓ = 2,

ψ((k, ℓ, h)) = ℓ.

Let automaton operate in a random environment. In this case, the values
of the process {ξn} are input signals of automaton and output signals {yn}
are currently chosen actions. If m(k) = m does not depend on k, one obtains
automaton with linear tactic and time invariant finite memory (see [1]) which
depth is equal tom. Ifm(k) is not constant, this automaton starts with the 1-st
stage and at the k-th stage operates like the automaton with linear tactic and
current depth of memory m(k). At each stage automaton firstly visits states
of the first and secondly of the second branches. The k-th stage finishes and
passes to the (k + 1)-st one when the automaton leaves its second branch and
passes to the first branch.

Note that automata with linear tactic must be considered in random envi-
ronments satisfying requirements λℓ = pℓ/qℓ > 1, ℓ = 1, 2. The following results
can be proved (see [3, 4]).

Theorem 1. Let m(k) be nondecreasing integer-valued function, i.e.

m(k2) ≥ m(k1) if k2 > k1. Denote G(j) = [j2+δ]. If equalities

lim
j→∞

m(G(j) = ∞, (2)

lim
j→∞

m(G(j + 2)− 1)

m(G(j))
= 1 (3)

hold for some δ > 0 then considered automaton is asymptotically optimum, i.e.

lim inf
N→∞

N−1

(
N∑

n=1

ξn

)
= max(p1, p2). (a.s.) (4)

Note that the following m(k) satisfy conditions (2), (3):

m(k) = [log(k)] + 1,

m(k) = [kα], α > 0,

m(k) = [klog(k)],

36



Alexander Kolnogorov

k = 1, 2, . . . . Function m(k) = 2k does not satisfy conditions (2), (3) and one

can prove that it does not provide asymptotic optimality (4).

Theorem 2. Among all functions m(k) = [mα], α > 0, the linear function

m(k) = k provides the optimum rate of convergency of the current average

expected income

N−1
E

(
N∑

n=1

ξn

)

to its limiting value max(p1, p2). If p1 > p2 then this rate of convergency is of

the order N−µ with µ = 1− log
λ1
(λ2).

We present simulation results for different functions m(k).

This research was supported in part by Russian Foundation for Basic Re-

search (project no 18-29-16223-mk).
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1 Introduction

Binary sequences are related to the one of the most widely used type of se-
quences. For example, binary sequences are used in stream ciphers. The linear
complexity of a sequence is an important parameter in its evaluation as a key
stream cipher for cryptographic applications. A high linear complexity is nec-
essary for a good cryptographic sequence. One of the method to construct
sequences with high linear complexity is using cyclotomic and generalized cy-
clotomic classes, and such sequences are calling cyclotomic and generalized cy-
clotomic sequences, respectively. There are many works devoted to the study of
linear complexity of generalized cyclotomic binary sequences. New generalized
cyclotomic classes were presented in [4]. The linear complexity of new fam-
ily of cyclotomic binary sequences of period p2 over the field of order two was
studied in [3]. The results from [3] was generalized in [2] for cyclotomic binary
sequences of period pn. In this paper, we derive the linear complexity of these
sequences over the field of odd characteristics. First, we recall the definition of
new sequences from [3].

2 The definition of sequences

Let p be an odd prime and p=ef+1, where e, f are positive integers and f

is an even number. Let g be a primitive root modulo pn . Denote dj =

∗The reported study was funded by RFBR and NSFC according to the research project No 19-51-53003
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pj−1 (p− 1) /e = pj−1f , where j = 1, 2, . . . , n. Put, by definition

D
(pj)
0 =

{
gt·dj(mod pj) |0 ≤ t<e

}
, and D

(pj)

i
=giD

(pj)
0 =

{
gix(mod pj) :x ∈ D

(pj)
0

}
,

here i = 1, 2, . . . , dj−1. Then D
(pj)

i
are called generalized cyclotomic classes of

order dj with respect to pj [4].
As it was shown in [4] we have the partitions

Zpm=
m∪

j=1

dj−1∪

i=0

pm−jD
(pj)

i
∪ {0}

for each integer j ≥ 1 and for an integer m ≥ 1.
Let b be an integer with 0 ≤ b ≤ pn − 1. Define two sets

C
(pn)
0 =

n∪

j=1

dj−1∪

i=dj/2

pn−jD
(pj)

(i+b)(moddj)
and C

(pn)
1 =

n∪

j=1

dj/2−1∪

i=0

pn−jD
(pj)

(i+b)(moddj)
∪ {0}.

It is obvious that Zpn=C
(pn)
0 ∪ C

(pn)
1 and |C

(pn)
1 | = (pn+1)/2. A new family of

almost balanced binary sequences s∞= (s0, s1, s2, . . .) of period pn was defined
in [3] as

si=

{
0, if i (mod pn) ∈ C

(pn)
0 ,

1, if i (mod pn) ∈ C
(pn)
1 .

(1)

The linear complexity of these sequences over the finite field F2 was considered
in [2,3,5]. Here we consider these sequences over Fq, where q is odd prime and
Fq is the finite field of q elements.

It is well known that the linear complexity of s∞ is given by

L=pn−deg(gcd(xp
n

−1,S(x))),

where S(x) =s0+s1x+ · · ·+spn−1x
p
n−1. [1]. Thus, the linear complexity of s∞

can be given by

L=pn−| {i |S
(
αi

n

)
, i= 0, 1,. . ., pn−1}|,

where αn is a primitive pn-th root of unity in an extension field of Fq. So it’s
enough to find roots of S(x) in the set

{
αi

n
, i= 0, 1,. . ., pn−1

}
, in other words,

we need to investigate discrete Fourier transform of the sequence.
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3 The linear complexity of sequences

Studying the linear complexity we will use the same method as in [2] considering

changing field characteristic. By [2] the analysis of values S
(
αi
n

)
differs for

i ∈ Zpn\p
n−1

Zp and i ∈ pn−1
Zp. The last option is eqivalent to studying S

(
αi
1

)

for n = 1. In [2] it was shown that S
(
αi
1

)
depends on v= gcd( p−1

ordp(q)
, f) , where

ordp(q) denotes the order of q modulo p. By [2] , if v = f , that is 2 ∈ D
(p)
0 , then

S
(
αi
1

)
∈ {0, 1} , i = 1, . . . , p−1 and always exists i : S

(
αi
1

)
= 0. But if q > 2

then from the condition q ∈ D
(p)
0 we can not conclude S

(
αi
1

)
∈ {0, 1} , v =

1, . . . , p− 1 as it is for q = 2. Indeed, here
(
S
(
αi
1

))q
= S

(
α
iq
1

)
= S

(
αi
1

)
over

Fq. The results of the calculation of the linear complexity using the Berlekamp-

Massey algorithm for b = 0, v = f
(
q ∈ D

(p)
0

)
show that for q ≥ 2 the order of

| {i |S
(
αi
1

)
, i= 0, 1,. . ., p−1}| not necessary equals (p− 1)/2, unlike to [2]. So,

for q ≥ 2 the first part of Proposition 3 from [2] for v = f is not true, and the

order estimate of | {i |S
(
αi
1

)
, i= 0, 1,. . ., p−1}|, obtained in [2] for other cases

also needs correction.

Lemma 1. Let p=ef+1 be an odd prime with f being an even positive integer
and let s∞ be a generalized cyclotomic binary sequence of period p defined in
(1). Then, | {i |S

(
αi
1

)
, i= 0, 1,. . ., p−1}| =r · ordp(q), where 0 ≤ r ≤ p−1

2ordp(q)

and r= 0 if v | f

2 , or v= 2 and f ̸= v.

Proof. The properties of polynomial of classical cyclotomic sequences are well

known [1]. Suppose S
(
αi
1

)
= 0 for some integer k. Then

0= (S
(
αi
1

)
)
q
=S

(
α
iq
1

)
=S

(
α
igu

1

)
,

and so on , where q ∈ D
(p)
u for some integer u. Since

S
(
αi
1

)
+S

(
α
igf/2

1

)
=−1

for i= 0, 1,. . ., p−1, it follows that

L=pn−rordp(q),

where r is an integer with 0 ≤ r ≤ p−1
2ordp(q)

.

The statement of Lemma 1 for v | f

2 , or v= 2 and f ̸= v is proved in exactly

the same way as in [2].
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Remark 2. We cannot replace the r estimate 0 ≤ r ≤ p−1
2ordp(q)

with 0 ≤ r ≤
p−1

qordp(q)
as it was done in [2] for q = 2. For example, if q= 3, d= 8, then L= 216

for p= 433 and L= 384 for p= 769.

Calculating of the linear complexity using the Berlekamp-Massey algorithm
confirm the validity of Lemma 1.

Lemma 1 shows that the series of statements of Theorem 1 from [2] does not
hold for q ≥ 2. Moreover, to use the method from [2] in this case we need to
introduce the new constraint on p : p ≡ 1(mod q). Under the above assumption
the statement that S

(
αi

n

)
̸= 0 for i ∈ Zp

n\pn−1
Zp is obtained in the same way

as in [2] for q = 2. And so we come to the following Theorem, which is our
main result.

Theorem 3. Let p=ef+1 be an odd prime, p ≡ 1(mod q) and qp−1 ̸≡ 1(mod p2)
and f being an even positive integer. Let s∞ be a generalized cyclotomic binary
sequence of period pn defined in (1). Let ordp(q) denote the order of q modulo
p and v= gcd( p−1

ordp(q)
, f). Then the linear complexity of s∞ is given by

L=pn−r · ordp(q), 0 ≤ r ≤ p−1
2ordp(q)

,

Furthermore,

L=pn, if v divides f/2 or v= 2 , f ̸= 2.
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Abstract

We consider a multicriteria problem of integer linear program-
ming with a targeting set of optimal solutions given by the set of all
individual criterion minimizers (extrema). In this work, the lower
and upper attainable bounds on the stability radius of the set of ex-
tremum solutions are obtained in the situation where solution and
criterion spaces are endowed with various Hölder’s norms. In addi-
tion, a case of Boolean problem is analyzed. Some computational
challenges are also discussed.

Keywords: sensitivity analysis; multiple criteria; combinatorial optimiza-
tion; Pareto set; stability radius.

1 Introduction

Multiobjective discrete models have been widely applied in decision making,
design, management, economics, and many other applied fields. Therefore, the
interest of mathematicians to multicriteria (vector) discrete optimization prob-
lems is far from being lost, which is confirmed by numerous recent publications.
One of the directions in investigating these problems is the analysis of stability
of solutions to perturbations of the initial data (problem parameters). Various
statements of the stability problem generate numerous investigation lines.

The terms sensitivity, stability or post-optimal analysis are generally used
for the phase of an algorithm at which a solution (or solutions) of the problem
has been already found, and additional calculations are performed in order to
investigate how this solution depends on changes in the problem data. Recogni-
tion of the stability problem as one of the central in mathematical research goes
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back to Jacques Hadamard. In 1923, he postulated that in order to be well-

posed a problem should have three properties: existence of a solution; unique-

ness of the solution; continuous dependence of the solution on the data [1].

Correspondingly, ill-posed multicriteria discrete optimization problem refers to

this situation that it may have multiple solutions or the feasible solution set

and/or criteria functions depend on uncertain parameters.

Despite existence of numerous approaches to stability analysis of optimiza-

tion problems, two major directions can be pointed out: quantitative and qual-

itative.

A qualitative sensitivity analysis is usually conducted for multicriteria op-

timization problems with various (linear and nonlinear) partial criteria. The

main typical results in there are necessary and sufficient condition formulations

for different types of stability of one or a set of optimal solutions in the problems

considered (see e.g. [2–12]).

Within the framework of quantitative direction various measures of solution

stability are investigated. Analytical expressions, or (attainable) lower and

upper bounds, on a quantitative characteristic, called stability radius, usually

constitute typical results of the area. The results are usually formulated for the

some generalized optimality situation invariant to changes of problem param-

eters in the case where parameter space is equipped with various metrics (see

e.g. [13–21]). In addition to stability radius, some papers are focusing on more

general characteristics of stability, for example stability and accuracy functions

are analyzed in [22, 23]. Sensitivity analysis is also done for some problem of

scheduling theory, see e.g. [24, 25].

This paper belongs to the family of quantitative approaches. It continues a

series of publications [10,15–17,26–29] seeking for analytical bounds on stability

radius (different types of stability) for multicriteria problem of Integer Linear

Programming (ILP) with various optimality principles.

In multicriteria optimization and decision making, we deal sometimes with

choice functions distinct from the well-known Pareto optimality principle. Such

functions have a specific merit in many real life applications (see e.g. [30–34]).

In this paper, we consider the multicriteria problem of ILP with extremum

optimality principle, i.e. with the set of all extremum solutions. We study the

type of stability to independent perturbations of linear function coefficients that

is a discrete analogue of Hausdorff upper semi-continuity mapping transforming

any set of problem parameters into a set of extremum solutions. In other words,

this type of stability guarantees the existence of a neighborhood in problem

parameter space such that no new extremum solutions appear within. Following

terminology used in [15–18], the property as described above is called stability.

As a result of parametric analysis performed in this paper, the lower and upper
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bounds on the stability radius are obtained for multicriteria ILP problem with
extremum solutions for the case where criterion space is endowed with various
Hölder’s norms. Attainability of the estimates (both lower and uppers bounds)
is shown.

2 Problem formulation and basic definitions

We consider an m-criteria problem of ILP problem in the following formulation.
Let C = [cij] ∈ R

m×n be a real valued m× n - matrix with corresponding rows
Ci ∈ R

n, i ∈ Nm = {1, 2, . . . ,m}, m ≥ 1. Let also X ⊂ Z
n, 1 < |X| < ∞,

be a set of feasible solutions (integer vectors) x = (x1, x2, . . . , xn)
T , n ≥ 2. We

define a vector criterion

Cx =
(
C1x,C2x, . . . , Cmx

)T
→ min

x∈X
,

with partial criteria being linear functions.
In this paper, Zm(C), C ∈ R

m×n, is a problem of finding the set of extremum
solutions defined in traditional way (see e.g. [31–33]):

Em(C) =
{
x ∈ X : ∃k ∈ Nm ∀x′ ∈ X

(
Ck(x) ≤ Ck(x

′)
)}

.

The set of extremum solutions Em(C) can equivalently be written as follows:

Em(C) = {x ∈ X : ∃k ∈ Nm (Em
k (x,Ck) = ∅)},

where
Em

i (x,Ci) =
{
x′ ∈ X : Ci(x− x′) > 0

}
, i ∈ Nm, x ∈ X.

Thus, the choice of extremum solutions can be interpreted as finding best
solutions for each of m criteria, and then combining them into one set. In other
words, the set of extremum solutions contains all the individual minimizers of
each objective. Obviously, E1(C), C ∈ R

n is the set of optimal solutions for
scalar problem Z1(C).

We will perturb the elements of matrix C ∈ R
m×n by adding elements of

the perturbing matrix C ′ ∈ R
m×n. Thus the perturbed problem Zm(C +C ′) of

finding extremum solutions has the following form

(C + C ′)x → min
x∈X

.

The set of extremum solutions of the perturbed problem is denoted by Em(C+
C ′). In the solution space R

n, we define an arbitrary Hölder’s norm lp, p ∈
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[1,∞], i.e. the norm of vector a = (a1, a2, . . . , an)
T ∈ R

n is defined by the

number

∥a∥p =






( ∑
j∈Nn

|aj|
p

)1/p

if 1 ≤ p < ∞,

max{|aj| : j ∈ Nn} if p = ∞.

In the criterion space R
m, we define another Hölder’s norm lq, q ∈ [1,∞], The

norm of matrix C ∈ R
m×n is defined by the number

∥C∥pq = ∥(∥C1∥p, ∥C2∥p, . . . , ∥Cm∥p)∥q.

It is also easy to see that

∥Ci∥p ≤ ∥C∥pq, i ∈ Nm. (1)

It is well-known that lp norm, defined in R
n, induces conjugated lp∗ norm

in (Rn)∗. For p and p∗, the following relations hold

1

p
+

1

p∗
= 1, 1 < p < ∞. (2)

In addition, if p = 1 then p∗ = ∞. Obviously, if p∗ = 1 then p = ∞. Also notice

that p and p∗ belong to the same range [1,∞]. We also set 1

p
= 0 if p = ∞.

It is easy to see that for any vector a = (a1, a2, ..., an)
T ∈ R

n with |aj| = σ,

j ∈ Nn it holds

∥a∥p = n
1

pσ (3)

for any p ∈ [1,∞]. For any two vectors a and b of the same dimension, the

following Hölder’s inequalities are well-known

|aT b| ≤ ∥a∥p∥b∥p∗. (4)

Using the well-known condition (see [35]) that transforms (4) into equality, the

validity of the following statement becomes transparent

∀b ∈ R
n ∀σ > 0 ∃a ∈ R

n

(
|aT b| = σ∥b∥p∗ & ∥a∥p = σ

)
. (5)

Given ε > 0, let

Ωpq(ε) =
{
C ′ ∈ R

m×n : ∥C ′∥pq < ε
}

be the set of perturbing matrices C ′ with rows C ′
k
∈ R

n, k ∈ Nm, and ∥C ′∥pq
is the norm of C ′ = [c′

ij
] ∈ R

m×n.
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Denote

Ξpq =
{
ε > 0 : ∀C ′ ∈ Ωpq(ε)

(
Em(C + C ′) ⊆ Em(C)

)}
.

Following [15–17,26], the number

ρm(p, q) =

{
sup Ξpq if Ξpq ̸= ∅,

0 if Ξpq = ∅

is called stability radius (T3-stability radius in terminology [2,4–7,10]) of prob-

lem Zm(C), m ∈ N, with Hölder’s norms lp and lq in the spaces Rn and Rm

respectively. Thus, the stability radius of problem Zm(C) defines the extreme

level of independent perturbations of the elements of matrix C in the metric

space Rm×n such that no new extremum solutions appear in the perturbed

problem. The problem Zm(C) is called stable if and only if the stability radius

is strictly positive (ρm(p, q) > 0).

Obviously, if Em(C) = X, the inclusion Em(C+C ′) ⊆ Em(C) holds for any

perturbing matrix C ′ ∈ Ωpq(ε) for any number ε > 0. Therefore, the stability

radius of such a problem is not bounded from the above. The problem Zm(C)

with Em(C) ̸= X is called non-trivial.

3 Bounds on stability radius

Given the multicriteria ILP problem Zm(C), m ∈ N, for any p ∈ [1,∞] we set

φm(p) = min
i∈Nm

min
x ̸∈Em(C)

max
x
′∈X\{x}

Ci(x− x′)

∥x− x′∥p∗
,

ηm(p) = min{∥Ci∥p : i ∈ Nm}.

The notation Zm

B
(C) is used to denote a problem Zm(C) with all Boolean

variables, i.e. X ⊆ {0, 1}n.

Theorem 1. Given p, q ∈ [1,∞] and m ∈ N, for the stability radius ρm(p, q)

of non-trivial multicriteria ILP problem Zm(C), the following lower and upper

bounds are valid

0 < φm(p) ≤ ρm(p, q) ≤ ηm(p).

Moreover,

0 < φm(p) ≤ ρm(p, q) ≤ min
{
n

1

pφm(∞), ηm(p)
}

if Zm(C) = Zm

B
(C).
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Proof. According to the definition of Em(C), we have

∀x ̸∈ Em(C) ∀i ∈ Nm ∃x0 ∈ X
(
Cix > Cix

0

)
,

and hence φm(p) > 0. Now we prove that

ρm(p, q) ≥ φm(p). (6)

Let C ′ ∈ R
m×n be an arbitrary perturbing matrix with rows C ′

i ∈ R
n,

i ∈ Nm, and norm

∥C ′∥pq = ∥(∥C ′
1
∥p, ∥C

′
2
∥p, . . . , ∥C

′
m∥p)∥q < φm(p),

i.e. C ′ ∈ Ωpq(φ
m(p)). Then, according to the definition of number φm(p) and

due to (1), the following statement holds

∀i ∈ Nm ∀x ̸∈ Em(C) ∃x0 ∈ X\{x}

(Ci(x− x0)

∥x− x0∥p∗
≥ φm(p) > ∥C ′∥pq ≥ ∥C ′

i∥p

)
.

Taking into account Hölder’s inequalities (4), we deduce that for any index

i ∈ Nm there exists x0 ̸= x such that

(Ci + C ′
i)(x− x0) = Ci(x− x0) + C ′

i(x− x0) ≥

Ci(x− x0)− ∥C ′
i∥p∥x− x0∥p∗ > 0,

i.e. x ̸∈ Em(C + C ′) for x ̸∈ Em(C).

Thus, any non-extremum solution of Zm(C) remains being non-extremum

in the perturbed problem Zm(C + C ′), and hence the inclusion Em(C + C ′) ⊆
Em(C) holds for any perturbed matrix C ′ ∈ Ωpq(φ

m(p)). So, equation (6), is

true.

Further we prove that ρm(p, q) ≤ ηm(p). In order to do that it suffices

to show ρm(p, q) ≤ ∥Ck∥p for any k ∈ Nm. Let fix k ∈ Nm and let matrix

C0 = [cij] ∈ R
m×n with rows C0

i ∈ R
n, i ∈ Nm be constructed as follows

C0

i =

{
−Ci if i = k,

0
T if i ∈ Nm\{k},

where 0 is a vector column in R
n containing all zeroes. Then we get

∥C0∥pq = ∥C0

k∥p = ∥Ck∥p,

Em(C + C0) = X.
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Taking into account X ̸⊆ Em(C) we conclude ρm(p, q) ≤ ∥Ck∥p. Hence

ρm(p, q) ≤ ηm(p) = min{∥Ci∥p : i ∈ Nm}.
Further we consider non-trivial m-criteria linear Boolean problem Zm

B (C),

C ∈ R
m×n, m ≥ 1, X ⊆ E

n = {0, 1}n. All the bounds proven earlier remain

valid. All we need is to show that an extra upper bound holds

ρm(p, q) ≤ n
1

pφm(∞). (7)

Indeed, according to the definition of φ = φm(∞), there exist a solution x0 =

(x0
1
, x0

2
, ..., x0n)

T ̸∈ Em(C) and an index k ∈ Nm such that for any solution x ̸= x0

the following inequality holds

φ∥x− x0∥1 ≥ Ck(x
0 − x). (8)

Setting ε > n
1

pφ and choosing (fixing) δ such that

φ < δ <
ε

n
1

p

,

we consider a row vector ξ = (ξ1, ξ2, ..., ξn) with coordinates

ξj =

{
−δ if x0j = 1,

δ if x0j = 0.

Then according to (3), we get

∥ξ∥p = n
1

pδ

Further we define a perturbing matrix C0 = [cij] ∈ R
m×n with rows C0

i ∈ R
n,

i ∈ Nm constructed as follows

C0

i =

{
ξ if i = k,

0
T if i ∈ Nm\{k},

where 0 is a vector column in R
n containing all zeroes. Then we have

∥C0∥pq = n
1

pφ,

C0 ∈ Ωpq(ε).

In addition, for any x ̸= x0 we have

C0

k(x
0 − x) = −δ∥x0 − x∥1
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From the above using inequality (8) we deduce for any x ∈ X\{x0}

(Ck + C0

k)(x
0 − x) = Ck(x

0 − x) + C0

k(x
0 − x) ≤ (φ− δ)∥x0 − x∥1 < 0.

This implies that x0 ∈ Em(C + C0) for x0 ̸∈ Em(C). Summarizing, we have

∀ε > n
1

pφm(∞) ∃C0 ∈ Ωpq(ε)
(
Em(C + C0) ̸⊆ Em(C)

)
,

i.e. ρm(p, q) < ε for any number ε > n
1

pφm(∞). Therefore, therefore for the

stability radius of Zm
B (C) we get that inequality (7) is true, i.e. Theorem 1 is

now proven.

4 Bounds attainability

The following corollaries indicate the lower bound attainability φm(p) for the

stability radius ρm(p, q) of non-trivial ILP problem Zm(C).

Corollary 1. Let m ∈ N. Given a non-trivial multicriteria ILP problem Zm(C)

has a unique extremum solution x0 ∈ Em(C), the stability radius ρm(p, q) is

expressed by the following formula

ρm(p, q) = min
i∈Nm

max
x∈X\{x0}

Ci(x− x0)

∥x− x0∥p∗
. (9)

Proof. Let Θ denote the right-hand side of (9). Assume Em(C) = {x0}. Ac-

cording to the definition of Θ, there exist x̂ ∈ X\{x0} and k ∈ Nm such that

the following equality holds

Ck(x̂− x0) = Θ∥x̂− x0∥p∗. (10)

Notice that here Θ > 0.Setting ε > Θ, we fix a number γ satisfying

Θ < γ < ε.

According to formula (5), there exists a vector a ∈ Rn such that

aT (x̂− x0) = −γ∥x̂− x0∥p∗,

∥a∥p = γ.

Further we define a perturbing matrix C0 = [cij] ∈ Rm×n with rows C0

i ∈
Rn, i ∈ Nm constructed as follows

C0

i =

{
aT if i = k,

0T if i ∈ Nm\{k},
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where 0 is a vector column in Rn containing all zeroes. Then we have

∥C0∥pq = γ,

C0 ∈ Ωpq(ε),

C0
k(x̂− x0) = −γ∥x̂− x0∥p∗

From the above using inequality (10) we deduce

(Ck + C0
k)(x̂− x0) = Ck(x̂− x0)− γ∥x̂− x0)∥p∗ = (Θ− γ)∥x̂− x0∥p∗ < 0.

This implies that x0 ̸∈ Em
k (x̂, Ck + C0

k). If Em
k (x̂, Ck + C0

k) = ∅, then x̂ ∈
Em(C +C0). If Em

k (x̂, Ck +C0
k) ̸= ∅, then there exists x̃ ∈ Em

k (x̂, Ck +C0
k) such

that x̃ ∈ Em(C + C0) and x̃ ̸= x0.

Summarizing, we have that for any ε > Θ the exists a perturbing matrix

C0 ∈ Ωpq(ε) such that we can specify x′ ∈ X\{x0} with the condition x′ ∈
Em(C + C0). This implies that Em(C + C0) ̸⊆ Em(C). Hence ρm(p, q) < ε for

any number ε > Θ, i.e. ρm(p, q) ≤ Θ.

Therefore, taking into account the lower bound ρm(p, q) ≥ Θ (earlier proven

in Theorem 1) for the stability radius of Zm(C) we get formula (9), i.e. Corollary

1 is now proven.

In the case of Boolean non-trivial problem Zm
B (C), the next corollary follows

from Theorem 1 and indicates the lower bound attainability for the stability

radius ρm(∞, q).

Corollary 2. Given m ∈ N and q ∈ [1,∞), the stability radius ρm(∞, q) of a

non-trivial multicriteria Boolean problem Zm
B (C) is expressed by the following

formula

ρm(∞, q) = φm(∞) = min
i∈Nm

min
x ̸∈Em(C)

max
x′∈X\{x}

Ci(x− x′)

∥x− x′∥1
(11)

Further we show that for any number p ∈ [1,∞], the upper bound n
1

pφm(∞)

for the stability radius of Boolean problem Zm
B (C) is attainable for m = 1.

Theorem 2. Given p, q ∈ [1,∞], there exists a class of scalar Boolean problems

Zm
B (C), C ∈ Rn such that the stability radius ρm(p, q) (of any such problem

belonging to the class) is expressed by the following formula

ρ1(p, q) = n
1

pφ1(∞). (12)
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Proof. Due to Theorem 1, in order to prove (12) it suffices to find a class of

problems satisfying ρ1(p, q) ≥ n
1

pφ1(∞). Let X = {x∗, x1, ..., xn} ∈ En, where

x∗ = (0, 0, ..., 0)T ∈ Rn, xi = ej, j ∈ Nn. Here e
j is the j-th column of the n×n

basis matrix (basic column vector). We set C = (−a,−a, ...,−a) ∈ Rn, a > 0.

Then

E1(C) = X\{x∗},

φ1(∞) = a.

Let C ′ = (c′
1
, c′

2
, ..., c′n) be an arbitrary perturbing row vector belonging to

Ωpq(n
1

pa), i.e. ∥C ′∥pq < n
1

pa. Proving by contradiction, it is easy to see that

there exists at least on index k ∈ Nm such that |c′k| < a. Therefore, we get

(C + C ′)(x∗ − xk) = a− c′k > 0,

i.e. x∗ ̸∈ E1(C + C ′) for any perturbing row C ′ ∈ Ωpq(n
1

pφ1(∞)). Hence, due

to x∗ ̸∈ E1(C), we get ρ1(p, q) ≥ n
1

pφ1(∞). Theorem 2 is now proven.

The next numerical example shows that the upper bound for the stability

radius of non-trivial Boolean problem Zm
B (C) can also be attainable in single

criterion situation (when m = 1).

Example 1. Let X = {x0, x1} ⊂ En where x0 = (0, 0, ..., 0)T , x1 = (1, 1, ..., 1)T ,

and C = (1, 1, ..., 1). Then we have

Cx0 = 0, Cx1 = n,

E1(C) = {x0}, X\E1(C) = {x1},

ρ1(p, q) ≤ ∥C∥p.

Moreover, taking into account (2) and (3), we obtain the equalities

φ1(p) = n
1

p = ∥C∥p.

Then according to Theorem 1,

ρ1(p, q) = ∥C∥p, p, q ∈ [1,∞].

In addition, we notice that

φ1(p) = ∥C∥p = n
1

pφ1(∞),

i.e. all the three bounds are attainable in scalar case m = 1.
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In order to emphasize the specific of stability radius ρm(p.q) for the set of
extremum solutions Em(C), we compare the results formulated in Theorem 1
with some earlier published results regarding the stability radius for the well-
known Pareto set Pm(C). We define the Pareto set as follows (see e.g. [36–40]):

Pm(C) =
{
x ∈ X : Pm(x,C) = ∅

}
,

where
Pm(x,C) =

{
x′ ∈ X : Cx ≥ Cx′ & Cx ̸= Cx′

}
.

Theorem 3. [19] Given p, q ∈ [1,∞] and m ∈ N, for the stability radius
ρm(p, q) of non-trivial multicriteria ILP problem Zm(C) of finding the Pareto
set Pm(C), the following lower and upper bounds are valid

min
x ̸∈Pm(C)

max
x′∈Pm(x,C)

min
i∈Nm

Ci(x− x′)

∥x− x′∥p∗
≤ ρm(p, q) ≤ min{∥Ci∥p : i ∈ Nm}.

We also define the Slater set Slm(C), Pm(C) ⊆ Slm(C), as follows [41]:

Slm(C) =
{
x ∈ X : ̸ ∃ x0 ∈ X ∀k ∈ Nm

(
Ckx > Ckx

0
)}

.

In addition to Theorem 3 the following result holds.

Theorem 4. [2], [4] The non-trivial problem Zm(C) of finding the Pareto set
Pm(C) is stable, i.e. ρm(p.q) > 0, if and only if

Pm(C) = Slm(C).

Finally, we give here one more result regarding lower and upper bounds of
the stability radius ρm(p, q) for Boolean problem Zm

B
(C) of finding the Pareto

set Pm(C).

Theorem 5. [42] Given p, q ∈ [1,∞] and m ∈ N, for the stability radius
ρm(p, q) of non-trivial multicriteria Boolean problem Zm

B
(C) of finding the

Pareto set Pm(C), the following lower and upper bounds are valid

ξm(p) ≤ ρm(p, q) ≤ n
1

pm
1

q ξm(∞),

where

ξm(p) = min
x ̸∈Pm(C)

max
x′∈Pm(x,C)

min
i∈Nm

Ci(x− x′)

∥x− x′∥p∗
.
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5 Conclusion

In this paper, the lower and upper attainable bounds on the stability radius

of the set of extremum solutions were obtained in the situation where solution

and criterion spaces are endowed with various Hölder’s norms. As corollaries,

analytical formulae for the stability radius are specified in the case of models

with Boolean set of feasible solutions.

One of the biggest challenges in this area is to construct efficient algorithms

to calculate the analytical expressions. To the best of our knowledge there are

not so many results known in that area, and moreover some of those results

which have been already known, put more questions than answers. As it was

pointed out in [43], calculating exact values is an extremely difficult task in

general, so one could concentrates either on finding easy computable classes of

problems or developing general metaheuristic approaches.

Estimations of stability radius obtained in this paper is based on enumera-

tion the set of feasible solutions whose cardinality may grow exponentially with

n. In the case of a single objective function, an approach to calculating the

stability radius of an ε-optimal solution to the linear problem of 0−1 program-

ming in polynomial time was given in [44]. They assumed that the objective

function is minimized, the feasible solution set is fixed and a given subset of

the objective function coefficients is perturbed. The approach requires that the

original single objective optimization problem is polynomially solvable e, for

example it can be one of the well-known graph theory problems, such as min-

imum spanning tree or shortest path problems. Another approach, based on

k-best solutions, was proposed in [45] for NP-hard problems such as traveling

salesman problem. In [18], it was shown how analytical formulae similar to (9)

can be transformed into polynomial type calculation procedure in the case of

Boolean variables, Chebyshev norm and polynomial solvability of Z1

P
(C). How-

ever, for multicriteria case the question of existing polynomial time procedures

remains to be open. As it is well-known that the presence of multiple crite-

ria increases the level of complexity, for example, polynomially solvable single

objective problems become intractable even in bicriteria case, see e.g. [40], the

finding of polynomial methods seems to be unlikely in general. For some par-

ticular challenging combinatorial problems, it was proven that the problem of

finding the radii of every type of stability is intractable unless P = NP [46].

An application of inverse optimization results in logarithmic number of mixed

integer programs for multi-objective combinatorial problems, where each objec-

tive function is a maximum sum and the coefficients are restricted to natural

numbers [47].
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The conjugacy problem for a group G with a given presentation asks whether

it is decidable if for given g1, g2 ∈ G there exists h ∈ G such that g1h = hg2, i.e.

whether g1 and g2 are conjugate. In this talk we will show that the conjugacy

problem is undecidable for two-dimensional reversible cellular automata. This

talk is based on [1] which is an extended version of [2].

Let A be a finite set and denote AZ
2

the set of maps Z
2 → A, which can

be considered as colorings of the two-dimensional integer lattice. For c ∈ AZ
2

we denote c(n⃗) = cn⃗ for any n⃗ ∈ Z
2. For a subset D ⊆ Z

2 we denote cD the

restriction of c to D. For every n⃗ ∈ Z
2 we define an n⃗-shift map σn⃗ : AZ

2

→ AZ
2

by σn⃗(c)⃗i = c⃗
i+n⃗

for every i⃗ ∈ Z
2. We can now give the definition of cellular

automata.

Definition. Let D ⊂ Z
2 be a finite subset. A map Floc : AD → A defines a

cellular automaton F : AZ
2

→ AZ
2

by F (c)n⃗ = Floc(σn⃗(c)D).

The above definition is natural from an algorithmic perspective, but since

our proof is partially topological we also give the topological definition: Define

a metric d : AZ
2

→ R by d(c, e) = 2−min{∥n⃗∥|cn⃗ ̸=en⃗} (where for n⃗ = (n1, n2),

∥n⃗∥ = |n1|+ |n2|) for all c, e ∈ AZ
2

which are different, and of course d(c, c) = 0.

This turns AZ
2

into a compact metric space. Due to the Curtis-Hedlund-Lyndon

Theorem the following definition is equivalent to the one given above.

Definition. A map F : AZ
2

→ AZ
2

is a cellular automaton if 1) it is continuous

(w.r.t. the metric d defined above) and 2) it commutes with the shift maps, i.e.

for all n⃗ ∈ Z
2 it we have that Fσn⃗ = σn⃗F .

A cellular automaton F is reversible if there exists another cellular automa-

ton F ′ such that FF ′ = F ′F = id, where id : AZ
2

→ AZ
2

is defined by id(c) = c

(which is clearly a cellular automaton). The set of reversible cellular automata

over AZ
2

forms a group (function composition as the product) and we can ask

if the conjugacy problem is decidable for it. It turns out not to be:

Theorem. There is an alphabet A such that the conjugacy problem for reversible

cellular automata over AZ
2

is undecidable.

1Author’s research supported by the Finnish Cultural Foundation
2Author’s research supported by the Academy of Finland Grant 296018
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We will next outline the proof which relies on [3] and [4].
Let D ⊂ Z

2 be a finite subset and let V ⊂ AD be some set of patterns ; we
will consider the patterns in V to be valid and the patterns in AD \ V to be
invalid. Next we modify the letters of A so that we have a directed alphabet,
this means nothing more than that to every letter we attach a unique direction
vector from {(0,±1), (±1, 0)}. Now every configuration c ∈ AZ

2

has paths
defined by following these direction vectors. These paths are either forward
infinite or eventually periodic. A path p⃗1, p⃗2, . . . , p⃗k ∈ Z

2 in c ∈ AZ
2

is called a
valid path if the pattern in every position along the path is valid, i.e. if for all
i ∈ {1, 2, . . . , k} it holds that σp⃗i(c)D ∈ V . In what follows we always assume
that A and V are chosen so that valid paths have no cycles and are deterministic
also backwards.

Let I(V,A, c) ∈ N∪{∞} denote the number of disjoint forward infinite valid
paths in c and denote I(V,A) = sup

c∈AZ2 I(V,A, c). Combining results from [3]
and [4] yields the following.

Theorem. The following decision problem is undecidable:

Instance: A directed alphabet A and a set of valid patterns V such that

I(V,A) < ∞.

Question: Is I(V,A) = 0?

Now the idea of the proof is to reduce the above problem to the conjugacy
problem.

Suppose A and V are such that I(V,A) < ∞. We will construct two cellular
automata F1 and F2 which will be conjugate if I(V,A) = 0 and not conjugate
if I(V,A) > 0. We will add a new layer on top of AZ

2

and both F1 and F2 will
leave AZ

2

-layer untouched. On the new layer we will simulate one-dimensional
cellular automata on the valid paths. Essentially we want F1 to simulate the
one-dimensional shift map σ which is defined by σ(c)i = ci+1 on the two-way
infinite valid paths and F2 to simulate σ2. In order for these to be reversible
also over one-way infinite and finite valid paths, we add another tape on which
we move the letters to the opposite direction. Overall the layer we add on top
of AZ

2

is ({0, 1}4)Z
2

, but this should be considered as a two-track tape going
back and forth.

On the invalid paths F1 does nothing. On the two-way infinite valid paths F1

is defined by the cellular automaton σ × σ−1 : ({0, 1}2 × {0, 1}2)Z → ({0, 1}2 ×
{0, 1}2)Z, (σ × σ−1)(d, e)i = (di+1, ei−1) for all d, e ∈ ({0, 1}2)Z. If the path is
not two-way infinite, in other words it has an end or a beginning (or both, in
which case it is finite), F1 is defined as for the two-way infinite paths but in
the end and/or the beginning of the path the two tapes are glued together. In
other words, in the beginning of a valid path F1 transfers the content of the
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first tape to the second tape and in the end of a valid path F1 transfers the

content from the second tape to the first one.

The cellular automaton F2 is very similar to F1 but instead of shifting the

tape contents one step at a time, it shifts them two steps. So it is simulating the

cellular automaton σ2 × σ−2 on two-way infinite paths. The second difference

is how F2 handles the ends of valid paths (the beginnings of valid paths are

handled exactly as for F1, i.e. we just glue the tapes together). For F2 we do

not just glue the tapes together in the end of a valid path, but we also flip the

tape. In other words when a letter (a, b) (which is a tuple as our tapes have

two tracks) moves in the end of a valid path from second tape to the first one

it is simultaneously flipped and becomes the letter (b, a).

Consider the case that I(V,A) = 0. Then by compactness there is a global

bound on the length of valid paths. Now all tapes have finite even length (finite

since the paths are finite and even since when the ends are glued together we get

a tape which goes twice the length of the valid path) we can define a permutation

φ of even length words over {0, 1}2 such that “φF1 = F2φ”. Further on, this φ

can be defined by a local rule, as we just noticed that there is a global bound

on the lengths of the valid paths, so we can take large enough neighborhood to

see the entire valid path that a given cell is part of. This shows that F1 and F2

are conjugate.

Next suppose that 0 < I(V,A) < ∞. Now according to [4] both F1 and

F2 have finite entropies and these entropies are directly tied to the cellular

automata which they define on infinite paths. Since F1 defines the shift and F2

defines the double-shift, it follows that F2 has larger entropy. In particular we

have that F1 and F2 cannot be conjugate as entropy is a conjugacy invariant.

We are not quite done: In order to have the result we went after, the under-

lying alphabet of the cellular automata constructed should be fixed, yet here

our alphabet is not fixed as it is not fixed in the decision problem we used in our

reduction. We can avoid this probelm as follows: Let all our cellular automata

be defined over the alphabet B = {0, 1,−, |,+}. The symbols {−, |,+} should

be considered as horizontal lines, vertical lines, and intersecting lines, respec-

tively. Now by choosing n large enough we can inject A into {0, 1}-squares of
size n × n. The configurations in AZ

2

can be represented as configurations of

BZ
2

by dividing the lattice into n × n-squares using the symbols in {−, |,+}
and then writing the encodings of A into these squares. When defining F1 and

F2 we need to take larger neighborhoods to evaluate whether the configuration

is locally an encoding of some configuration of AZ
2

and further whether this is

an encoding of a valid pattern or not, but this is fine since even though we need

a larger neighborhood a finite one still suffices.

Following the steps described above proves the claim, and in fact gives the
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following stronger result.

Theorem. There is an alphabet B such that the following sets of pairs of re-

versible two-dimensional cellular automata over BZ
2

are recursively inseparable:

1. Pairs where the first cellular automaton has higher entropy than the second

one.

2. Pairs which are conjugate and both have zero entropy.
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Arnoux-Rauzy dynamical systems were introduced in [5] in order to general-

ize the very fruitful triple interaction between Sturmian sequences and rotation of

the 1-torus through the Euclid continued fraction approximation. Arnoux-Rauzy se-

quences are defined through word-combinatorial conditions, see Section 2.1 below,

and what everybody would like to get is a geometric representation of the associated

symbolic dynamical system, the preferred one being as a natural coding of a rotation

of the 2-torus. The set of possible angles of this rotation is known as the Rauzy gas-

ket, and defined in Section 2.3 below. A very famous particular case, the Tribonacci

sequence, was shown in [17] to be a natural coding of a rotation of the 2-torus, and

thus the corresponding system is measure-theoretically isomorphic to that rotation.

This was generalized to a larger class of Arnoux-Rauzy systems in [4], and recently

to almost all Arnoux-Rauzy systems [9], in the same sense as in Theorem 4.11 be-
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low. On the other hand, [11] provides counter-examples where this isomorphism

cannot hold, see Section 5 below. For a general Arnoux-Rauzy system, one has to

be content with what looks like a second-best geometric representation built in [5], a

coding of a six-interval exchange on the circle, see Section 2.3 below.

However, these six-interval exchanges have been recently understood to repre-

sent by themselves a very interesting family of systems, as, though the number of

intervals is six, they are interval exchanges of rank three (not to be confused with the

rank defined by Rokhlin towers which will be used in Section 4.4 below), meaning

that the set of lengths of the intervals has dimension three over the rationals. This

kind of interval exchanges was pointed out (in a very different context and language)

by S. P. Novikov [16], which prompted several authors to make deep studies of the

Rauzy gasket in [6] [7] [8], solving partially a conjecture in [16], and to look at ev-

erything we can find about this particular family. But indeed, a priori not much is

known, as these six-interval exchanges (called AR6 in the present paper) are only

semi-conjugate to the original Arnoux-Rauzy systems (called AR3 in the present pa-

per): namely, an AR6 interval exchange admits a coding by a partition into three

sets which is an AR3 symbolic system, but this partition is not known to be a gen-

erating partition, while, as far as we know, the coding by the natural partition into

six intervals cannot be built by substitutions, contrarily to its AR3 coding. Hence

no property of an AR6 interval exchange can be directly carried out from the un-

derlying AR3 symbolic system. Moreover, deep geometric methods have allowed

I. Dynnikov and A. Skripchenko [12] to prove, again in a completely different lan-

guage, the existence of minimal non-uniquely ergodic AR6 interval exchanges, in

stark contrast with always minimal and uniquely ergodic AR3.

The relation between AR6 interval exchanges and underlying AR3 symbolic sys-

tems was partially tackled in [3], though only in the particular case of Tribonacci, and

with a certain lack of details: that paper defines yet another Arnoux-Rauzy interval

exchange, this time on nine intervals (called AR9 in the present paper), where an

AR3 appears again as a coding by a partition into three sets, and where the coding

by the natural partition into nine intervals can be explicitly generated by a substi-

tution. This is the key for studying ergodic properties of AR9 interval exchanges,

and extending them to the AR6 interval exchanges which appear as factors of AR9.

The only one stated in [3] is the measure-theoretical isomorphism between the three

corresponding systems (AR3, AR6, AR9) in the Tribonacci case, though no proof is

offered.

In the present paper, we generalize the construction of AR9 systems to every

set of parameters in the Rauzy gasket, and use them to derive dynamical properties
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of AR6 and AR9 systems. Our main result is an explicit sufficient condition for

measure-theoretical isomorphism between the corresponding AR9, AR6 and AR3

systems, which implies unique ergodicity for the AR6 and AR9. This condition is

satisfied by almost all Arnoux-Rauzy systems in the sense of [9], and many explicit

examples including Tribonacci; proving at last the isomorphism in that case provides

the backbone of the answer to Question 9 (asked by G. Forni) in [14] where the

Tribonacci AR6 (or AR9) provide nontrivial examples of rigid self-induced interval

exchanges, and this was another motivation for the present paper. Then we give a

class of examples of non-uniquely ergodic AR9 (or AR6) which may be somewhat

more explicit than those in [12], and give both examples and counter-examples to

the isomorphism problem: these AR9 are measure-theoretically isomorphic to their

AR3 coding if we equip them with an ergodic invariant measure, but of course this

cannot hold if we take one of the many non-ergodic measures. Then we show that

weak mixing is also present in the class of AR9 (or AR6) systems.

1 Basic definitions

We look at finite words on a finite alphabet A = {1, ...k}. A word w1...wt has length

|w| = t. The concatenation of two words w and w′ is denoted by ww′.

Definition 1.1. A word w = w1...wt occurs at place i in a word v = v1...vs or an

infinite sequence v = v1v2... if w1 = vi, ...wt = vi+t−1. We say that w is a subword

of v.

Definition 1.2. A language L over A is a set of words such if w is in L, all its

subwords are in L, aw is in L for at least one letter a of A, and wb is in L for at least

one letter b of A.

A language L is minimal if for each w in L there exists n such that w occurs in each

word of L of length n.

The language L(u) of an infinite sequence u is the set of its finite subwords.

Definition 1.3. A substitution ψ is an application from an alphabet A into the set A⋆

of finite words on A; it extends naturally to a morphism of A⋆ for the operation of

concatenation.

Definition 1.4. The symbolic dynamical system associated to a language L is the

one-sided shift S(x0x1x2...) = x1x2... on the subset YL of AN made with the infinite

sequences such that for every t < s, xt...xs is in L.

Note that the symbolic dynamical system (XL, S) is minimal (in the usual sense,

every orbit is dense) if and only if the language L is mimimal.
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Definition 1.5. For a dynamical system (X ′, U) and a finite partition {P1, . . . Pl} of

X ′, the trajectory of a point x in X ′ is the infinite sequence (xn)n∈IN defined by xn = i

if Unx falls into Pi, 1 ≤ i ≤ l.

Then if L is the language made of all the finite subwords of all the trajectories,

(YL, S) is called the coding of (X ′, U) by the partition {P1, . . . Pl}.

2 Classical Arnoux-Rauzy systems

2.1 AR3 symbolic systems

These systems are the “genuine” Arnoux-Rauzy systems; we take here as a definition

their constructive characterization, derived in [5] from the original definition, and

modified in the present paper by a renaming of letters and words. We choose to

name a, b, c, the letters of the alphabet, in such a way that the words of length 2 are

aa, ab, ac, ba, ca; then the following definition is equivalent to the original one.

Definition 2.1. An AR3 symbolic system is the symbolic system on {a, b, c} gener-

ated by the three substitutions

• σI: a → ab, b → ac, c → a,

• σII: a → ab, b → a, c → ac,

• σIII: a → a, b → ab, c → ac,

and a directing sequence rn, n ∈ GN ⋆, in ∈ {I, II, III}, taking the value I in-

finitely many times.

Namely, it is the symbolic system (Y3, S) whose language is generated by the

words Ak = σr1...σrka, Bk = σr1...σrkb,, Ck = σr1...σrkc, k ≥ 1. The respective

lengths of the words Ak, Bk, Ck will always be denoted by ha,k, hb,k, hc,k.

(Y3, S) is minimal [5] and uniquely ergodic (by Boshernitzan’s result [10] using

the fact that the language complexity is 2n + 1) with a unique invariant probability

measure µ.

Note that our modification of the rules changes the usual condition of [5], that

each substitution is used infinitely often, to the present condition that σI is used

infinitely often. The most famous particular case is the Tribonacci system, where

rn = I for all n.
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2.2 Partial quotients and multiplicative rules

These quantities are defined in [11], but we redefine them here as the notations are

different.

Definition 2.2. We write the directing sequence (rn) in a unique way as k1 − 1 ≥ 0

times the symbol III followed by one symbol I or II , then k2 − 1 ≥ 0 times III

followed by one I or II etc.... the kn ≥ 1 are then called the partial quotients of the

system.

The multiplicative times are m0 = 0, mn = k1 + ...kn, n ≥ 1.

Then the words Amn
, Bmn

, Cmn
can be built by the following multiplicative rules,

which could also be expressed by substitutions but would need a countable set of

them:

• if rmn+1
= I , we say that the n + 1-th multiplicative rule is a rule Im, and we

have

– Amn+1
= A

kn+1

mn
Bmn

,

– Bmn+1
= A

kn+1

mn
Cmn

,

– Cmn+1
= Amn

;

• if rmn+1
= II , we say that the n+ 1-th multiplicative rule is a rule IIm, and

– Amn+1
= A

kn+1

mn
Bmn

,

– Bmn+1
= Amn

,

– Cmn+1
= A

kn+1

mn
Cmn

.

For Tribonacci, we have kn = 1 for all n, and all multiplicative rules are of type

Im.

We shall use the inequalities proved in Lemma 7 of [11] at the multiplicative

times: namely hb,mn
≤ 2ha,mn

and hc,mn
≤ 2ha,mn

. These are not true in general at

other (additive) times p ̸= mn.

2.3 AR6 interval exchanges

These exchanges of six intervals on a circle are defined in [5].

Definition 2.3. The Rauzy gasket Γ is the set of triples of positive real numbers

(a0, b0, c0), such that, if we define recursively the numbers an, bn, cn by taking the

triple (an−1−bn−1−cn−1, bn−1, cn−1) and reordering it, then for each n ≥ 0 we have

an > bn > cn > 0.
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Definition 2.4. An AR6 nterval exchange (X6, T ) is defined in the following way

from any triple (a0, b0, c0) in Γ: X6 is a circle of length 2a0 + 2b0 + 2c0. The circle

is partitioned into three intervals of respective lengths 2a0, 2b0, 2c0, then each one is

cut into two halves; the action of T first exchanges by translations respectively the

two intervals of length a0, the two intervals of length b0, the two intervals of length

c0, then translates everything by a0 + b0 + c.0, i.e. a half-circle.

Note that the order between the intervals of lengths 2a0, 2b0, 2c0 is not men-

tioned in Definition 2.4 (the fact that it is not always the same is somewhat under-

stated in [5]); but it follows from this definition that two AR6 interval exchanges

defined with the same (a0, b0, c0) but different orders of these intervals are conju-

gate by a map which is continuous except on a finite number of points, and hence

measure-theoretically isomorphic for any invariant measure, in the sense that any in-

variant measure on one of them can be carried to the other one, and the two measure-

theoretic systems are isomorphic. Similarly, the location of the origin on the circle

does not change the system up to topological conjugacy and measure-theoretically

isomorphism for any invariant measure.

..

a−

.

a+

.

b−

.

b+

.

c−

.

c+

.

a+

.

a−

.

b+

.

b−

.

c+

.
c−

Figure 1: AR6 interval exchange

For example, when the intervals of lengths 2a0, 2b0, 2c0 are successive intervals

of the circle in that order, T is shown in Figure 1, where on the left circle a−, a+,

b−, ... denote the intervals of length a0, a0, b0 ... while on the right circle the letters

correspond to the images of these intervals by the transformation. If in Figure 1 we

choose to put the origin at the left end of the interval denoted by a−, [0, a0) is sent

to [a0 + a0 + b0 + c0, 2a0 + a0 + b0 + c0) modulo 2a0 +2b0 +2c0, [a0, 2a0) is sent to

[a0 + b0 + c0, a0 + a0 + b0 + c0) modulo 2a0 + 2b0 + 2c0, etc...
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2.4 Note on endpoints

One recurring problem when dealing with interval exchanges is what to do with

interval endpoints? A satisfying answer to this question is given by M. Keane in

Section 5 of [15]: by carefully doubling the endpoints and their orbits, he defines a

Cantor set on which the transformation becomes an homeomorphism, and show this

is equivalent to taking the natural coding by the partition into defining intervals. In

the present paper, to make definitions easier, we do not use Keane’s construction, and

all intervals are closed on the left, open on the right; but that will introduce technical

difficulties, see Remark 3.1 below.

3 The new systems: Arnoux-Rauzy on nine symbols

3.1 AR9 interval exchanges

These are defined for the particular case of Tribonacci in [3].

An AR9 interval exchange is defined by a point (a0, b0, c0) in Γ and three auxil-

iary parameters, real numbers d0, e0, f0, satisfying the compatibilty rules.

• either (first order) d0 + a0 + b0 ≤ e0 < e0 + b0 + c0 ≤ f0,

• or (second order) e0 + b0 + c0 ≤ f0 < f0 + a0 + c0 ≤ d0,

• or (third order) f0 + a0 + c0 ≤ d0 < d0 + a0 + b0 ≤ e0,

• or (reversed first order) f0 + a0 + c0 ≤ e0 < e0 + b0 + c0 ≤ d0,

• or (reversed second order) d0 + a0 + b0 ≤ f0 < f0 + a0 + c0 ≤ e0,

• or (reversed third order) e0 + a− c0 + b0 ≤ d0 < d0 + b0 + a0 ≤ f0.

..

d0

.

d0

..

e0

..

f0

. 1.. 2.. 6.. 7.

d0 + a0 + b0

.

7

..

8

..

9

..

1

.. 5.. 9.

e0 + b0 + c0

.

2

..

3

..

4

..

5

..

6

.

f0 + a0 + c0

. 8.. 3.. 4.

f0 + a0 + c0

Figure 2: AR9 interval exchange
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Definition 3.1. For a point (a0, b0, c0) in Γ and auxiliary parameters d0, e0, f0, an

AR9 interval exchange (X9, T ) is defined on the union of the intervals [d0, d0 + a0 +
b0), [e0, e0+ b0+ c0) and [f0, f0+a0+ c0) by piecewise translations, in the following

way when d0, e0, f0 are in the first, second or third order:

• we partition the interval [d0, d0+a0+ b0), from left to right, into four intervals

of successive lengths b0 − c0, c0, c0, a0 − c0, denoted respectively by I7,0, I8,0,
I9,0, I1,0, and into four intervals of successive lengths a0 − c0, c0, c0, b0 − c0,
which we define respectively to be TI1,0, TI2,0, TI6,0, TI7,0,

• we partition the interval [e0, e0 + b0 + c0), from left to right, into two intervals

of successive lengths c0, b0, denoted respectively by I2,0, I3,0, and into two

intervals of successive lengths b0, c0, which we define respectively to be TI5,0,
TI9,0,

• we partition the interval [f0, f0+a0+c0), from left to right, into three intervals

of successive lengths a0 − b0, b0, c0, denoted respectively by I4,0, I5,0, I6,0,
and into three intervals of successive lengths c0, b0, a0 − b0, which we define

respectively to be TI8,0, TI3,0, TI4,0.

If d0, e0, f0 are in the reversed first, second or third order, we do as in the previous

case, except that everywhere “from left to right” is replaced by “from right to left”

(note that all intervals are still closed on the left, open on the right).

It is clear from the definition that two AR9 interval exchanges defined with the

same (a0, b0, c0) but different d0, e0, f0 are conjugate by a map which is continuous

except on a finite number of points (it will be continuous everywhere if we suppose

no two of the three intervals [d0, d0 + a0 + b0), [f0, f0 + a0 + c0), [e0, e0 + b0 + c0)
are adjacent), and measure-theoretically isomorphic for any invariant measure, in

the sense of Section 2.3 above. We could choose d0, e0, f0 to start from one interval,

but as we shall see below this will not be conserved by induction, so we keep the

auxiliary parameters, and shall check that all our results, in particular Lemma 4.4

below, which states the adjacency of certain intervals, is true for any choice of d0, e0,
f0.

For example, if d0, e0, f0 are in the first order, we get

• I7,0 = [d0, d0 + b0 − c0), TI7,0 = [d0 + a0 + c0, d0 + b0 + a0),

• I8,0 = [d0 + b0 − c0, d0 + b0), TI8,0 = [f0, f0 + c0),

• I9,0 = [d0 + b0, d0 + b0 + c0), TI9,0 = [e0 + b0, e0 + b0 + c0),

• I1,0 = [d0 + b0 + c0, d0 + b0 + a0), TI1,0 = [d0, d0 + a0 − c0),

70



Pierre Arnoux, Julien Cassaigne, Sébastien Ferenczi, Pascal Hubert
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Figure 3: AR9 interval exchange in reversed order

• I2,0 = [e0, e0 + c0), TI2,0 = [d0 + a0 − c0, d0 + a0),

• I3,0 = [e0 + c0, e0 + b0 + c0), TI3,0 = [f0 + c0, f0 + b0 + c0),

• I4,0 = [f0, f0 + a0 − b0), TI4,0 = [f0 + b0 + c0, f0 + a0 + c0),

• I5,0 = [f0 + a0 − b0, f0 + a0), TI5,0 = [e0, e0 + b0),

• I6,0 = [f0 + a0, f0 + a0 + c0), TI6,0 = [d0 + a0, d0 + a0 + c0),

and T is shown in Figure 2, where i in the upper part corresponds to Ii,0 and i

in the lower part corresponds to TIi,0. An example in the reversed second order is

shown in Figure 3.

3.2 Induction

Now, we take an AR9 system; to fix ideas, we suppose d0, e0, f0 are in the first order.

Let T1 be the induced map of T on I1,0 ∪ I2,0 ∪ I3,0 ∪ I4,0. We define a1 > b1 > c1 as

the triple (a0 − b0 − c0, b0, c0) after reordering. Then there are three cases, which we

tackle by growing difficulty.

3.2.1 Induction step case III: a1 = a0 − b0 − c0.

Then b1 = b0, c1 = c0.

The situation is essentially described in Figure 4. The induction set I1,0 ∪ I2,0 ∪
I3,0 ∪ I4,0 is cut into nine new intervals Ii,1, whose respective lengths are, from left

to right, b1 − c1, c1, c1, a1 − c1, c1, b1, a1 − b1, b1, c1. Then T acts on the picture as

a move upwards, until we reach again the induction set, which is marked by dashed

lines. Each interval of the picture is labelled by j above if it is in Ij,0; the labels are

between parentheses for the dashed intervals, as they will not be used further (note

that T1I5,1 = T 2I5,1 is the union of a (full) subinterval of I2,0 with a (left) subinterval

of I3,0, hence the ambiguous label). Thus for example I7,1 is sent by T onto I7,0,

then by another application of T into I1,0, hence T1 = T 2 on I7,1. And we check that
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Figure 4: Induction Case III

T1 is indeed an AR9 interval exchange defined by (a1, b1, c1). We can also compute

d1 = d0 + b0 + c0, e1 = e0, f1 = f0; the order is still the first one.

3.2.2 Induction step case I: c1 = a0 − b0 − c0.

Then a1 = b0, b1 = c0.
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Figure 5: Induction Case I

The length of each Ii,1 is the same as in case III. T1 is an AR9 interval exchange

defined by (a1, b1, c1); d1 = e0, e1 = f0, f1 = d0 + b0 + c0 are in the third order.

3.2.3 Induction step case II: b1 = a0 − b0 − c0.

Then a1 = b0, c1 = c0.

The length of each Ii,1 is the same as in case III. T1 is an AR9 interval exchange,

defined by (a1, b1, c1), and where d1 = d0 + b0 + c0, e1 = f0, f1 = e0 are in the

reversed second order.

The same computations work if we start from an AR9 when d0, e0, f0 are in the

second order: we get the same pictures except that d1, e1, f1 are in the second order

in Case III, the first order in Case I, the reversed first order in Case II. When d0, e0,

f0 are in the third order, we get the same pictures except that d1, e1, f1 are in the third

72



Pierre Arnoux, Julien Cassaigne, Sébastien Ferenczi, Pascal Hubert

order in Case III, the reversed third order in Case II, and the second order in Case I.

If we start form a reversed order, just reverse the orientation of the pictures.

3.3 AR9 symbolic systems

Definition 3.2. An AR9 symbolic system (Y9, S) is the natural coding of an AR9

interval exchange (X9, T ), that is its coding by the partition into Ii,0, 1 ≤ i ≤ 9; we

denote by ψ the map associating to each point x ∈ X9 its trajectory in Y9.

Remark 3.1. Because of the way we deal with the endpoints, see Section 2.4 above,

ψ is injective but not surjective; we have Y9 = ψ(X9)∪D9, where D9 is a countable

set made with the improper trajectories of the right endpoints of the intervals Ii,0 and

their negative orbits: these are the limits, in the product topology of {1, ...9}IN, in

which Y9 is closed, of trajectories of points approaching these endpoints from the

left, and similarly for their pre-images.

Proposition 3.1. For each (a0, b0, c0) in Γ, the AR9 symbolic system associated to

any AR9 interval exchange defined by (a0, b0, c0) is the symbolic system on {1, ...9}
generated by the three substitutions

• σ′
I
: 1 → 35, 2 → 45, 3 → 46, 4 → 17, 5 → 18, 6 → 19, 7 → 29, 8 → 2,

9 → 3,

• σ′
II

: 1 → 17, 2 → 46, 3 → 45, 4 → 35, 5 → 3, 6 → 2, 7 → 1, 8 → 19,

9 → 18,

• σ′
III

: 1 → 1, 2 → 2, 3 → 3, 4 → 4, 5 → 45, 6 → 46, 7 → 17, 8 → 18,

9 → 19.

and a directing sequence rn, n ∈ GN ⋆, in ∈ {I, II, III}, defined by rn = I if

an = an−1 − bn−1 − cn−1, rn = II if bn = an−1 − bn−1 − cn−1, rn = III if

cn = an−1 − bn−1 − cn−1; rn takes the value I infinitely many times.

Any system defined in this way is an AR9 symbolic system.

Thus the AR9 symbolic system does not depend on d0, e0, f0. The common

length of the words 1k, 2k, 3k, 4k, is ha,k defined in Section 2.1, hb,k is the common

length of the words 5k, 6k, 7k, hc,k the common length of the words 8k, 9k.

The multiplicative rules of Section 2.2 above extend immediately to AR9 sys-

tems, in the following way

• if the n+ 1-th multiplicative rule is a rule Im,
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– 1mn+1
= 3mn

4
kn+1−1

mn
5mn

,

– 2mn+1
= 4

kn+1

mn
5mn

,

– 3mn+1
= 4

kn+1

mn
6mn

,

– 4mn+1
= 1

kn+1

mn
7mn

,

– 5mn+1
= 1

kn+1

mn
8mn

,

– 6mn+1
= 1

kn+1

mn
9mn

,

– 7mn+1
= 2mn

1
kn+1−1

mn
9mn

,

– 8mn+1
= 2mn

,

– 9mn+1
= 3mn

;

• if the t n+ 1-th multiplicative rule is a rule IIm,

– 1mn+1
= 1

kn+1

mn
7mn

,

– 2mn+1
= 4

kn+1

mn
6mn

,

– 3mn+1
= 4

kn+1

mn
5mn

,

– 4mn+1
= 3mn

4
kn+1−1

mn
5mn

,

– 5mn+1
= 3mn

,

– 6mn+1
= 2mn

,

– 7mn+1
= 1mn

,

– 8mn+1
= 1

kn+1

mn
9mn

,

– 9mn+1
= 1

kn+1

mn
8mn

.

3.4 Relations between Arnoux-Rauzy systems

Starting from a point (a0, b0, c0) in Γ, and some auxiliary parameters, we have de-

fined two geometric systems, (X9, T ) and (X6, T ).

Proposition 3.2. An AR9 interval exchange defined by (a0, b0, c0) is conjugate to an

AR6 interval exchange defined by (a0, b0, c0) by a map which is continuous except on

a finite number of points, and thus gives a measure-theoretic isomorphism for each

invariant measure, and any AR6 interval exchange is conjugate to an AR9 in this

way.

As in Proposition 3.1, any point in Γ defines a directing sequence (rn). Each

directing sequence defines two symbolic systems, (Y9, S) and (Y3, S).
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Proposition 3.3. The coding of an AR9 symbolic system defined by (a0, b0, c0), by

the partition into three sets Ja,0 = I1,0 ∪ I2,0 ∪ I3,0 ∪ I4,0, Jb,0 = I5,0 ∪ I6,0 ∪ I7,0,

Jc,0 = I8,0 ∪ I9,0, is the AR3 symbolic system defined by the directing sequence in

Proposition 3.1, and all AR3 symbolic systems can be built in this way.

..

(X6, T )

.

(Y3, S)

.

(Y6, S)

.

(X9, T )

.

(Y9, S)

.

ψ′

.

φ′
6

.

φ

.

ψ

.

φ6

.

φ3

Figure 6: The five AR systems

Corollary 3.4. An AR9 symbolic system has an AR3 symbolic system defined by the

same directing sequence as a factor, and all AR3 symbolic systems can be built in

this way.

We define the letter-to-letter map φ by φ(1) = φ(2) = φ(3) = φ(4) = a,

φ(5) = φ(6) = φ(7) = b, φ(8) = φ(9) = c. The map associating to a point in

(X9, S) its coding in (Y3, S) is just φψ, where ψ is defined in Definition 3.2. As in

Remark 3.1, we have φψ(X9) = Y3\D
′
3

for the countable setD′
3

made with improper

trajectories; note that D′
3
⊂ D3 where D3 = φ(D9). φψ conjugates the map T on X9

with the shift S on X3: to use the vocabulary of [5], φψ is called a semi-conjugacy;

as is pointed out in the introduction above, this does not give a one-to-one correspon-

dence between points. Similarly, φ conjugates the shifts on Y9 on Y3 and φ(Y9) = Y3;

it is also a semi-conjugacy, and not injective, see Proposition 4.6 below.

We now place the AR6 in the picture: we can also define the AR6 symbolic

system (Y6, S) on {a−, a+, b−, b+, c−, c+}, by the natural coding ψ6, of (X6, S) by

its defining six intervals; we have Y6 = ψ6(X6) ∪D6 for a countable set D6. We can

write φ = φ3 ◦ φ6, with φ6(1) = φ6(2) = a−, φ6(3) = φ6(4) = a+, φ6(5) = b−,
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φ6(6) = φ6(7) = b+, φ6(8) = c−, φ6(9) = c+, and φ3(j−) = φ3(j+) = j for

j = a, b, c.

In the same way as Proposition 3.3, we could reprove the main result of [5]:

the coding of an AR6 interval exchange defined by (a0, b0, c0), by the partition into

three sets φ′
6(Ja−,0∪ Ja+,0), φ

′
6(Jb−,0∪ Jb+,0), φ

′
6(Jc−,0∪ Jc+,0), is the AR3 symbolic

system defined by the directing sequence of Proposition 3.1, and all AR3 symbolic

systems can be built in this way. Thus (Y6, S) appears as an intermediate coding

between the AR3 and AR9 symbolic systems; because of Proposition 3.2, φ6, ap-

plied letter to letter, is invertible except on a countable set (included in φ6(D9)), and

conjugates (Y9, S) and (Y6, S), which are thus measure-theoretically isomorphic for

each invariant measure.

As was already mentioned, we do not know any way to build the trajectories in Y6

as in Definition 2.1 or Proposition 3.1; but they can be deduced from the trajectories

in Y9 by applying φ6 letter to letter, and that was the main objective of the theory of

AR9 systems; however, in general it will be easier to work directly on AR9 systems

and then derive the properties of AR6 systems.

At this stage, it may be useful to recall the various notations we use, for which

we had to make choices because of the number of systems we have defined and

some long pre-existing notations: a, b, c are always the three symbols on which AR3

systems are built. But ak, bk, ck, for any k, are real numbers, describing lengths

of intervals. Ak, Bk, Ck are the words used to build AR3 systems, of lengths (i.e.

number of letters) ha,k, hb,k, hc,k. 1 to 9 are the symbols on which AR9 symbolic

systems are built, 1k to 9k are the words used to build them, their lengths are among

ha,k, hb,k, hc,k. Interval lengths for AR9 systems, when needed, are defined in terms

of ak, bk, ck. Roman numerals are used for the substitutions and rules to build words.

4 Dynamical properties

4.1 Minimality

By using the condition that rn = I for infinitely many n, the minimality of AR3

symbolic systems and AR6 interval exchanges is shown in [5]. The minimality of

AR6 symbolic systems follows, as the minimality of an interval exchange is equiv-

alent to the minimality of its natural coding, small intervals corresponding to small

cylinders.

Proposition 4.1. Any AR9 system is minimal.
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4.2 Rokhlin towers

Definition 4.1. In a system (X ′, U), a Rokhlin tower is a collection of disjoint mea-

surable sets F , UF , . . . , Uh−1F (U jF is called level j of the tower, F is called the

base, h the height of the tower). A slice of τ is a union of consecutive levels UpF ...

U qF , and a column of τ is made with levels G, ... Uh−1G for a subset G of F . We

shall usually write “the tower τ” as a shortened form of “the tower for which the

union of the levels is the set τ”.

Proposition 4.2. In an AR9 interval exchange (X9, T ), there are nine sequences of

towers τi,k, respectively of base Ii,k, and height equal to the length of the word ik,

1 ≤ i ≤ 9, k ≥ 0: every point x in X9 is determined by the sequence ι(x, k),

η(x, k) such that x is in T η(x,k)Iι(x,k),k, k ≥ 0. This remains true if we restrict k to a

subsequence, for example the mn. All levels of these towers are intervals.

Corollary 4.3. In (Y9, S), the τ ′
i,k

= ψ(τi,k), i = 1, ...9, form nine sequences of

Rokhlin towers. IfD9 is the countable set defined in Remark 3.1, every point y in Y9\
D9 is determined by the sequences ι(y, k), η(y, k) such that y is in Sη(x,k)ψ(Iι(x,k),k),

k ≥ 0.

In (X9, T ), there exist three sequences of Rokhlin towers τa,k, τb,k, τc,k, respec-

tively of bases Ja,k, Jb,k, Jc,k, and heights equal to ha,k, hb,k, hc,k, k ≥ 0, where

Ja,k = I1,k ∪ I2,k ∪ I3,k ∪ I4,k, Jb,k = I5,k ∪ I6,k ∪ I7,k, Jc,k = I8,k ∪ I9,k. The union

of all their levels for fixed k is X9.

In the AR3 system (Y3, S), the τ ′
j,k

= φψ(τj,k), j = a, b, c, form three sequences

of Rokhlin towers; if D3 = φ(D9), every point x in Y3 \ D3 is determined by the

sequences ι′(y, k), η(y, k) such that y is in Sη(y,k)φψ(Jι′(y,k),k), k ≥ 0.

Remark 4.1. We can also build directly (slightly) enlarged versions of the various

towers τ ′ in the symbolic systems: this is done in [11] for the τ ′
j,k

, j = a, b, c,

by induction on cylinders which are the closure of φψ(Ja,k) in the topology of the

symbolic systems, and can be done in the same way for the τ ′
i,k

, i = 1, ...9, by

induction on unions of cylinders which are the closure of ψ(Ja,k). These enlarged

towers are closed and include also improper trajectories; but we do not need that for

our results, for which countable sets can be neglected, and in any case points of D3

must be taken into account, see Remark 4.2 below.

Lemma 4.4. For every k, the sets T jI2,k and T jI3,k, 0 ≤ j ≤ ha,k − 1, resp. T jI5,k
and T ji6,k, 0 ≤ j ≤ hb,k − 1, resp. T jI8,k and T ji9,k, 0 ≤ j ≤ hc,k − 1, are adjacent

intervals.

An immediate consequence is best seen on Figure 6:
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Figure 7: Rokhlin towers in X9

Corollary 4.5. Each level of the towers τc,k is an interval, each level of the towers

τb,k is a union of at most two intervals, each level of the towers τa,k is a union of at

most three intervals.

Note that the Jj,k and their images are not intervals for j = a, b, except maybe

for the first values of k, with a suitable choice of d0, e0, f0, but even in that case, for

example if they are in the first order, Jb,0 is not an interval. Similarly, except maybe

for the first values of k, the levels of the towers τb,k are not intervals, the levels of the

towers τa,k are not unions of less than three intervals.

4.3 Isomorphism

Definition 4.2. For i = 1, 2, 3, let Ei ⊂ Y3 be the set of points which have i pre-

images under φ.

Proposition 4.6. Y3\D3 ⊂ E1∪E2∪E3. E3 is countable. If µ(E1) < 1, then for any

invariant probability µ′ the system (Y9, S, µ
′
) is a two-point extension of (Y3, S, µ)

Lemma 4.7. Let y be in Y3 \D3. If y is in τ ′
c,k

for infinitely many k, then y is in E1.

Remark 4.2. If we enlarge the towers to cover all Y3 as in [11] and Remark 4.1

above, the generalization of Lemma 4.7 does not hold for y ∈ D3: indeed, the

point x0 separating I8,0 from I9,0 defines one trajectory in ψ(X9) and one improper

trajectory (as in Remark 3.1), and both these trajectories have the same image y0 by

φ, though we can check that, for example in the Tribonacci case, y0 is in the enlarged

τ ′
c,k

for infinitely many k. However, it is true that every point in Y3 has at most three

pre-images by φ, as the only candidates to have more are the points which are in
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the enlarged τ ′
a,k

for all k ≥ k0, and their pre-images do not give rise to improper

trajectories.

At this stage, one can ask whether the condition to be in τ ′
c,k

for infinitely many

k is necessary for y to be in E1. Hopefully, a necessary and sufficient condition will

be given in a further paper, but the following lemma gives already a negative answer

for many systems including Tribonacci.

Lemma 4.8. Suppose that,

• (i) either for an infinite sequence sj, the sj + 2-th multiplicative rule is Im

with ksj+2 = 1,

• (ii) or for an infinite sequence sj the sj + 2-th multiplicative rules is Im and

the sj + 1-th multiplicative rule is IIm with ksj+1 = 1.

Let y be in Y3 \ D3. If we are in case (i) and for infinitely many j y is in τ ′
b,msj+1

∩

τ ′
b,msj+3

, or if we are in case (ii) and for infinitely many j y is in τ ′
b,msj

∩ τ ′
b,msj+3

, then

y is in E1.

Note that Lemma 4.8 gives only sufficient conditions, the same reasoning can

produce many others. It will not be used further, as Lemma 4.7 is enough to prove

Proposition 4.9. Let

• ξn =
1

kn+2

if the n+ 1-th multiplicative rule is of type Im and kn+1 ≥ 2,

• ξn =
1

3lkn+2...kn+l+1

if the n+1-th multiplicative rule is of type Im with kn+1 = 1

or of type IIm, and the next multiplicative rule of type Im is the n+l-th, l ≥ 2.

Suppose
∑

ξn = +∞. Let Z be the set of y in Y3, such that y is not in τ ′
c,k

for all k

large enough. Then µ(Z) = 0 for the unique invariant measure µ.

Note that Proposition 4.9 is intended as a sufficient condition; the first set of

values of ξn takes care of almost all the Arnoux-Rauzy systems, see Theorem 4.11

below; the second set takes care of the Tribonacci case, for which the resulting The-

orem 4.10 is claimed, though not proved, in [3], and completes taking care of all

Arnoux-Rauzy systems where the kn are bounded, (in [9] these are said to have

bounded weak partial quotients), which include the substitutive AR9 or AR3 sym-

bolic systems.

We turn now to the isomorphism problem: as E3 is nonempty, the best we can

hope is to replace the semi-conjugacies in Section 3.4 by measure-theoretic isomor-

phisms.
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Theorem 4.10. Under the hypothesis of Proposition 4.9, an AR9 or AR6 symbolic

system or interval exchange is uniquely ergodic and measure-theoretically isomor-

phic to its AR3 coding.

Definition 4.3. As in [9], we consider measures on all infinite sequences of symbols

I , II , III and take any shift invariant ergodic probability measure ν which assigns

positive measure to each cylinder; by identifying an AR3, AR6, or AR9 system with

its defining sequence (rn), we can define ν on the set of all AR3, AR6, or AR9 systems.

In particular, one of these possible measures ν coincides with the measure of

maximal entropy for the suspension flow of the Rauzy gasket built in [7], see also

[8].

Theorem 4.11. The hypothesis of Proposition 4.9 is satisfied by ν-almost every AR3,

AR6, or AR9 system.

4.4 Non unique ergodicity

Theorem 4.12. If
∑+∞

n=1
1
kn

< +∞, each corresponding AR9 or AR6 symbolic system

or interval exchange is not uniquely ergodic; it has two ergodic invariant measures;

it is measure-theoretically isomorphic to its AR3 coding if and only if it is equipped

with an ergodic measure,

Note that in the only family of counter-examples we have, the two-point exten-

sion of Proposition 4.6 is rather degenerate, being ergodic only when the measure is

concentrated on one copy of the factor.

5 Weak mixing

Definition 5.1. If (X ′, U, µ0) is a finite measure-preserving dynamical system, a real

number 0 ≤ θ < 1 is a measurable eigenvalue (denoted additively) if there exists a

non-constant f in L1
(X ′,R/Z) such that f ◦U = f + θ (in L1

(X ′,R/Z)); f is then

an eigenfunction for the eigenvalue θ.

As constants are not eigenfunctions, θ = 0 is not an eigenvalue if U is ergodic.

(X ′, U, µ0) is weakly mixing if it has no measurable eigenvalue.

The existence of weak mixing for AR3 systems, proved in [11], came as a sur-

prise; this existence persists for AR9 (and AR6) systems, because under the hypoth-

esis
∑+∞

n=1
1
kn

< +∞, by Theorem 4.12 above the AR9 or AR6 system equipped with

one of its ergodic measures is isomorphic to its AR3 coding, while by Theorem 2 of

[11] this AR3 system is weakly mixing. The sufficient condition given in [11] for

80



Pierre Arnoux, Julien Cassaigne, Sébastien Ferenczi, Pascal Hubert

weak mixing of AR3 systems is weaker than the condition
∑+∞

n=1
1
kn

< +∞: we shall

show now that under this sufficient conditions the AR9 systems are also weakly mix-

ing, for any ergodic invariant measure. But indeed this raises more questions than

gives answers, as we shall see in the discussion below.

Proposition 5.1. An ergodic AR9 or AR6 system is weakly mixing if

• kni+2 is unbounded,

•
+∞∑

i=1

1

kni+1
< +∞,

•
+∞∑

i=1

1

kni

< +∞,

where the ni are the n ≥ 1 for which the n-th multiplicative rule is of type Im.

We do not know whether this sufficient condition gives interesting new examples;

it might help to find a weakly mixing AR9 system for which µ(E1) = 1 in the

AR3 coding, but this we were not able to achieve. Indeed, starting from Lemma

4.7 as in Section 4.3, we are able to build such AR9 systems under the condition∑+∞
i=1

1
kn

i
+1

= +∞. while
∑+∞

i=1
1
kn

i

may be finite; we could also get these conditions

by starting from Lemma 4.8 and imitating the proof of Proposition 4.9; this falls short

of being compatible with the conditions of Proposition 5.1. Indeed, we conjecture

that these conditions are not compatible with µ(E1) = 1, and not even with unique

ergodicity; whether these conditions are necessary for weak mixing is not known

either. It would be also very interesting to find a uniquely ergodic weakly mixing

AR9, or a weakly mixing AR9 which is not isomorphic to its AR3 coding.
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Quantum Streaming Algorithm with

Logarithmic Memory and Advice for

Online Disjointness Problem

Kamil Khadiev∗ Aliya Khadieva† Yassine Hamoudi‡

Abstract

We consider quantum and classical (deterministic or randomize) streaming

online algorithms with respect to competitive ratio. We consider online version

of the well-known Disjointness problem (Checking is two sets are disjoint or not).

We suggest a quantum online streaming algorithm (quantum automata) with sin-

gle advice bit that is better than any classical online streaming algorithm even if

it gets non constant numeber of advice bits.

Keywords: quantum computation, online algorithms, logarithmic space, stream-

ing algorithms, online minimization problems, OBDD, computational complexity

Online algorithms are a well-known computational model for solving op-

timization problems. An online algorithm reads an input piece by piece and

should return output variables after some of the input variables immediately,

even if the answer depends on the whole input. An online algorithm should

return the answer for minimizing an objective function. The most standard is

the competitive ratio [27]. It is the ratio of the cost of the online algorithm’s

solution and the cost of a solution of an optimal offline algorithm. Typically,

online algorithms have unlimited computational power. The main restriction

is a lack of knowledge on future input variables. At the same time, it is quite

interesting to solve online minimization problems in the case of a big input

stream such that it cannot be stored in a memory. In that case, we can discuss

online algorithms with restricted memory. As the algorithms, we can consider

streaming algorithms. Especially, we want to restrict memory of quantum al-

gorithms, because current and near-feature devices cannot manipulate many
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qubits. Streaming algorithms (automata, branching programs) as online classi-

cal and quantum algorithms were considered in [11, 23, 14, 32, 31, 33, 28, 1, 30].

In a case of one-way streaming algorithms, it is known that quantum online

streaming algorithms can be better than classical ones. This result was proven

for sublogarithmic memory [32, 33] and polylogarithmic memory [31]. Another

model that was considered by researchers is quantum online streaming algo-

rithms with repeated test [40]. We are also interested in an advice complexity

measure [34, 13, 10, 17, 16, 15]. In this case, an online algorithm gets some bits

of advice about an input. A trusted Adviser sending these bits knows the whole

input and has unlimited computational power. deterministic and randomized

online algorithms with advice are considered in [25, 34, 12]. We compare the

power of quantum online algorithms and classical ones in the case of using

streaming algorithms with logarithmic memory. This question was not investi-

gated before. Typically, the term “Adviser” is used in online algorithms theory;

and the term “Oracle” in the case of other models. The question of comparing

quantum and classical models was explored for streaming algorithms (OBDDs

and automata) [35, 22, 3, 5, 4, 18, 39, 29, 8, 9, 35, 2, 20, 21, 19, 26].

There is one restriction of the previous example of a problem that can be

solved quantumly better than classically in a case of logarithmic memory. It

is not defined for any input and requires a pre-validation for checking that

input is permissible. Such problems are called “promise problems” or ”partial

functions”. In this work we consider the “total function” or problem that does

not require a pre-validation for an input. As the problem we consider the

onlineDISJ problem that is an online version of DISJ(x, y) (the Disjointness

Boolean function). The DISJ function is defined on two binary strings x =

(x1, . . . , xm) and y = (y1, . . . , ym), and DISJ(x, y) = ¬
m∨
i=1

xi ∧ yi. We can

interpret x and y as characteristic vectors of two sets A,B ⊂ {1, . . . ,m}. The

result is 1 iff A ∩B = ∅.
We show that there is a quantum algorithm for onlineDISJ that is c-

competitive with a single advice bit. At the same time, any classical algorithm

with o(log n) advice bits is c′-competitive and c′ > c, where n is a length of an

input.

The paper is organized in the following way. We give definitions in Section

1. In Section 2 we present our results.

1 Preliminaries

An online minimization problem consists of a set I of inputs and a cost

function. Each input I ∈ I is a sequence of requests I = (x1, . . . , xn). Further-
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more, a set of feasible outputs O(I) (or solutions) is associated with each I;

an output is a sequence of answers O = (y1, . . . , yn) ∈ O(I). The cost function

assigns a positive real value cost(I, O) to I ∈ I and O ∈ O(I). An optimal

solution for I is Oopt(I) = argminO∈O(I)cost(I, O).

Let us define an online algorithm for this problem as an algorithm which

gets requests xi from I = (x1, . . . , xn) one by one and should return answers yi
from O = (y1, . . . , yn) immediately, even if an optimal solution can depend on

future requests. A deterministic online algorithm A computes the output

sequence A(I) = (y1, . . . , yn) such that yi is computed from x1, . . . , xi. We

say that a deterministic online algorithm A is c-competitive if there exists a

non-negative constant α such that, for every n and for any input I, we have:

cost(I, A(I)) ≤ c ·cost(I, Opt(I))+α, where Opt is an optimal offline algorithm

for the problem; |I| ≤ n and |I| is a length of I. Also we call c the competitive

ratio of A. An algorithm A is optimal if c = 1, α = 0. An online algorithm

A with advice computes an output sequence Aφ(I) = (y1, . . . , yn) such that

yi is computed from φ, x1, . . . , xi, where φ is the message from the adviser, who

knows the whole input. A is c-competitive with advice complexity b = b(n) if

there exists a constant α ≥ 0 such that, for every n and for any input I of size

n, there exists some φ such that cost(I, Aφ(I)) ≤ c · cost(I, Opt(I)) + α and

|φ| ≤ b.

Next, let us define a randomized online algorithm. A randomized on-

line algorithm R computes an output sequence Rζ := Rζ(I) = (y1, · · · , yn)
such that yi is computed from ζ, x1, · · · , xi, where ζ is a content of a random

tape, i. e., an infinite binary sequence, where every bit is chosen uniformly at

random and independently of all the others. By cost(I, Rζ(I)) we denote the

random variable expressing the cost of the solution computed by R on I. R

is c-competitive in expectation if there exists a non-negative constant α such

that, for every I, we have E[cost(I, Rζ(I))] ≤ c · cost(I, Opt(I)) + α.

We use streaming algorithms for online minimization problems as online

algorithms with restricted memory. You can read more about streaming algo-

rithms in literature [37, 7]. Shortly, these are algorithms that use small size of

memory and read input variables one by one. Suppose A is a deterministic

online streaming algorithm with s = s(n) bits of memory that processes

an input I = (x1, . . . , xn). Then we can describe a state of memory for A by

a vector di = (di1, . . . , d
i

s
) ∈ {0, 1}s before reading an input variable xi+1. The

algorithm computes an output A(I) = (y1, . . . , yn) such that yi depends on di−1

and xi; d
i depends on di−1 and xi. A randomized online streaming algo-

rithm has a similar definition, but with respect to the definition of randomized

online algorithm.

Let us consider a quantum online streaming algorithm. For some inte-
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gers n > n′ > 0, a quantum online algorithm Q with q qubits is defined on input

I = (x1, . . . , xn) ∈ {0, . . . , γ − 1}n and outputs (y1, . . . , yn′) ∈ {0, . . . , β − 1}n
′

.

Here γ and β are given integers that are sizes of input and output alphabets,

respectively. A memory of the quantum algorithm is a state of a quantum

register of q qubits. In other words, the computation of Q on an input I

can be traced by a 2q-dimensional vector from Hilbert space over the field of

complex numbers. The initial state is the given 2q-vector |ψ⟩0. In each step

j ∈ {1, . . . , n} the input variable xj is tested and then a unitary operator Gxj is

applied: |ψ⟩j = Gxj(|ψ⟩j−1), where |ψ⟩j represents the state of the system after

the j-th step. If the algorithm reads some specific symbol, then it can measure

one or more quantum bits. If the outcome of the measurement is u, then the

algorithm continues computing from a state |ψ(u)⟩ and it can output Result(u)

on this step, where Result : {0, . . . , 2q − 1} → {0, . . . , β − 1} is a function that

converts the result of a measurement to an output variable. The algorithm Q

is c-competitive in expectation if there exists a non-negative constant α such

that, for every I, E[cost(I,Q(I))] ≤ c · cost(I, Opt(I)) + α.

Let us describe the measurement process. Suppose that Q is in a state

|ψ⟩ = (v1, . . . , v2q) before a measurement and the algorithm measures the i-

th qubit. Suppose states with numbers a01, . . . , a
0
2q−1 correspond to 0 value of

the i-th qubit, and states with numbers a11, . . . , a
1
2q−1 correspond to 1 value of

the qubit. Then the result of the qubit’s measurement is 1 with probability

pr1 =
∑2q−1

j=1 |va1
j

|2 and 0 with probability pr0 = 1 − pr1. If the algorithm

measures v qubits on the j-th step, then u ∈ {0, . . . , 2v − 1} is an outcome of

the measurement.

An randomized online algorithm with advise, an randomized online stream-

ing algorithm with advise, an deterministic online streaming algorithm with

advise and an quantum online streaming algorithm with advise can be defined

as deterministic online algorithm with advice with respect to corresponding

definitions.

2 Main Results

Let us define onlineDISJt problem that is based on the Disjointness Boolean

function. TheDISJ : {0, 1}m×{0, 1}m → {0, 1} function is such thatDISJ(x, y) =

¬
∨

m

i=1 xi∧yi. The problem onlineDISJt,k,r,w is the following, for some integers

k, t, r and w such that k mod t = 0, r < w. An input I = (x1, . . . , xn) ∈
{0, . . . , 6}n has the following structure: I = 6 Z1 6 Z2 6 . . . 5 Zk, where Zi ∈
{0, . . . , 5}∗ for i ∈ {1, . . . , k}. Let the length of I be |I| = n for some integer

n. Let MDISJ(Z i) = 1 iff the following properties are right for some constant
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ε′′ > 0:

1. Zi = M i 5 xi,1 2 yi,1 3 zi,1 4 . . . 4 xi,mi 2 yi,mi 3 zi,mi 4, forM i, xi,j, yi,j, zi,j ∈
{0, 1}∗ and some integer mi;

2. xi,1 = xi,2 = . . . = xi,mi, d yi,1 = yi,2 = . . . = yi,mi and zi,1 = zi,2 =

. . . = zi,mi;

3. xi,1 = zi,1;

4. |xi,1| = |yi,1|, where |v| is a length of a vector v;

5. val(M i) = mi = 2 + 2− log ε′′ · π

4
· ⌈

√
|xi,1|⌉, where val(M i) is a number

which binary representation is M i.

6. DISJ(xi,1, yi,1) = 1.

The similar idea of the problem was used in [35, 36].

Let gi =
⊕

k

j=i
MDISJ(Zj). We consider only output variables that corre-

spond to xj = 6. Let these variables be O′ = (y1, . . . , yk). The cost function is

cost(I, O′) = kw + (r − w) ·
∑

k/t

r=0

∏
r·t−1
j=r·(t−1) δ(gj, yj), where δ(a, b) = 1 if a = b

and δ(a, b) = 0 otherwise. Note that k and t are parameters of the problem

such that k mod t = 0; and r and w are parameters of the problem such that

r < w. The cost function means the following. We split the output to k/t

blocks of size t. Then, we say that if all output variables yj of a block are right,

i.e. yj = gj, then the block is “right” and the cost of the block is r. Otherwise,

the block is wrong and it costs w. A cost of the whole input is the sum of costs

of all blocks. We want to construct an algorithm that minimizes a cost of an

input.

Our results are based on result for comparing two Boolean strings:

Lemma 1 ([6, 29]) There is a bounded error quantum streaming algorithm for
checking equality of two binary strings of length d. The algorithm uses O(log d)

qubits and has ε′ error for some constant ε′ > 0.

Additionally, we use a property of the Disjointness Boolean function:

Lemma 2 ([35, 38]) Suppose we have a promise that the first four properties
of MDISJ(Z i) are right. If b = |xi,1| and mi < b, then there is no bounded
error randomized (probabilistic) streaming algorithm for MDISJ(Z i) that uses
o(b/mi) bits of memory.

Let us discuss a quantum streaming algorithm for MDISJ function.
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Lemma 3 There is a bounded error quantum streaming algorithm for MDISJ(Z i)
that uses O(log d) qubits of memory and has ε error probability for some ε >

ε′′ > 0 and d = |Z i| .

Proof. (Sketch) Let us present a quantum streaming algorithm forMDISJ(Z i).
We run five procedures in a parallel way. The procedures check the following
properties:

1. Zi = {0, 1}∗5({0, 1}b2{0, 1}b3{0, 1}b4)∗ for some integer b, where ∗ means
repeating the string several times;

2. val(M i) = mi = 2 + 2− log ε′′ · π

4
· ⌈
√
|xi,1|⌉

3. xi,1 = . . . = xi,mi, yi,1 = . . . = yi,mi and zi,1 = . . . = zi,mi;

4. xi,1 = zi,1;

5. DISJ(xi,1, yi,1) = 1.

Let d = log2 |Z
i|, where |Z i| is a length of Zi.

The first procedure is a simple deterministic procedure that uses only O(d)
bits of memory that checks the first property. The second algorithm is a deter-
ministic procedure that stores M i and computes mi that is a number of 4s and
5s. Then, it checks the equality val(M i) = mi = 2 + 2− log ε′′ · π

4
· ⌈
√
b⌉, where

b = |xi,1|.
The third procedure is a quantum procedure that is based on quantum

fingerprinting technique. We construct two strings: s1 = xi,1 ◦ yi,1 ◦ zi,1 ◦ xi,2 ◦
yi,2 ◦ zi,2 ◦ . . . ◦xi,mi−1 ◦ yi,mi−1 ◦ zi,mi−1, s2 = xi,2 ◦ yi,2 ◦ zi,2 ◦xi,3 ◦ yi,3 ◦ zi,3 ◦ . . . ◦
xi,mi ◦ yi,mi ◦ zi,mi, where “◦” operation is concatenation. If s1 = s2, then xi,1 =
xi,2, xi,2 = xi,3, . . . , xi,mi−1 = xi,mi, yi,1 = yi,2, yi,2 = yi,3, . . . , yi,mi−1 = yi,mi and
zi,1 = zi,2, zi,2 = zi,3, . . . , zi,mi−1 = zi,mi. Using the algorithm from Lemma 1,
we can construct a quantum algorithm that checks the equality of these strings
with bounded error ε′ and uses O(d) qubits for some constant ε′ > 0.

The forth procedure is quantum. It is similar to the procedure that checks
the third property. We want to check equality of xi,1 and zi,1.

The fifth procedure is modification of the algorithm from [35, 36]. The
algorithm is based on Grover’s Search Algorithm [24]. It uses O(log d) qubits
and has O(ε′′) error probability, where d = |Z i|. �

Additionally, let us discuss properties of onlineDISJ construction with re-
spect to the function MDISJ . Assume, that we have online minimization
problem Pf that is defined similar to onlineDISJ, but function MDISJ is re-
placed by f . For example, PMDISJ is exactly onlineDISJ. The problem Pf has
two following properties:
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Lemma 4 ([31]) Let a Boolean function f be such that there is a quantum

streaming algorithm R that computes f with bounded error ε using s qubits

of memory, where 0 ≤ ε < 0.5. Then there is a quantum online streaming al-

gorithm A using at most s+1 qubits of memory, single advice bit and solving Pf

such that the expected competitive ratio is c ≤
(
0.5(1− ε)z−1 ·

(
t+ 1 + v

t−v

v−1

)
(r − w) +

for v = (1− 2ε)z, z = k/t. If ε = 0, then c = 1.

Lemma 5 ([31]) Let a Boolean function f be such that there are no random-

ized streaming algorithms that compute f using space less than s bits. Then any

randomized online streaming algorithm A using space less than s− b bits, b ad-

vice bits and solving Pf , has the expected competitive ratio c ≥ (hr+δu ·(2
u−zr+

(1−2u−z)w)+(t−h− δu)(2
−zr+(1−2−z)w))/(tr), for h = ⌊v/z⌋, z = k/t, u =

v − hz, v is such that b = (1 + (1− v/k) log2(1− v/k) + (v/k) log2(v/k)) k,

0.5k ≤ v < k.

The next two theorems show a competitive ratio of algorithms for onlineDISJ

problem:

Theorem 1 There is the c-competitive in expectation quantum online stream-

ing algorithm Q with O(log n) qubits of memory for onlineDISJ that uses single

advice bit, where

c ≤
(
0.5(1− ε)z−1 ·

(
t+ 1 + v

t−v

v−1

)
(r − w) + tw

)
/(tr) = CQ, for v = (1 −

2ε)z, z = k/t and some constant ε > 0.

Proof. The idea of the online algorithm is the following. The algorithm gets g1
as an advice bit. The result will be y1. Then, we can compute MDISJ(Z1)

and y2 = y1⊕MDISJ(Z1), and so on. yi = yi−1⊕MDISJ(Z i−1). By Lemma

4 and Lemma 3, we can show that c ≤ CQ. �

Theorem 2 Any randomized online streaming algorithm Q with o(log n) advice

bits and O(log n) bits of memory for onlineDISJ is c′-competitive in expecta-

tion, where c′ > (hr + δu · (2u−zr + (1 − 2u−z)w) + (t − h − δu)(2
−zr + (1 −

2−z)w))/(tr) = CR > CQ, for h = ⌊v/z⌋, z = k/t, u = v − hz, v is such that

b = (1 + (1− v/k) log2(1− v/k) + (v/k) log2(v/k)) k, 0.5k ≤ v < k.

Proof. According to Lemma 2, we cannot construct a bounded error randomized

streaming algorithm forMDISJ . By Lemma 5, we can show that c′ > CR > CQ.
�

So, two previous theorems show that the provided quantum online streaming

algorithm with single advice bit has better competitive ratio than classical

online algorithms in a case of logarithmic memory and sublogarithmic number

of advice bits.
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[12] H.-J. Böckenhauer, J. Hromkovič, D. Komm, R. Královič, and P. Ross-
manith. On the power of randomness versus advice in online computation.
In Languages Alive, pages 30–43. Springer, 2012.

[13] J. Boyar, L.M Favrholdt, C. Kudahl, K.S. Larsen, and J.W. Mikkelsen. On-
line algorithms with advice: A survey. ACM Computing Surveys, 50(2):19,
2017.

[14] J. Boyar, K. S. Larsen, and A. Maiti. The frequent items problem in online
streaming under various performance measures. International Journal of
Foundations of Computer Science, 26(4):413–439, 2015.
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Abstract

It is proved that every LL(k) linear grammar has an equivalent LL(1) linear

grammar, that is, for linear grammars there is no hierarchy with respect to the

length of the look-ahead.

1 Introduction

The LL(k) parsing is one of the most well-known linear-time parsing techniques.

In this method, a parse tree of an input string is reconstructed top-down, along

with reading the string from left to right. A parser selects each rule by looking

ahead by at most k symbol. The family of LL(k) grammars, to which this

algorithm is applicable, was introduced and systematically studied in the pa-

pers by Knuth [3], Lewis and Stearns [5] and Rozenkrantz and Stearns [6]. In

particular, Kurki-Suonio [4] and, independently, Rozenkrantz and Stearns [6],

proved that LL(k+1) grammars are more powerful than LL(k) grammars, and

thus there is a strict hierarchy of languages defined by LL(k) grammars, with

different k.

An important subclass of LL(k) grammars, the LL(k)-linear grammars, was

first studied by Ibarra et al. [2] and by Holzer and Lange [1], who proved that the

languages defined by these grammars are in the complexity class NC1. However,

∗Research supported by RFBR grant 18-31-00118.
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the natural question of whether LL(k)-linear grammars also form a hierarchy

with respect to the length of the look-ahead k, remains uninvestigated.

This paper demonstrates that in the case of LL(k)-linear grammars, the

hierarchy with respect to k collapses, that is, all languages defined by LL(k)-

linear grammars, for some k, are defined by LL(1)-linear grammars. The proof

is constructive: it is shown how to transform any given LL(k)-linear grammar

to a LL(1)-linear grammar that defines the same language.

2 Definitions

Definition 1 A (formal) grammar is a quadruple G = (Σ, N,R, S), where Σ is
the alphabet of the language being defined, N is the set of syntactic categories
defined in the grammar, known as nonterminal symbols; R is a finite set of
rules, each of the form A → α, with A ∈ N and α ∈ (Σ ∪ N)∗, and S ∈ N

is a nonterminal symbol representing all well-formed sentences in the language,
known as the initial symbol.

Each rule A → X1 . . . Xℓ in R states that each string representable as a
concatenation of ℓ substrings of the form X1, . . . , Xℓ, therefore has the property
A.

A grammar is called linear, if each rule in R is of the form A → uBv, with
u, v ∈ Σ∗ and B ∈ N , or of the form A → w, with w ∈ Σ∗.

A top-down parser attempts to construct a parse tree of an input string,

while reading it from left to right. At every point of its computation, the

parser’s memory configuration is a pair (α, v), where v is the unread portion of

the input string uv. The parser tries to parse v as a concatenation α = X1 . . . Xℓ,

where ℓ > 0 and X1, . . . , Xℓ ∈ Σ ∪ N . This sequence of symbols is stored in a

stack, with X1 as the top of the stack.

At each point of the computation, the parser sees the top symbol of the

stack and the first k symbols of the unread input (the look-ahead string), where
k > 1 is a constant. If there is a nonterminal symbol A ∈ N at the top of the

stack, the parser determines a rule A → α for this symbol, pops this symbol,

and pushes the right-hand side of the rule onto the stack.

(Aβ, v)
A→α

−−−→ (αβ, v)

The rule is chosen by accessing a look-up table Tk : N ×Σ6k → R∪{−}, which
contains either a rule to apply, or a marker indicating a syntax error.

If the top symbol of the stack is a symbol a ∈ Σ, the parser checks that the

unread portion of the input begins with the same symbol, and then pops this
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symbol from the stack and reads it from the input.

(aβ, av)
read a

−−−−→ (β, v)

For a string w ∈ Σ∗, denote its first k symbols, with k > 0, by

Firstk(w) =

{
w, if |w| 6 k

first k symbols of w, if |w| > k

This definition is extended to languages as Firstk(L) = {Firstk(w) | w ∈ L }.

Definition 2 Let k > 1 and let G = (Σ, N,R, S) be a grammar. An LL(k)
table for G is a partial function Tk : N × Σ6k → R that satisfies the following
condition: for all A ∈ N , u, v ∈ Σ∗ if, for every parse tree and for every subtree
in that tree, if A ∈ N is the label of its root, A → α is the rule applied to A, and
v ∈ Σ∗ is the suffix to the right of this subtree, then Tk(A,Firstk(v)) = A → α.

If such a table exists, then the grammar is said to be LL(k).

3 General plan of the transformation

The goal of this paper is to transform an arbitrary linear LL(k) grammar G

to a linear LL(1) grammar G′ that defines the same language. If there is a

nonterminal symbol A in the original grammar, then choosing a rule for A

requires knowing the next k symbols of the input. The general plan is to use a

buffer for up to k− 1 next input symbols, so that the parser reads them before

having to choose a rule for A. In the new grammar, this buffer shall be attached

to every nonterminal symbol, so that they are of the form uA, with A ∈ N and

u ∈ Σ6k−1. The goal is to have LG
′(uA) = {w | uw ∈ LG(A) }.

Upon a closer inspection, there is a certain problem with this plan. If there

is a rule A → s in the original grammar, with s ∈ Σ∗ and |s| < k − 1, then, in

order to choose a rule for A, an LL(1) parser needs to know more symbols than
there are in s and in its own 1-symbol lookahead. If there are k − 1 symbols in

the buffer attached to A as a subscript, and this “short” rule A → s is to be

applied, then what is this nonterminal symbol supposed to do with the surplus

symbols in the buffer?

Example 3 The following grammar is linear LL(3).

S → aabSa | a
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In order to distinguish between these two rules, a hypothetical LL(1) parser
buffers up to two first symbols using the following rules.

εS → aaS

aS → aaaS

Once the parser has aa in the buffer and sees that the next symbol is b, it
continues as planned.

aaS → bεSa

However, if aa is in the buffer and the next symbol is a, then the parser realizes
that the first symbol in its buffer should have been used in the rule A → a,
whereas the second a in its buffer should have been matched by the last symbol
in some earlier rule S → aabSa, and there seems to be no natural way to apply
that rule retroactively.

The cause of this problem is a short rule that defines a substring of length

less than k − 1 in the middle of the input. Accordingly, the first step of the

proposed transformation is to eliminate such rules.

4 Elimination of “short” rules

The first step in the transformation of a linear LL(k) grammar to a linear LL(1)

grammar is the elimination of so-called short rules, that is, rules of the form

A → s, with s ∈ Σ<k−1 and Follow(A) ̸= {ε}.

Lemma 4 For every linear LL(k) grammar G = (Σ, N,R, S) there exists a lin-
ear LL(k) grammar G′ and without short rules that defines the same language.
The number of nonterminal symbols in the grammar G′ is |Σ6k−1| · |N |.

In the new grammar G′ = (Σ, N ′, R′, S ′), nonterminals are of the form Au,

with A ∈ N and u ∈ Followk−1(A). The goal is that every nonterminal Au

defines all strings defined by A in G, with a suffix u appended: LG′(Au) =

{xu | x ∈ LG(A) }.
For every nonterminal symbol Au and for every rule for A in G, the new

grammar has a rule defined as follows. For a rule A → w1Bw2 ∈ R, let s denote

the first k−1 symbols of w2u, so that st = w2u with |s| = min(|w2u|, k−1). The

corresponding rule in G′ defers the string s to the nonterminal B, and appends
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the rest of the symbols in the end; these include all the remaining symbols of

u.

Au → w1Bst

Once a rule A → s is reached, the corresponding rule in the new grammar

appends the suffix to s.

Au → su

The correctness proof consists of the following claims.

Claim. If a string w is defined by Au in the new grammar, then w = xu
and A defines x in the original grammar.

Claim. If a string x is defined by A in the original grammar, then Au defines

xu in the new grammar.

Claim. The new grammar has no short rules.

Claim. If the original grammar is LL(k), then so is the constructed grammar.

5 Reduction to one-symbol lookahead

Lemma 5 For every LL(k) linear grammar G = (Σ, N,R, S) without short
rules, there exists and can be effectively constructed an LL(1) linear grammar
G′ = (Σ, N ′, R′, εS), with N ′ = { uA | A ∈ N, u ∈ Σ6k−1 }, that describes the
same language.

Proof In the new grammar G′, nonterminal symbols are of the form uA, with

A ∈ N and u ∈ Σ∗. The left substript u of a nonterminal uA is a buffer storing

up to k − 1 last symbols read by a parser. The goal is to have LG′(uA) = {w |
uw ∈ LG(A) }.

When the buffer is underfull, the parser reads extra symbols and appends

them to the buffer. As soon as the buffer is filled, the parser sees a nonterminal

symbol uA with u ∈ Σk−1, as well as a one-symbol look-ahead. Therefore, the

parser has all k symbols needed to determine a rule to apply to A, which is

given in the entry T (A, u) in the LL(k) table for G. The buffer is updated

along with simulating this rule: the first symbols of the rule for A are removed

from the buffer, and all symbols remaining in the buffer are attached to the

next nonterminal symbol, which is of the form vB.

The initial symbol of the new grammar, εS, is S with an empty buffer. The

buffer is filled by the following rules.

uA → auaA (A ∈ N, |u| < k − 1)
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For each A ∈ N , u ∈ Σk−1 and a ∈ Σ with T (A, ua) defined, the new grammar

contains at most one rule defined as follows. If T (A, ua) = A → sBt, then one

of u, s is a prefix of the other; there are two cases, depending on which string

is longer.

uA → s′εBt (s = us′, for s′ ∈ Σ∗)

uA → vBt (u = sv, for v ∈ Σ+)

If T (A, ua) = A → s, then it can be proved that s = ux, and a is the first

symbol of x if x ̸= ε. Then the following rule is included in the new grammar.

uA → x

If the end of the string is visible: for A ∈ N and u ∈ Σ6k−1, with T (A, u)

defined.

uA → ε

The resulting grammar is linear, and for each rule uA → α ∈ R′ obtained

from one of the rules in R, that rule can be uniquely reconstructed by processing

uα as follows: us′εBt becomes sBt; uvBt = svvB becomes sBt by cancelling v

and the buffer of B; ux remains as it is.

Claim. If x ∈ LG′(uA), then ux ∈ LG(A).

Induction on the length of the derivation of x in G′.

Claim. If ux ∈ LG(A), then x ∈ LG′(uA).

Induction on the length of the derivation of ux in G.

Claim. The grammar G′ is LL(1).

Theorem 6 For every linear LL(k) grammar there exists a linear LL(1) gram-

mar that describes the same language.

The construction incurs a blow-up by a factor of |Σ|2k. Understanding

whether this blow-up is necessary, or whether the construction could be im-

proved, is left for future investigation.
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Graph coloring is to label the vertices of some given graph by integers, called
colors, such that adjacent vertices receive different colors. For a positive integer k,
the k-coloring problem is the problem to decide whether a graph can be colored
with at most k colores. For each fixed k > 3, the k-coloring problem is NP -
complete [1, 2]. Currently, the complexity of k-coloring is widely studied for
graph classes with structure restrictions, in particular, for classes that can be
characterized by forbidden induced subgraphs. The complexity classification of
3-coloring is obtained in [3, 4] for H-free graphs, where H is a fixed graph on at
most six vertices. The complexity classification of 4-coloring is established in [4]
for the case when H is a fixed graph on at most five vertices. The complexity of
k-coloring is considered in [5–7] for Pm-free graphs, where Pm denotes the path
on m vertices, m > 1. Some other results can be found in [8, 9]. In the paper, we
restrict the degrees of vertices in graphs. It is well known that an n-subregular
graph, i.e., a graph, in which the degree of each vertex is at most n, n > 3, is
n-colorable if and only if it is Kn+1-free, where Kn+1 denotes the complete graph
on (n+1) vertices [10]. We consider so called n-pseudoregular graphs, i.e., graphs,
in which the degree of a single vertex is at most (n + 1), and the degrees of the
rest vertices are at most n, n > 3.

We only consider finite undirected graphs without loops and multiple edges.
We refer to [11] for any undefined graph terminology. A graph H = (V ′, E ′

)

is called a subgraph of a graph G = (V,E) if V ′ ⊆ V , E ′ ⊆ E, and it is
called an induced subgraph if, in addition, E ′

= {(v, w) ∈ E | v, w ∈ V ′}. Let
{H1, . . . , Hm} be a set of graphs, m > 1. A graph G is called {H1, . . . , Hm}-free if
G has no induced subgraphs isomorphic to a graph in {H1, . . . , Hm}. The degree
of a vertex v in a graph G, denoted by dG(v), is the number of edges incident
with v in G. For a positive integer n, a graph G = (V,E) is called n-subregular
if dG(v) 6 n for each vertex v ∈ V , and it is called n-pseudoregular if there exists
a vertex v0 ∈ V such that dG(v0) 6 n+ 1, and dG(v) 6 n for each vertex v ∈ V ,
v ̸= v0. A (vertex) k-coloring of a graph G = (V,E) is a mapping ρ : V → K,
where K is a set of k colors, i.e., |K| = k, such that ρ(v) ̸= ρ(w) whenever
(v, w) ∈ E. We say that a graph G is k-colorable if there exists a k-coloring of G.
The smallest positive integer k, for which a graph G is k-colorable, is called the
chromatic number, χ(G), of G.
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The graph Kn denotes the complete graph on n vertices, and the graph K−
n

denotes the graph that is Kn without an edge. Two vertices of K−
n

that is not
adjacent are called special. Let G be an n-pseudoregular graph, n > 3, and H =

(V ′, E ′
) be its induced subgraph isomorphic to K−

n
with special vertices w1, w2.

Then the graph G′
= G : −H is constructed from G by deleting the all vertices

in V ′ \ {w1, w2} and then by identifing w1 with w2.
For a fixed positive integer k, the k-coloring problem is to decide whether a

given graph is k-colorable.
In the paper, the following results are established.

Proposition 1. Let G be an n-pseudoregular graph, H be its induced subgraph

isomorphic to K−
n+1, n > 3, and G′

= G : −H. Then G is n-colorable if and

only if G′ is n-colorable.

Theorem 1. If n > 3, G is a {Kn+1, K
−
n+1}-free n-pseudoregular graph then

χ(G) 6 n.

To prove Theorem 1 we introduce palettes which are a special type of graph list
colorings [12]. If K is a set of colors then a palette on K for a graph G = (V,E)

is a mapping π : V → 2
K (where 2

K denotes the set of all subsets of K) such
that π(v) ̸= ∅ for each v ∈ V . If |K| = k then the set of all palettes on K for G
is denoted by πk(G). A coloring of a graph G = (V,E) by a palette π ∈ πk(G) is
a mapping ρ : V → K such that

1) ρ(v) ∈ π(v) for each v ∈ V ;
2) ρ(v) ̸= ρ(w) for each (v, w) ∈ E.

We prove the following Proposition 2 and Proposition 3.

Proposition 2. Let G = (V,E) be a graph, and π ∈ πk(G), k > 3, be a

palette such that |π(v)| = 2 for each v ∈ V . Then,

1) for the case when G is an even simple cycle, there exists a coloring of G

by π;

2) for the case when G is an odd simple cycle, there exists a coloring of G

by π if and only if there exists a pair v, w ∈ V such that π(v) ̸= π(w).

Proposition 3. Let G = (V,E) be a graph, and π ∈ πk(G), k > 3, be a

palette such that |π(v)| = k − 1 for each v ∈ V . Then, for the case when G is

Kk, there exists a coloring of G by π if and only if there exists a pair v, w ∈ V

such that π(v) ̸= π(w).

Proposition 2 and Proposition 3 are used to prove Theorem 1.
Proof of Theorem 1 (sketch). Let G = (V,E) be a {Kn+1, K

−
n+1}-free n-

pseudoregular graph, and v0 ∈ V where dG(v0) 6 n + 1. We consider the cases
n = 3 and n > 4 separately.
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1. Case n = 3. If G contains an induced even simple cycle C = v1, . . . , vm,
where vi ̸= v0 for i = 1, . . . ,m, then we put G′

= G−{v1, . . . , vm}. We show that
there exists a 3-coloring ρ′ of G′. Then, based on the coloring ρ′, we construct a
palette π ∈ π3(C) such that π(vi) = 2 for i = 1, . . . ,m. By Proposition 2, there
exists a coloring ρ′′ of C by π. Finally, the union of ρ′ and ρ′′ is a 3-coloring ρ

of G. If G contains an induced odd simple cycle C = v1, . . . , vm, where vi ̸= v0
for i = 1, . . . ,m, then we put G′

= G − {v1, . . . , vm} + (vi, vj) for some choice
of the pair vi, vj. Then we continue similarly to an even cycle. If any cycle in
G contains v0 then we put G′

= G − v0. Then G′ is a forest, therefore, G′ is
2-colorable. To obtain a 3-coloring of G we label v0 by the third color.

2. Case n > 4. If G contains a subgraph H on vertices v1, . . . , vn, where vi ̸=
v0 for i = 1, . . . , n, such that H is Kn, then we put G′

= G−{v1, . . . , vn}+(vi, vj)

for some choice of the pair vi, vj. We show that there exists an n-coloring ρ′ of G′.
Then, based on the coloring ρ′, we construct a palette π ∈ πn(H) such that
π(vi) = n− 1 for i = 1, . . . , n. By Proposition 3, there exists a coloring ρ′′ of H
by π. Finally, the union of ρ′ and ρ′′ is an n-coloring ρ of G. If G has no v0-free
subgraphs isomorphic to Kn then we construct G′ by the following way. We find
a set W ⊆ V with the following properties: v0 ∈ W ; (w′, w′′

) /∈ E for each
w′, w′′ ∈ W ; and, for each v ∈ V \W , there exists w ∈ W such that (v, w) ∈ E.
If we put G′

= G −W then G′ is an (n − 1)-colorable. To obtain an n-coloring
of G we label each vertex w from W by the n-th color.

The following Theorem 2 arises from Proposition 1 and Theorem 1.

Theorem 2. For each fixed positive integer n > 3, the n-coloring problem

for n-pseudoregular graphs is solvable in polynomial time.
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1 Introduction

Sensor networks consist of sensors monitoring various places and connections
between these places. We model a sensor network as a simple and undirected
graph G = (V (G), E(G)) = (V,E). In this context, a sensor can be placed on a
vertex v and its closed neighbourhood N [v] represents the set of locations that
the sensor monitors. Besides assuming that graphs are simple and undirected,
we also assume that they are connected and have cardinality at least two. In the
following, we present some terminology and notation. The closed neighbourhood

of v is defined N [v] = N(v) ∪ {v}, where N(v) is the open neighbourhood of v,
that is, the set of vertices adjacent to v. A code C is a nonempty subset of V
and its elements are codewords. The codeword c ∈ C covers a vertex v ∈ V if
v ∈ N [c]. We denote the set of codewords covering v in G by

I(G,C; v) = I(G; v) = I(C; v) = I(v) = N [v] ∩ C.

The set I(v) is called an identifying set or an I-set. We say that a code C ⊆ V
is dominating in G if I(C; u) ̸= ∅ for all u ∈ V . If the sensors are placed at the
locations corresponding to the codewords, then each vertex is monitored by the
sensors located in I(v). More explanation regarding location detection in the
sensor networks can be found in [1, 8, 12].
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Let us now define identifying codes, which were first introduced by Kar-
povsky et al. in [7]. For numerous papers regarding identifying codes and
related topics, the interested reader is referred to the online bibliography [9].

Definition 1. A code C ⊆ V is identifying in G if for all distinct u, v ∈ V we
have I(C; u) ̸= ∅ and

I(C; u) ̸= I(C; v).

An identifying code C in a finite graph G with the smallest cardinality is called
optimal and the number of codewords in an optimal identifying code is denoted
by γID(G).

Identifying codes require unique I-sets for codewords as well as for non-
codewords. However, if we omit the requirement of unique I-sets for codewords,
then we obtain the following definition of locating-dominating codes, which were
first introduced by Slater in [10, 13, 14].

Definition 2. A code C ⊆ V is locating-dominating in G if for all distinct
u, v ∈ V \ C we have I(C; u) ̸= ∅ and

I(C; u) ̸= I(C; v).

Notice that an identifying code in G is also locating-dominating (by the def-
initions). In [4], self-locating-dominating and solid-locating-dominating codes
have been introduced and, in [5, 6], they have been further studied. The defi-
nitions of these codes are given as follows.

Definition 3. Let C ⊆ V be a code in G.

(i) We say that C ⊆ V is self-locating-dominating code in G if for all u ∈ V \C
we have I(C; u) ̸= ∅ and

∩

c∈I(C;u)

N [c] = {u}.

(ii) We say that C ⊆ V is solid-locating-dominating code in G if for all distinct
u, v ∈ V \ C we have

I(C; u) \ I(C; v) ̸= ∅.

Observe that since G is a connected graph on at least two vertices, a
self-locating-dominating and solid-locating-dominating code is always domi-
nating. Analogously to identifying codes, in a finite graph G, we say that
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dominating, locating-dominating, self-locating-dominating and solid-locating-

dominating codes with the smallest cardinalities are optimal and we denote

the cardinality of an optimal code by γ(G), γLD(G), γSLD(G) and γDLD(G),

respectively.

In the following theorem, we offer characterizations of self-locating-dominating

and solid-dominating codes for easier comparison of them.

Theorem 4 ([4]). Let G = (V,E) be a connected graph on at least two vertices:

(i) A code C ⊆ V is self-locating-dominating if and only if for all distinct

u ∈ V \ C and v ∈ V we have

I(C; u) \ I(C; v) ̸= ∅.

(ii) A code C ⊆ V is solid-locating-dominating if and only if for all u ∈ V \C
we have I(C; u) ̸= ∅ and




∩

c∈I(C;u)

N [c]



 \ C = {u}.

Based on the previous theorem, we obtain the following corollary.

Corollary 5. If C is a self-locating-dominating or solid-locating-dominating

code in G, then C is also solid-locating-dominating or locating-dominating in

G, respectively. Furthermore, for a finite graph G, we have

γLD(G) ≤ γDLD(G) ≤ γSLD(G).

The structure of the paper is described as follows. First, in Section 2, we

give optimal locating-dominating, self-locating-dominating and solid-locating-

dominating codes in the direct product Kn × Km of complete graphs, where

2 ≤ n ≤ m as well as optimal solid-locating-dominating codes for graphs

Kq�Kq�Kq with q ≥ 2. Then, in Section 3, we obtain optimal self-locating-

dominating and solid-locating-dominating codes in infinite king and triangular

grids, i.e., the smallest possible codes regarding their density.

2 Products of complete graphs

A graph is called a complete graph on q vertices, denoted by Kq, if each

pair of vertices of the graph is adjacent. The vertex set V (Kq) is denoted
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by {1, 2, . . . , q}. The Cartesian product of two graphs G1 = (V1, E1) and
G2 = (V2, E2) is defined as G1�G2 = (V1 × V2, E), where E is a set of edges
such that (u1, u2)(v1, v2) ∈ E if and only if u1 = v1 and u2v2 ∈ E2, or u2 = v2
and u1v1 ∈ E1. The direct product of two graphs G1 and G2 is defined as
G1×G2 = (V1×V2, E), where E = {(u1, u2)(vv, v2) | u1v1 ∈ E1 and u2v2 ∈ E2}.
A complement of a graph G = (V,E) is the graph G = (V,E ′) with the edge
set E ′ being such that uv ∈ E ′ if and only if uv /∈ E.

In this section, we first give optimal locating-dominating, self-locating-dominating
and solid-locating-dominating codes in the direct product Kn × Km, where
2 ≤ n ≤ m. For location-domination and solid-location-domination, the re-
sults heavily depend on the exact values of γLD(Kn�Km) and γDLD(Kn�Km),
which have been determined in [4]. In the graphs Kn ×Km and Kn�Km, the
jth row (of V (Kn) × V (Km)) is denoted by Rj and it consists of the vertices
(1, j), (2, j), . . . , (n, j). Analogously, the ith column is denoted by Pi and it
consists of the vertices (i, 1), (i, 2), . . . , (i,m). Now we are ready to present the
following observations:

• In the Cartesian product Kn�Km, the closed neighbourhood N [(i, j)] =
N [i, j] consists of the row Rj and the column Pi. Therefore, as the closed
neighbourhood of a vertex resembles the movements of a rook in a chess-
board, Kn�Km is also sometimes called the rook’s graph.

• In the direct productKn×Km, we haveN((i, j)) = N(i, j) = V (Kn�Km)\
(Rj ∪ Pi).

Due to the previous observations, we know that Kn�Km = Kn ×Km.
Recall that identification is a topic closely related to the various location-

domination type problems. Previously, in [11], the identifying codes have been
studied in the direct product Kn × Km of complete graphs by Goddard and
Wash. More precisely, they determined the exact values of γID(Kn ×Km) for
all m and n.

In what follows, we determine the exact values of γLD(Kn×Km) for allm and
n. For this purpose, we first present the following result concerning location-
domination in the Cartesian product Kn�Km of complete graphs given in [4].

Theorem 6 ([4], Theorem 14). Let m and n be integers such that 2 ≤ n ≤ m.
Now we have

γLD(Kn�Km) =

{
m− 1, 2n ≤ m,⌈
2n+2m

3

⌉
− 1, n ≤ m ≤ 2n− 1.
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There is a strong connection between the values of γLD(Kn�Km) and γLD(Kn×
Km) as explained in the following. In [3], it has been shown that |γLD(G) −
γLD(G)| ≤ 1. Therefore, asKn ×Km = Kn�Km, we obtain that γLD(Kn�Km)−
1 ≤ γLD(Kn × Km) ≤ γLD(Kn�Km) + 1. This result is further sharpened in
the following lemma.

Lemma 7. For 2 ≤ n ≤ m and (n,m) ̸= (2, 4), we have

γLD(Kn�Km)− 1 ≤ γLD(Kn ×Km) ≤ γLD(Kn�Km).

If γLD(Kn × Km) = γLD(Kn�Km) − 1, then the optimal locating-dominating

code C in Kn ×Km has a non-codeword v such that I(v) = C.

Proof. First denote G = Kn�Km and H = Kn ×Km. The lower bound of the
claim is immediate by the result preceding the lemma. For the upper bound,
let C be an optimal locating-dominating code in G. The code C can also be
viewed as a code in H. If we have I(H; u) = I(H; v) for some non-codewords u
and v, then a contradiction follows since I(G; u) = C \ I(H; u) = C \ I(H; v) =
I(G; v). Hence, we have I(H; u) ̸= I(H; v) for all distinct non-codewords u

and v. Moreover, if I(G; v) ̸= C for each non-codeword v, then we also have
I(H; v) ̸= ∅, and the upper bound follows since C is a locating-dominating code
in H.

Hence, we may assume that I(G; v) = C for some non-codeword v. This
implies that C ⊆ Pi∪Rj for some i, j. There exists at most one non-codeword in
Pi\{v} since otherwise there are at least two non-codewords with the same I-set.
Similarly, there exists at most one non-codeword in Rj \ {v}. Furthermore, if
both Pi\{v} andRj\{v} contain a non-codeword, then there exists a vertex with
an empty I-set. Thus, in conclusion, there exists at most two non-codewords
in Pi ∪ Rj and, hence, we have |C| ≥ n + m − 3. Dividing into the following
cases depending on n and m, we next show that |C| ≥ n+m− 3 > γLD(G) in
majority of the cases of the lemma:

• If n ≥ 3 and m ≥ 2n, then we have γLD(G) = m− 1 < n +m− 3 ≤ |C|
(by Theorem 6).

• If n ≥ 4, n ≤ m ≤ 2n − 1 and (n,m) ̸= (4, 4), then γLD(G) = ⌈2(n +
m)/3⌉ − 1 < n+m− 3 ≤ |C| (by Theorem 6).

Thus, if n ≥ 3 and m ≥ 2n, or n ≥ 4, n ≤ m ≤ 2n − 1 and (n,m) ̸= (4, 4),
then a contradiction with the optimality of C follows. Hence, in these cases, we
have γLD(H) ≤ γLD(G). The rest of the cases are mostly small special cases
which can be verified one by one (the details are omitted).
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Figure 1: Optimal locating-dominating code for K10 ×K10. Dark boxes are
codewords.

Let then C ′ be a locating-dominating code in H. Similarly as above, we
get that if I(H; v) ̸= C ′ for each non-codeword v, then C ′ is also a locating-
dominating code in G. Therefore, if γLD(H) = γLD(G) − 1, then there exist
a non-codeword v such that I(H; v) = C ′. Thus, the last claim of the lemma
follows.

Now with the help of the previous lemma and Theorem 6, we determine the
exact values of γLD(Km ×Kn) in the following theorem. The rather long and
technical proof is omitted.

Theorem 8. For 2 ≤ n ≤ m we have

γLD(Kn ×Km) =






m− 1, 2n ≤ m and (n,m) ̸= (2, 4),⌈
2n+2m−1

3

⌉
− 1, 2 < n ≤ m < 2n and (m,n) ̸= (4, 4),

m, n = 2,m ≤ 4,

5, n = 4,m = 4.

Let us next briefly consider solid-location-domination. The following result
has been shown in [4].

Theorem 9 ([4]). For all integers m and n such that m ≥ n ≥ 1, we have

γDLD(Kn�Km) =






m, 4 ≤ 2n ≤ m or n = 2,

2n, 2 < n < m < 2n,

2n− 1, 2 < m = n.

In the following theorem, we show that the cardinalities of optimal solid-
locating-dominating codes are same for Kn ×Km and Kn�Km.
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Theorem 10. For all integers m and n such that m ≥ n ≥ 2, we have

γDLD(Kn ×Km) = γDLD(Kn�Km).

Proof. By [6, Theorem 21], we have γDLD(G) = γDLD(G) if G is not a discrete
or a complete graph. Therefore, as this is the case for G = Kn ×Km, we have
γDLD(Kn ×Km) = γDLD(Kn ×Km) = γDLD(Kn�Km).

Let us then consider self-location-domination. Unlike location-domination [3,
Theorem 7] and solid-location-domination [6, Theorem 21], the optimal cardi-
nality of a self-locating-dominating code in G does not depend on the one of
the complement graph G. In the following theorem, we first give the result
presented in [4] regarding γSLD(Kn�Km).

Theorem 11 ([4]). For all integers m and n such that m ≥ n ≥ 2, we have

γSLD(Kn�Km) =






m, 2n ≤ m,

2n, 2 ≤ n < m < 2n,

2n− 1, 2 < m = n,

4, n = m = 2.

In the following theorem, we determine the exact values of γSLD(Kn ×Km)
for all values of m and n. Notice that γSLD(Kn�Km) = γSLD(Kn ×Km) if and
only if n = m, m = n+ 1 > 3, or n = 2 and m ≥ 4 (the proof is omitted).

Theorem 12. For all integers m and n such that m ≥ n ≥ 2, we have

γSLD(Kn ×Km) =






m+ n− 1, n > 2,

m, n = 2,m > 2,

4, n = m = 2.

Previously, in [5], an optimal self-locating-dominating code in Kq�Kq�Kq

has been presented as well as some upper and lower bounds for γID(Kq�Kq�Kq).
In the following theorem, we present the optimal value for γDLD(Kq�Kq�Kq),
the proof is omitted.

Theorem 13. We have for q ≥ 2

γDLD(Kq�Kq�Kq) = q2.
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3 Grids

In this section, we consider solid-location-domination and self-location-domination
in the so called infinite king and triangular grids. Previously, for finite graphs,
the optimality of a code has been defined using the minimum cardinality. How-
ever, this method is not valid for the infinite graphs of this section. Hence, we
need to define the concept of density of a code. Let us first consider the infinite
king grid.

Definition 14. Let G = (V,E) be a graph with V = Z
2 and for the vertices

v = (v1, v2) ∈ V and u = (u1, u2) ∈ V we have vu ∈ E if and only if |v1−u1| ≤ 1
and |v2−u2| ≤ 1. The obtained graph G is called the infinite king grid. Further
let Vn be a subset of V such that Vn = {(x, y) | |x| ≤ n, |y| ≤ n}. The density
of a code C ⊆ V = Z

2 is now defined as

D(C) = lim sup
n→∞

|C ∩ Vn|

|Vn|
.

We say that a code is optimal if there exists no other code with smaller density.

In what follows, we first consider solid-location-domination in the king grid.
In the following theorem, we present a solid-locating-dominating code in the
king grid with density 1/3. The code is illustrated in Figure 2. Later, in
Theorem 17, it is shown that the code is optimal.

Theorem 15. Let G = (V,E) be the king grid. The code

C =
{
(x, y) ∈ Z

2 | |x|+ |y| ≡ 0 (mod 3)
}

is solid-locating-dominating in G and its density is 1/3.
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Figure 2: Solid-locating-dominating code of density 1

3
in the king grid. The

darkened squares are codewords.

In order to prove that the solid-locating-dominating code of the previous
theorem is optimal, we first present the following lemma on forbidden patterns
of non-codewords.

Lemma 16. Let G = (V,E) be the king grid and C ⊆ V be a solid-locating-

dominating code in G. Then T = {(i, j), (i, j + 1), (i, j + 2), (i + 1, j + 2), (i −
1, j + 2)} and any formation obtained from T by a rotation of π/2, π or 3π/2
radians around the origo contains a codeword of C.

In the following theorem, we prove that the solid-locating-dominating code
of Theorem 15 is optimal, i.e., there is no code with density smaller than 1/3.

Theorem 17. If G = (V,E) is the king grid and C ⊆ V is a solid-locating-

dominating code in G, then the density D(C) ≥ 1

3
.

Proof. Let Sj be a subgraph ofG induced by the vertex set V ′
j
= {(x, y) | 1 ≤ x ≤ 3, 1 ≤

Recall first the definition Vn = {(x, y) | |x| ≤ n, |y| ≤ n}. Observe now that
we may fit into the first quadrant {(x, y) | 1 ≤ x ≤ n, 1 ≤ y ≤ n} of Vn

⌊n/3⌋ graphs isomorphic to Sn. Similarly, the other three quadrants of Vn can
each contain ⌊n/3⌋ graphs isomorphic to Sn. Thus, in total, 4⌊n/3⌋ graphs
isomorphic to Sn can be fitted into Vn.

Let C be a solid-locating-dominating code in G. In the final part of the
proof, which is omitted, we show that any subgraph of G isomorphic to Sn

contains at least n− 3 codewords. Assuming this is the case, the density of C
can be estimated as follows:

D(C) = lim sup
n→∞

|C ∩ Vn|

|Vn|
≥ lim sup

n→∞

4⌊n
3
⌋ · (n− 3)

(2n+ 1)2
≥ lim sup

n→∞

4(n− 3)2

3(2n+ 1)2
=

1

3
.
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It remains to be shown that any subgraph of G isomorphic to Sn contains
at least n − 3 codewords. By symmetry, it is enough to show that |C ∩ V ′

n
| ≥

n− 3.

Above, we have shown that the density of an optimal solid-locating-dominating
code in the king grid is 1/3. Recall that a self-locating-dominating code is
always solid-locating-dominating. Hence, by the previous lower bound, we
also know that there exists no self-locating-dominating code in the king grid
with density smaller than 1/3. However, the construction given for the solid-
location-domination does not work for self-location-domination. For example,
we have I(2, 0) = {(2,−1), (2, 1), (3, 0)} and N [(2,−1)]∩N [(2, 1)]∩N [(3, 0)] =
{(2, 0), (3, 0)} contradicting with the definition of self-locating-dominating codes
(see Figure 2). In the following theorem, we present a self-locating-dominating
code in the king grid with the density 1/3. Notice that this code is also solid-
locating-dominating.

Theorem 18. Let G = (V,E) be the king grid. The code

C =
{
(x, y) ∈ Z

2 | x− y ≡ 0 (mod 3)
}

is self-locating-dominating in G and its density is 1/3.

Proof. The density D(C) = 1/3 since in each row every third vertex is a
codeword. Furthermore, C is a self-locating-dominating code since each non-
codeword v is covered either by the set of three codewords {v + (1, 0), v +
(0,−1), v + (−1, 1)} or {v + (−1, 0), v + (0, 1), v + (1,−1)}, and in both cases
the closed neighbourhoods of the codewords intersect uniquely in the vertex
v.

In conclusion, we have shown that the density of an optimal self-locating-
dominating code in the king grid is 1/3. Next we consider self-locating-dominating
and solid-locating-dominating codes in the infinite triangular grid.

Definition 19. Let G = (V,E) be a graph with the vertex set

V =

{
i(1, 0) + j

(
1

2
,

√
3

2

)
| i, j ∈ Z

}

and two vertices are defined to be adjacent if their Euclidean distance is equal
to one. The obtained graph G is called the infinite triangular grid and it is

illustrated in Figure 3. We further denote v(i, j) = i(1, 0) + j
(
1

2
,
√
3

2

)
. Let Rn
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be the subgraph of G induced by the vertex set Vn = {v(i, j) | |i|, |j| ≤ n}. The
density of a code in G is now defined as follows:

D(C) = lim sup
n→∞

|C ∩ Vn|

|Vn|

We say that a code is optimal if there exists no other code with smaller density.

...... u....

v

......

w

.....................................

Figure 3: Triangular grid with the vertices v = v(0, 0), u = v(1,−1) and
w = v(1, 1).

In the following theorem, optimal self-locating-dominating and solid-locating-
dominating codes are given in the triangular grid. We omit the proof.

Theorem 20. Let G = (V,E) be the triangular grid. The code

C = {v(i, j) | i, j ≡ 0 (mod 2)}

is self-locating-dominating in G and, therefore, also solid-locating-dominating.

The density of the code C is equal to 1/4 and there exists no self-locating-

dominating or solid-locating-dominating code with smaller density, i.e., the code

is optimal in both cases.
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We consider graphs without loops and multiple edges and use the standard
notation. For a graph G, let V (G) denote its vertex set and v(G) = |V (G)|.
For a vertex x ∈ V (G), we denote by dG(x) its degree. As usual, we denote the
minimal vertex degree by δ(G). Let G− x be the graph obtained from G upon
deleting the vertex x and all edges incident to it.

Definition 1. For a graph G with V (G) = {v1, . . . , vn}, let Gi = G − vi and
D(G) be the collection of graphs G1, . . . , Gn.

The well known Graph Reconstruction Conjecture, formulated by Kelly [1]
and Ulam [2] states the following.

Conjecture 1. Let G and H be graphs with v(G) = v(H) ≥ 3, such that
D(G) = D(H). Then these graphs are isomorphic.

Note, that several graph parameters can be easily extracted from D(G): the
number of vertices, the number of edges (for graphs on at least 3 vertices), the
vertex connectivity of a graph, and others.

The conjecture is rather easy for disconnected graphs. In 1957, Kelly [1] has
proved it for trees. In 1969, Bondy [3] has proved the Conjecture for graphs
of connectivity 1 without pendant vertices. Finally, in 1988 Yongzhi [4] proved
the Conjecture for all graphs of connectivity at most 1.

We suggest the following result on semi-reconstruction for graphs of connec-
tivity 2.

Theorem 1. Let G be a graph of connectivity 2 with δ(G) ≥ 3. Having D(G),
we can find a pair of graphs G1, G2 such that G ∈ {G1, G2}.

The following theorem describes the possible nonuniqueness in the recon-
struction of graphs of connectivity 2.
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Theorem 2. Let G1 and G2 be two graphs of connectivity 2 on the vertex set
V such that D(G1) = D(G2). Then there exist two graphs H and H ′ such that
V (H) ∪ V (H ′) = V , V (H) ∩ V (H ′) = {a, b} and both graphs G1 and G2 are
obtained by gluing together H and H ′ by the set {a, b}.

And one more result on the full reconstruction for some graphs of connec-

tivity 2.

Theorem 3. Let G be a 2-connected graph with δ(G) ≥ 3 and T ⊂ V (G) be
such that |T | = 2 and the graph G − T has at least 3 connected components.
Then G can be reconstructed from D(G) (i.e., any graph H with D(H) = D(G)

is isomorphic to G).

Proofs of all these Theorems contain polynomial algorithms of the corre-

sponding reconstruction.

References

[1] P. J. Kelly. A congruence theorem for trees, Pacific J. Math. 7 (1957),

961-968.

[2] S.M.Ulam. A collection of mathematical problems, Wiley, New York,

1960.

[3] J.A.Bondy. On Ulam’s conjecture for separable graphs. Toronto, Univ.
Toronto Press, 1966.

[4] Y. Yongzhi. The reconstruction conjecture is true if all 2-connected
graphs are reconstructible. Journal of graph theory 12, p.237-243 (1988).

118



Anni Hakanen, Ville Junnila, Tero Laihonen, Maria Luz Puertas

On solid-resolving sets in graphs

Anni Hakanen ∗† Ville Junnila † Tero Laihonen †
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Let G be a finite, connected, simple and undirected graph with vertices V

and edges E. Consider a vertex set S = (s1, s2, . . . , sk). We define the distance

array of v ∈ V with respect to S as DS(v) = (d(s1, v), d(s2, v), . . . , d(sk, v)).

If each vertex of G has a unique distance array with respect to S, then S is a

resolving set of G. The smallest cardinality of a resolving set of G is called the

metric dimension of G. Resolving sets were first introduced by Slater [5] and

Harary and Melter [3], independently. This concept is now widely studied and

many variants have been introduced.

One quite recent concept is the {ℓ}-resolving set of a graph, which was

introduced in [4]. Instead of individual vertices, we now consider sets of vertices

with at most ℓ elements. To that end, we define the distance array of a vertex

set X with respect to S as DS(X) = (d(s1, X), . . . , d(sk, X)), where d(si, X) =

min{d(si, x) | x ∈ X}. If each non-empty vertex set X with at most ℓ elements

has a unique distance array with respect to S, then S is an {ℓ}-resolving set of

G. When ℓ = 1, this definition is equivalent with the definition of the ordinary

resolving set. When ℓ ≥ 2, {ℓ}-resolving sets have properties that {1}-resolving

sets do not have. For example, in [2], it was shown that when ℓ ≥ 2 certain

types of vertices are included in every {ℓ}-resolving set. These vertices are

called forced vertices. On the other hand, {1}-resolving sets do not have any

forced vertices, since V \ {v} is a {1}-resolving set of G for any v ∈ V .

Consider a network where we locate faulty processors with an ordinary re-

solving set. If there are two or more faulty processors simultaneously, the dis-

tance array given by the resolving set might correspond to some vertex which
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does not represent a faulty processor. Now we end up trying to repair a proces-

sor which is functioning correctly. To avoid this type of situation, solid-resolving

sets were introduced in [1]. A vertex set is a solid-resolving set, if each vertex

has a unique distance array and no vertex set with two or more vertices has the

same distance array as any one vertex.

In this talk, we generalise the concept of solid-resolving sets. Let X and Y

be non-empty vertex sets such that X ̸= Y and |X| ≤ ℓ. If S is a vertex set

such that DS(X) ̸= DS(Y ) for all X and Y , then S is called an ℓ-solid-resolving

set. Notice that for {ℓ}-resolving sets we would have the restriction |Y | ≤ ℓ.

In what follows, we will state without proofs some of our new results re-

garding {ℓ}-resolving sets and ℓ-solid-resolving sets.

Theorem 1. Let S ⊆ V and ℓ ≥ 1. The set S is an ℓ-solid-resolving set of G

if and only if for all x ∈ V and nonempty Y ⊆ V such that x /∈ Y and |Y | ≤ ℓ

there exists an element s ∈ S such that

d(s, x) < d(s, Y ). (1)

Theorem 2. Let S ⊆ V and ℓ ≥ 1.

(i) If S is an ℓ-solid-resolving set, then it is also an {ℓ}-resolving set of G.

(ii) If S is an {ℓ + 1}-resolving set, then it is also an ℓ-solid-resolving set of

G.

Theorem 1 gives us a way to consider ℓ-solid-resolving sets in graphs via

the structure of the graph and not the distance arrays. Theorem 2 shows the

connection between {ℓ}-resolving sets and ℓ-solid-resolving sets. By means of

these two theorems we can search for an {ℓ}-resolving set of G by considering

first (ℓ−1)-solid-resolving sets of G with the characterisation (1). The following

two theorems provide characterisations for forced vertices of ℓ-solid-resolving

sets and {ℓ}-resolving sets. As it turns out, the forced vertices of an {ℓ}-

resolving set are exactly the same as those of an (ℓ− 1)-solid-resolving set. For

U ⊆ V , let us denote

N [U ] =
∪

u∈U

N [u].

Theorem 3. Let ℓ ≥ 1. A vertex v ∈ V is a forced vertex of an ℓ-solid-

resolving set if and only if there exists a set U ⊆ V such that v /∈ U , |U | ≤ ℓ

and N(v) ⊆ N [U ].
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Theorem 4. Let ℓ ≥ 2. A vertex v ∈ V is a forced vertex of an {ℓ}-resolving

set if and only if there exists a set U ⊆ V such that v /∈ U , |U | ≤ ℓ − 1 and

N(v) ⊆ N [U ].
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Trades of different types are used to study, construct, and classify different

kinds of combinatorial objects (see, e.g., [1, 2]). Trades are also studied inde-

pendently, as some natural generalization of objects of the corresponding type.

In this paper we study 1-perfect bitrades in the Hamming graphs.

Let Σq = {0, 1, . . . , q− 1}. The vertex set of the Hamming graph H(n, q) is
Σn

q
, and two vertices are adjacent if and only if they differ in exactly one position.

A 1-perfect code is a set C of vertices of H(n, q) such that |C∩B| = 1 for every

ball B of radius 1. A 1-perfect bitrade is a pair (T0, T1) of disjoint vertex sets

of H(n, q) such that |T0 ∩B| = |T1 ∩ B| ∈ {0, 1} for every ball B of radius 1.

In this work we consider the problem of finding the minimum size of 1-

perfect bitrades of H(n, q). In [4] Potapov solved this problem for q = 2. In [5]

Vorob’ev and Krotov obtained the lower bound on the size of 1-perfect bitrades

of H(n, q) for q > 3. In this paper we solve the problem for q = 3 and find the

minimum size of 1-perfect bitrades of H(n, 3).

Theorem 1 Let n = 3m + 1. Then the minimum size of 1-perfect bitrades of

H(n, 3) is 2m+1 · 3m.

This work was funded by the Russian Science Foundation under grant 18-

11-00136.
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This talk based on Kokhas, K. & Latyshev, A. J Math Sci (2019) 236: 503.
Several sages wearing colored hats are situated at the vertices of a graph. Each

sage tries to guess his own hat color merely on the basis of observing the hats
worn by their neighbours without exchanging the information. Each hat can have
one of three colors. A predetermined guessing strategy is winning if it guarantees
at least one correct individual guess for every assignment of colors.

For fast check whether a strategy is winning we introduce a «9-vertex model»
that describes the strategy by means of special tensors and reduce the question to
calculations of tensor convolutions. This model allows also to reduce a problem of
the winning strategy search to the boolean satisfiability problem. Thus we can use
SAT-solver to find the winning strategies on small graphs. After that we consider
hints, i.e. some restrictions for the hat assignments which help the sages to win.
We develop the hints theory and apply it for constructing strategies and for logical
explanations of strategies that were found by computer. For the most of graphs it
allows us to give «logical» proofs which do not rely on the results of a computer
search. Nonetheless in the small number of cases we prove the absence of a winning
strategy or give a technical proofs (using 9-vertex model) by computer only. In
this way we completely solve the question and prove the following theorem.

The sages lose on a connected graph G if and only if graph G is a tree or G

contains the unique cycle Cn, where n is not divisible by 3, n ≥ 5.
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In his keynote talk celebrating the 25th anniversary of the European Asso-
ciation for Theoretical Computer Science, EATCS, at ICALP 1997 in Bologna,
Maurice Nivat formulated the following problem now know as “Nivat’s conjec-
ture”: If an infinite two-dimensional grid has been colored in such a way that,
for some n, m ∈ N, the number of distinct n × m patterns is at most nm (this
case is called to be a low complexity coloring), is the coloring necessarily peri-
odic in some direction? The conjecture has attracted wide interest, but it has
turned out to be a very difficult problem and remains still unsolved today.

In this talk, based on the manuscript [1], we continue to investigate the
algebraic approach initiated in [2]. We prove that Nivat’s conjecture holds for
colorings coming from certain algebraically defined sets, including the Ledrap-
pier subshift [3]. We even prove a stronger claim, very similar, but with a more
general definition of low complexity.

For a finite alphabet A, colorings c ∈ AZ
2

of the two-dimensional grid by
elements of A are called (two-dimensional) configurations. Typically we use
notation cn for the color c(n) ∈ A of cell n ∈ Z

2. Basic operations on AZ
2

are
translations: for any t ∈ Z

2 the translation τt : AZ
2

−→ AZ
2

by t is defined
by τt(c)n = cn−t, for all c ∈ AZ

2

and all n ∈ Z
2. We call a configuration

c periodic if τt(c) = c for some non-zero t ∈ Z
2, and we call t a vector of

periodicity. If there are two linearly independent vectors of periodicity then c is
two-periodic. In this case it is easy to see that there are horizontal and vertical
vectors of periodicity (k, 0) and (0, k) for some k ̸= 0, and consequently a vector
of periodicity in every rational direction. We call c one-periodic if it is periodic
but not two-periodic.

∗Research supported by the Academy of Finland grant 296018.

125



Jarkko Kari, Etienne Moutot

Colorings p ∈ AD of a finite shape D ⊂ Z
d are called D-patterns, or simply

patterns. The set of D-patterns that appear in a configuration c is denoted by
P (c, D), that is,

P (c, D) = {τt(c)|D | t ∈ Z
2 }.

We say that c has low complexity with respect to shape D if |P (c, D)| ≤ |D|,
and we call c a low complexity configuration if it has low complexity with respect
to some finite D.

To study the conjecture algebraically we replace the colors by integers, or
elements of some other integral domain R, and express the configuration c

as a formal power series c(X, Y ) over two variables X and Y in which the
coefficient of monomial X iY j is ci,j, for all i, j ∈ Z. Note that the exponents
of the variables range from −∞ to +∞. In the following also polynomials may
have negative powers of variables so all polynomials considered are actually
Laurent polynomials. Let us denote by R[X±1, Y ±1] and R[[X±1, Y ±1]] the sets
of such polynomials and power series, respectively, with coefficients in domain
R. We call a power series c ∈ R[[X±1, Y ±1]] finitary if its coefficients take only
finitely many different values. Since we color the grid using finitely many colors,
configurations are identified with finitary power series.

Multiplying configuration c ∈ R[[X±1, Y ±1]] by a monomial corresponds to
translating it, and the periodicity of the configuration by vector t = (n, m) is
then equivalent to (XnY m − 1)c = 0, the zero power series. More generally, we
say that polynomial f ∈ R[X±1, Y ±1] annihilates power series c if the formal
product fc is the zero power series.

One of the main results of [2] states that, in the case R = Z, if a configuration
c is annihilated by a non-zero polynomial then it has annihilators of particularly
nice form:

Theorem 1 ([2]). Let c ∈ Z[[X±1, Y ±1]] be a configuration (a finitary power

series) annihilated by some non-zero polynomial. Then there exists non-zero

(i1, j1), . . . , (im, jm) ∈ Z
2 such that

(X i1Y j1 − 1) · · · (X imY jm − 1)

annihilates c.

For a polynomial f =
∑

ai,jX
iY j, we call supp(f) = {(i, j) | ai,j ̸= 0}

its support. A line polynomial is a polynomial with its terms aligned all on
the same line: f is a line polynomial in direction u ∈ Z

2 \ {0} if and only if
supp(f) contains at least two elements and for some n ∈ Z

2 we have supp(f) ⊆

{n + ru | r ∈ Q}. Note that the annihilator provided by Theorem 1 is a
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product of line polynomials. A central feature of line polynomials is that any
configuration that is annihilated by a line polynomial is periodic in the direction
of that line polynomial [2].

Here our main subject of interest is a specific type of configurations, that lies
in what is called algebraic subshift. If R is a finite field and if f ∈ R[X±1, Y ±1]
is a non-zero polynomial then we define the set

Xf = {c ∈ R[[X±1, Y ±1]] | fc = 0}

of all configurations that f annihilates and call it the algebraic subshift defined
by f . It is a subshift of finite type (SFT, see [4] for the symbolic dynamics
terminology). We have that c ∈ Xf ⇐⇒ fc = 0.

The first example we are interested in is the Ledrappier subshift [3], which
is the algebraic subshift XfL

defined by the annihilator fL = 1 + X + Y . For
this specific subshift, we are able to prove that Nivat’s conjecture holds for our
more general definition of low complexity.

Theorem 2. Any low complexity c ∈ XfL
is two-periodic.

Naturally, the next step is to tackle more general polynomials. A deter-
mining factor in the complexity of the Nivat’s conjecture on algebraic subshifts
seems to be the the number of line polynomials factors. In fact for an algebraic
subshift defined by a polynomial with zero or one line polynomials factors, we
are able to characterize the periodicity of its low complexity configurations.
This is our main result in [1].

Theorem 3. Let c ∈ Xf for a polynomial f ∈ Fp[X
±1, Y ±1], and suppose that

c is annihilated by some non-zero polynomial over Z.

• If f has no line polynomial factors then c is two-periodic.

• If all line polynomial factors of f are in the same direction then c is

periodic in this direction.

Corollary 4. Let c ∈ Xf for a polynomial f ∈ Fp[X
±1, Y ±1] whose line poly-

nomial factors are all in the same direction. If c has low complexity then it is

periodic.

For more than one line polynomial factor however, the problem becomes
much more complicated. For the 4-dot system S, the algebraic subshift XfS

over F2 defined by the annihilator fS = (1 + X)(1 + Y ), the low complexity
assumption still ensures the periodicity of the configuration (Theorem 5). How-
ever, with a very similar polynomial fT = (1 + X2)(1 + Y 2) this is not the case:
some low complexity configurations are non-periodic (Example 6).
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Theorem 5. Every low complexity c ∈ XfS
is periodic.

Example 6. There exists a configuration c over F2 annihilated by fT = (1 +
X2)(1 + Y 2) which is not periodic but has low complexity.
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Abstract

It is well known that the set of powers of any given order, for example squares,
in a regular language need not be regular. We show that, nevertheless, finite
automata can identify them via their roots. More precisely, we show the set of
square roots of a regular language L, that is {u ∈ Σ∗ | u2 ∈ L}, to be regular.
More generally, this holds true for the nth roots for all n ≥ 2 and also for the
union of these sets.

The above results yield decision algorithms for many natural problems on
powers. For example, it is decidable, given two regular languages, whether they
contain the same number of squares at each length. Finally, we give an exponen-
tial lower bound on the size of deterministic finite automata identifying powers
in regular languages via their roots.

∗Research done in part during a stay at ETH Zurich.
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1 Introduction
Most natural properties of regular languages are algorithmically decidable, as
is well known. Typically, the set of words satisfying such a property is a regular
language, and thus all the machinery for regular languages becomes available.

We provide an example of a very natural property that exhibits a surpris-
ingly different behavior. Namely, we introduce a problem that is nonregular
and yet, at the same time, identifiable by finite automata. More precisely, the
instances of the problem are mapped by a one-to-one function in such a way
that the set of images of the words satisfying the property is regular. This
allows us to present algorithms for many problems that do not seem to be—at
least at first glance—of the “finite state type.”

We will introduce a multidimensional product automaton construction in
order to show that, given a regular language, the set of its square roots is reg-
ular. This allows us to give clear and simple answers to a number of intriguing
algorithmic questions. For example, we show that it is decidable whether or
not two regular languages contain the same number of squares at each length.

Our result can easily be extended to nth roots, for any natural n. Moreover,
it is possible to compute all proper roots (i.e., roots of order at least 2) of a
given regular language. To obtain the latter result, we prove a special version
of the pumping lemma for regular languages.

The above results deserve a word of warning. Although we can compute all
proper roots of a regular language and prove the resulting set to be a regular
language, we do not claim that a finite automaton can recognize the primitive
roots of a regular language. Indeed, this is in general a nonregular language.

Finally, we prove that the set of roots of a regular language, while always
regular, has an exponentially increased state complexity in the worst case. In
other words, we give an exponential lower bound on the minimal number of
states of an automaton recognizing the roots of L in terms of the minimal
number of states of an automaton for L.

2 Results
We present a few automata constructions computing different type of roots of
words in a regular language. We recall that the set of squares in a regular
language, for instance in Σ∗, need not be regular. Our first result shows that,
surprisingly, the set of square roots of a regular language is always regular.

Theorem 1. For each regular set L, the set {u ∈ Σ∗ | u2 ∈ L} of its square
roots is a regular.
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We then extend this theorem to fixed order roots, that is, {u ∈ Σ∗ | un ∈ L}
for any n ∈ N. A more complicated question is whether the union of these sets
(i.e, all proper roots of L) is again regular. Surprisingly, it is. We show this
using a variant of the pumping argument of regular languages.

Theorem 2. For each regular set L, the set {u ∈ Σ∗ | ∃k ≥ 2: uk ∈ L} of its
proper roots is regular.

A nonempty word w is called primitive if is not a proper power of any other
word. We analyze the three sets

• Q(L), the primitive roots of L,

• QR(L), the primitive roots of proper powers in L, and

• R(L), the set of all roots of L.

and show the general relations among them can be outlined as in Figure 1.

..

QR(L)

.

Q(L)

.

R(L)

Figure 1. The general relations between Q(L), QR(L), and R(L). The dashed line divides the roots of L into
primitive ones and nonprimitive ones.

From the above, we are able to derive a number of interesting decidability
results, the last being the most sophisticated one.

Theorem 3. The following problems are decidable:

1. Given a regular language L, does it contain a square?

2. Given a regular language L, does it contain infinitely many squares?

3. Given an integer n ≥ 2 and a regular language L, does L contain an nth
power?

4. Given an integer n ≥ 2 and a regular language L, does L contain infinitely
many nth powers?

5. Given regular languages L and L′, do they contain exactly the same squares?

131



Fabian Frei, Juraj Hromkovič, Juhani Karhumäki

6. Given two regular languages L and L′ and an integer n ≥ 2, do L and L′

contain exactly the same nth powers?

7. Given two regular languages L and L′, do they contain exactly the same
proper roots?

8. Given two regular languages L and L′, do they contain the same number
of squares of each length?

Finally, we complement our main automaton construction that proves The-
orem 1 with an exponential lower bound on the state complexity of taking the
square roots of regular languages.

Theorem 4. There is a family {Lk | k ≥ 2} of languages such that the minimal
number of states of a deterministic finite automaton recognizing SQR(Lk) is
exponentially larger than the minimal number of states of a deterministic finite
automaton recognizing Lk.
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1 Abstract

The notion of k-abelian equivalence has attracted a lot of interest in the recent

literature [2, 3, 7–9, 12]. The k-abelian equivalence is defined as follows. Let

k ≥ 1 be in integer and let u, v be words. Then u and v are k-abelian equivalent,

in symbols u ∼k v if, for each word x of length at most k, x occurs equally many

in times in u and v as a factor. For k = 1, the 1-abelian equivalence coincides

with the usual abelian equivalence, an extremely popular subject of research in

the recent times. By defining ∞-abelian equivalence as the equality relation, we

see that letting k vary, we obtain an infinite hierarchy of equivalence relations

u ∼1 v ⊇ u ∼2 v ⊇ · · · ⊇ u ∼k v ⊇ u ∼k+1 v ⊇ · · · ⊇ u = v.

More precisely, as can be seen from the definition of k-abelian equivalence,

u ∼k v implies u ∼k
′ v for all k′ ≤ k.

Another interesting equivalence relation is the k-binomial equivalence intro-

duced in [14] by M. Rigo and P. Salimov. Let k ≥ 1 be an integer. Two words

u and v are k-binomial equivalent, in symbols u ≡k v, if, for each word x of

length at most k, x occurs equally many times in u and v as a subword. Notice

that this equivalence relation is incomparable to k-abelin equivalence, as was

already noted in [14]. Again, the 1-binomial equivalence is the usual abelian

equivalence, and u ≡k v implies that u ≡k
′ v for each k′ ≤ k. The k-binomial
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eqivalence is also a congruence. Once again, letting ≡∞ be the equality rela-

tion, we obtain an infinite hierarchy of equivalence relations between abelian

equivalence and the equality relation.

Since the relations ∼k and ≡k are congruences, the quotients Σ∗/∼k and

Σ∗/≡k are monoids. We may thus naturally define equations over these

monoids. Let Ξ be a finite non-empty set of variables and S a monoid (we

assume that Ξ+ ∩ S = ∅). An element (u, v) ∈ (Ξ ∪ S)+ × (Ξ ∪ S)+ is called

an equation over S with variables Ξ. A solution to an equation (u, v) over S

with variables Ξ is a morphism α : Ξ → S such that α(u) = α(v) (α is the

identity morphism on S). In this note we consider some particular equations

and their solutions in the k-abelian and k-binomial monoids. The equations are

the commutation (xy, yx) and conjugacy (xz, zy). The k-abelian equations are

quite straightforward to analyze, but the case of k-binomial equations turns out

to be quite hard. We are able to give characterizations to these equations in

the k-abelian monoid, but this far from the case when studying the k-binomial

monoid.

We also consider systems of equations over the monoids Σ∗/∼k and Σ∗/≡k.

The basic notion studied here is the so-called compactness property of semi-

groups, defined as follows.

Definition 1.1. A semigroup S is said to have the compactness property if any

system of equations E over a finite number of variables has a finite equivalent

subsystem E ′ (i.e., the sets of solutions are equal).

Famously, the free monoid Σ∗ has the compactness property, as was proved

in [1] and [4] independently. The latter also shows that free groups have the

compactness property. In [5] it is shown, employing Redei’s Theorem [13] among

other arguments, that all commutative semigroups have the compactness prop-

erty. Thus, for example, for each x, y ∈ Σk−1, the subsemigroup (xΣ∗∩Σ∗y)/∼k

of Σ∗/∼k has the compactness property, since it is commutative as follows from

our considerations of k-abelian commutativity.

Not all semigroups have the compactness property. For example, neither the

monoid of finite languages, nor the so-called bicyclic monoid, nor the Baumslag–
Solitar group have the compactness property. For the first result, see [10], the

latter two are shown in [5].

In this note we show that the monoids ∼k and ≡k have the compactness

property. This follows almost immediately by showing that these monoids are

isomorphic to some (distinct) subsemigroups of n × n matrices for some n

depending on k (for the k-binomial monoid this isomorphism was already proved

in [14]). We then consider the cardinalities of independent systems of equations
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(which are automatically finite by the compactness property). The aspect of

considering sizes of independent systems of equations in semigroups has been

treated, e.g., in the paper [6]. See also [11], and references therein, concerning

the free semigroup.

We show that, for the monoids Σ∗/ ∼k and Σ∗/ ≡k, there exists a uniform

upper bound on the number of equations of an independent system of equations.

For k fixed, the the size of an independent system of equations has a polynomial

upper bound with respect to the number of unknowns. On the other hand, the

upper bound is exponential when the number of unknowns is fixed and k is

allowed to vary. We remark that these bounds do not depend on the size of

the alphabet Σ, when the equations have no constants, that is, the system of

equations is a subset of Ξ+ × Ξ+.

The results presented here are to be part of the Doctoral Thesis of the

author.

References

[1] M. Albert and J. Lawrence. A proof of Ehrenfeucht’s conjecture. Theoret-

ical Computer Science, 41:121–123, 1985.

DOI: 10.1016/0304-3975(85)90066-0.
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Abstract

Every finite group is known to be isomorphic to the automorphism group of

some finite graph. We review results for various combinatorial structures whose

full automorphism groups act regularly on their sets of vertices. Such struc-

tures can be thought of as combinatorial representations of the corresponding

groups. Previous results on this topic include the classification of graphical regu-

lar representations (graphs with regular automorphism groups), classification of

digraphical regular representations (directed graphs with regular automorphism

groups), as well as the classification of general combinatorial structures (incidence

structures) with regular automorphism groups. We generalize these results to the

class of k-hypergraphs which are incidence structures with all blocks of size k,

and consider the spectrum of all k’s for which such representation is possible.

The inverse monoid of partial automorphisms of a combinatorial structure

is a richer and more complex object that contains more information about the

structure than its automorphism group. We review the results we obtained in the

study of analogous questions to those concerning automorphism groups for the

inverse monoids of partial automorphisms.

1 Introduction

Knowledge of the automorphism group of a specific combinatorial structure
allows one to make various claims about the structure. The fact that every

∗Author supported in part by VEGA 1/0719/18 and VEGA 1/0039/17.
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finite group is isomorphic to a group of automorphisms of a finite graph has
been established by Frucht in his 1938 paper [2]

Theorem 1.1 (Frucht 1938). For any finite group G there exists a graph Γ
such that Aut(Γ) ∼= G.

However, in this result, the type of the actions of these groups on the vertices
of the corresponding graphs is not specified. They can be very far from being
regular. To address regularity specifically, the Graphical Regular Representa-
tion Problem (the GRR problem) asks for the classification of finite groups G
that admit the existence of an edge set E with the property that the full au-
tomorphism group of the graph (G,E) acts regularly on G. Such groups are
said to admit a GRR and include almost all finite groups with the exception of
abelian groups of exponent at least 3, generalized dicyclic groups, and thirteen
sporadic groups of order not exceeding 32.

Theorem 1.2 ( [3,5,12,13,15]). Let G be a finite group that does not have a GRR, i.e.,

a finite group that does not admit a regular representation as the full automorphism group of

a graph. Then G is an abelian group of exponent greater than 2 or G is a generalized dicyclic

group or G is isomorphic to one of the 13 groups : Z2

2
, Z3

2
, Z4

2
, D3, D4, D5, A4, Q×Z3, Q×Z4,

⟨a, b, c | a2 = b2 = c2 = 1, abc = bca = cab⟩, ⟨a, b | a8 = b2 = 1, b−1ab = a5⟩,
⟨a, b, c | a3 = b3 = c2 = 1, ab = ba, (ac)2 = (bc)2 = 1⟩,
⟨a, b, c | a3 = b3 = c3 = 1, ac = ca, bc = cb, b−1ab = ac⟩.

In a variation of this problem, the Digraphical Regular Representation Prob-
lem (DRR), Babai addresses the same question for digraphs. The classification
shows that finite groups admitting DRR’s include all finite groups but Z2

2
, Z3

2
,

Z
4

2
, Z2

3
and the quaternion group Q8 admits a DRR [1].

These are examples of classification questions related to automorpism groups
one can ask about various combinatorial structures. In the last section of this
paper, Section 4, we review results for hypergraps and our results for regular
k-hypergraphs.

The usefulness of knowing the automorphism group of a combinatorial struc-
ture decreases with an increasing number of orbits of its action on the vertices.
As an extreme case, note that knowing that the automorphism group of a
graph is trivial yields almost no information about the structure of the graph
since almost all finite graphs have a trivial automorphism group, [4, Corollary
2.3.3]). To generalize the concept of automorphism, we propose to study partial
automorphisms, and use Inverse Semigroup Theory, that is often viewed as a
generalization of Group Theory thanks to the Wagner-Preston theorem, which
is an analogue of Cauley’s theorem for groups:

Theorem 1.3 (Wagner-Preston). Every finite inverse semigroup is isomorphic
to an inverse subsemigroup of the symmetric inverse semigroup of all partial
bijections of some finite set V .
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We study the partial automorphism monoid PAut(B) of a finite combi-
natorial structure B instead of automorphism group Aut(B). As the partial
automorphism monoid PAut(B) is a more complex algebraic structure, it may
reveal some information about B even in cases when use of group theory is
rather limited. Earlier attempts in this direction, as well as our results for
graphs, directed graphs and edge-colored graphs are reviewed in Section 3.

2 Preliminaries

All the groups, inverse semigroups and monoids considered in our paper are
finite, and so are the sets upon which they act.

2.1 Combinatorial structures

A combinatorial structure C = (V,F) consists of a (finite) non-empty set V and a
family F of subsets of V , F ⊆ P(V ). Examples include graphs, directed graphs,
hypergraphs, geometries, designs, etc. An automorphism of a combinatorial
structure (V,F) is a permutation ϕ ∈ Sym(V ) satisfying the property ϕ(B) ∈ F,
for all B ∈ F. The group of all automorphisms of C will be denoted by Aut(C).
It is clear that Aut(C) ≤ Sym(V ), the symmetric group on set V .

In particular, a graph is an ordered pair Γ = (V,E), where V is the set
of vertices, and E is the set of (undirected) edges, which is a set of 2-element
subsets of V . Similarly, a digraph is an ordered pair Γ = (V,E), with V being
the set of vertices, and E the set of (directed) edges, consisting of ordered pairs
of vertices. Graphs can naturally be regarded as special digraphs where each
edge {e1, e2} of the graph is replaced by two directed edges of opposite direc-
tions, (e1, e2) and (e2, e1). In both cases, we use the notation V (Γ) and E(Γ)
for V and E, respectively. Furthermore, we also consider edge-colored digraphs,
that is, structures Γ = (V,E1, . . . , El), where {1, . . . , l} is the set of colors, and
Ec ⊆ V × V (c ∈ {1, 2, . . . , l}) are the pairwise disjoint sets of (directed) edges

of color c. In this case, V (Γ) and E(Γ) stands for V and
∪

l

c=1Ec, respectively.
The way edge-colored digraphs arise naturally is as Cayley color graphs.

2.2 Inverse Monoids

A non-empty set together with an associative multiplication is called a semi-
group, and a semigroup admitting an identity (neutral) element is called a
monoid. A monoid S is said to be an inverse monoid if for every s ∈ S, there
exists a unique element s−1 ∈ S, called the inverse of s, such that ss−1s = s
and s−1ss−1 = s−1 hold. Note that the operation of taking inverse has the
properties that (s−1)−1 = s and (st)−1 = t−1s−1 for any s, t ∈ S.

A typical example of an inverse monoid is the the symmetric inverse monoid
on a set X, denoted PSym(X), and defined as follows: The underlying set
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of PSym(X) is the set of all bijections between subsets of X, including the
empty set. The elements of PSym(X) are called partial permutations of X.
If ϕ : Y → Z ∈ PSym(X) then Y and Z are the domain and range of ϕ
denoted domϕ and ranϕ, respectively. The common size |domϕ| = |ranϕ|
of the sets domϕ and ranϕ is called the rank of ϕ. The multiplication on
PSym(X) is the usual composition of partial maps defined for a pair of partial
permutations ϕ1 : Y1 → Z1 and ϕ2 : Y2 → Z2 to be the partial permutation
ϕ2ϕ1 : ϕ

−1

1
(Z1 ∩ Y2) → ϕ2(Z1 ∩ Y2) where (ϕ2ϕ1)(x) = ϕ2(ϕ1(x)) for any x ∈

ϕ−1

1
(Z1 ∩ Y2). For every ϕ ∈ PSym(X), the inverse of ϕ in PSym(X) is just

the usual inverse ϕ−1 of the bijection ϕ : domϕ → ranϕ. The identity element
of PSym(X) is the identity map idX on X, and PSym(X) also has a zero
element, the empty map id∅. It is clear that if Γ is a graph, a digraph, or an
edge-colored digraph then PAut(Γ) is an inverse submonoid of PSym(V (Γ)).
For further details on Inverse Monoids see [10].

3 Partial Automorphism Monoid

In this section we review the results for Partial Automorphism Monoids of
combinatorial structures. Let (V,F) be a combinatorial structure and U ⊆ V .
The block system F

′ of the substructure induced by U , (U,F′), is the system of all
blocks F ∈ F that are subsets of U . A partial automorphism of a combinatorial
structure (V,F) is an isomorphism between two induced substructures of (V,F).
The set of all partial automorphisms of C = (V,F) is denoted PAut(C) and
PAut(C) ≤ PSym(V ). In particular for graphs, a partial automorphism of a
graph is an isomorphism between its two induced subgraphs.

One source of motivation to study partial automorphisms comes from the
graph theory. As an example, we mention the long-standing open problem
called Graph Reconstruction Conjecture, first introduced in [8]:
Given a finite graph Γ = ({v1, . . . , vn}, E) of order n, let the deck of Γ, Deck(Γ),
be the multiset consisting of the subgraphs Γ − vi (1 ≤ i ≤ n) induced by
n− 1 vertices of Γ. The Graph Reconstruction Conjecture predicts the unique
‘reconstructability’ of any graph Γ of order at least 3 from its Deck(Γ). In other
words, the multisets Deck(Γ1) and Deck(Γ2) coincide if and only if Γ1

∼= Γ2 for
any pair of graphs Γ1,Γ2 of order at least 3. This problem is closely related
to partial automorphisms. Namely, any two induced subgraphs Γ − vi and
Γ − vj (i ̸= j) admit at least one partial isomorphism ϕ with domain of size
n−2, the ‘identity’ isomorphism, between (Γ−vi)−vj and (Γ−vj)−vi. Clearly,
if Γ−vi and Γ−vj admit exactly one partial isomorphism ϕ with domain of size
n − 2, Γ is reconstructable from Γ − vi and Γ − vj alone, by identifuing v and
ϕ(v), for each v in the domain of ϕ. Furthermore, two induced subgraphs Γ−vi
and Γ− vj of Γ (or sometimes the vertices vi, vj) are said to be pseudo-similar
if Γ − vi ∼= Γ − vj, but no automorphism of Γ maps vi to vj and Γ − vi to
Γ − vj. Using the language of partial automorphisms: Γ − vi and Γ − vj are
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pseudo-similar, if PAut(Γ) contains a partial automorphism mapping Γ− vi to
Γ−vj that cannot be extended to a full automorphism of Γ. It has been claimed
in [9] that the Graph Reconstruction Conjecture holds for graphs containing no
pseudo-similar vertices.

In the rest of this section, we address two closely related classification prob-
lems concerning the partial automorphism monoids of graphs, digraphs and
edge-colored digraphs. For related concepts and details of proofs see [7].

In Theorems 3.1 and 3.2, we characterize those inverse submonoids S of the
inverse monoid PSym(X) which admit the existence of a graph, digraph or
edge-colored digraph Γ with set of vertices X, such that the partial automor-
phism monoid PAut(Γ) is equal to S.

Theorem 3.1. [Partial automorphism monoids of graphs] Given an inverse
submonoid S ≤ PSym(X), where X is a finite set, there exists a graph with
vertex set X whose partial automorphism monoid is S if and only if the following
conditions hold:

1. S is a full inverse submonoid of PSym(X),

2. for any compatible subset A ⊆ S of rank 1 partial permutations, if S
contains the join of any two elements of A, then S contains the join of
the set A,

3. the rank 2 elements of S form at most two -classes,

4. the -classes of rank 2 elements are nontrivial.

Theorem 3.2. [Partial automorphism monoids of edge-colored digraphs] Given
an inverse submonoid S of X, where X is a finite set, there exists an edge-colored
digraph Γ = (X,E1, . . . , El) whose partial automorphism monoid PAut(Γ) is
equal to S if and only if the following conditions hold:

1. S is a full inverse submonoid of X,

2. for any compatible subset A ⊆ S of rank 1 partial permutations, if S

contains the join of any two elements of A, then S contains the join of
the set A.

These results are reminiscent of the more specialized problem from the group
theory of the classification of the finite groups that admit a Graphical Regular
Representation (GRR) - see Section 1.

Building on Theorems 3.1 and 3.2, we give a similar description in Theorems
3.3 and 3.4 for the finite inverse monoids which are isomorphic to partial au-
tomorphism monoids of finite graphs, digraphs or edge-colored digraphs. The
transition between the partial permutation case and the abstract case is pro-
vided by a slightly altered version of the Munn representation.
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Theorem 3.3. [Partial automorphism monoids of graphs, up to isomorphism]
Given a finite inverse monoid S, there exists a finite graph whose partial au-
tomorphism monoid is isomorphic to S if and only if the following conditions
hold:

1. S is Boolean,

2. S is fundamental,

3. for any subset A ⊆ S of compatible 0-minimal elements, if all 2-element
subsets of A have a join in S, then the set A has a join in S,

4. S has at most two D-classes of height 2,

5. the H-classes of the height 2 D-classes of S are nontrivial.

Theorem 3.4. [Partial automorphism monoids of edge-colored digraphs, up to
isomorphism] Given a finite inverse monoid S, there exists a finite edge-colored
digraph whose partial automorphism monoid is isomorphic to S if and only if
the following conditions hold:

1. S is Boolean,

2. S is fundamental,

3. for any subset A ⊆ S of compatible 0-minimal elements, if all 2-element
subsets of A have joins in S, then the set A has a join in S.

It turns out that the class of finite inverse monoids arising as partial au-
tomorphism monoids of (edge-colored di)graphs is very restrictive. This is in
contrast to the result of Frucht (Section 1, Theorem1.1).

There were several attempts to establish Frucht type of results in the setting
of inverse semigroups. One has been obtained in [11].

Theorem 3.5 (Nemirovskaya 1997). If S is a finite inverse semigroup, then
there exists a weighted graph Γ such that S ∼= PAutω(Γ).

In [11], it is proved that every finite inverse semigroup is isomorphic to
the partial weighted automorphism monoid of a finite weighted graph, where
a weighted graph is a graph whose vertices are assigned values from a lower
semilattice, and a partial weighted automorphism is a partial graph automor-
phism, which preserves the weights of the vertices, and whose domain and
range are required to be maximal sets of vertices with the property that their
weights form a principal order ideal in the semilattice of weights. Given an
inverse monoid S, the first step of the proof in constructing the appropriate
weighted graph is to consider the Cayley color graph Γ of S, and to show that
the Wagner–Preston representation of S consists of partial automorphisms of
the edge-colored digraph Γ.
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The latter result [14] states that the partial automorphisms of the Cayley
color graph of an inverse semigroup, whose domains and ranges are maximal
sets of vertices where each element can be reached from a unique vertex, form
an inverse monoid isomorphic to the original inverse monoid.

Theorem 3.6 (Sieben 2008). The inverse semigroup of partial automorphisms
of the Cayley color graph of an inverse semigroup is isomorphic to the orig-
inal inverse semigroup.

4 Hypergraphs

In this section, we consider k-uniform hypergraphs, called k-hypergraphs, and
briefly review our results for Regular Representations on Hypergraphs problem.

Problem 4.1. Classify finite groups G that admit a regular representation as
the full automorphism group of some k-hypergraph.

We ask which finite groups G admit a k, 0 ≤ k ≤ |G|, such that there exists
a set of k-hyperedges H ⊆ Pk(G) with the property that the full automorphism
group of the k-hypergraph (G,H) acts regularly on G.

A hypergraph Γ = (V,H) consists of a set V and a collection H of subsets
of V . A hypergraph is said to be k-uniform if all the subsets in H are of the
size k, i.e., H ⊆ Pk(V ). We will call the elements from H hyperedges, or more
specifically, k-hyperedges of Γ. The automorphism group of a k-hypergraph
Γ = (V,H), denoted Aut(Γ), is the group of permutations of V that preserve
the k-hyperedges, i.e., permutations ϕ ∈ SymV with the property ϕ(H) ∈
H, for all H ∈ H. A finite group G admits a regular representation as the
full automorphism group of a k-uniform hypergraph if there exists a set of k-
hyperedges H ⊆ G for which Aut(G,H) = GL.

Our results mostly concern the case k = 3. The case k = 2 is the original
GRR problem (Section 1, Theorem 1.2).

The more general case of this question concerning hypergraphs with hyper-
edges of varying sizes has already been settled in [6], where it has been shown
that a hypergraph (but not necessarily a k-uniform hypergraph) whose full au-
tomorphism group is equal to the left regular representation GL of G exists
for all finite groups but Z3, Z4, Z5, and Z

2

2
. The results in [6] rely heavily on

the hyperedges being of varying sizes, and thus mimic the situation in DRR
(Section 1).

For the case of cyclic groups, we have the following theorem.

Theorem 4.2. A cyclic group Zn, n ≥ 6, admits a regular representation on a
k-uniform hypergraph (Zn,H) if and only if 3 ≤ k ≤ n− 3.

We now introduce the following generalization of Cayley graphs.
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Let G be a group, and let X1, X2, . . . , Xk−1 be subsets of G that do not
contain the identity 1G. The Cayley k-hypergraph Ck(G;X1, X2, . . . , Xk−1) is
the incidence structure (G,H) with H being the set of all k-subsets of the form

{g, gx1, gx1x2, . . . , gx1x2 . . . xk−1},

g ∈ G, and xi ∈ Xi, for 1 ≤ i ≤ k−1. Note that we require that the blocks have
exactly k vertices, i.e., all the group elements g, gx1, gx1x2, . . . , gx1x2 . . . xk−1

must be different.
The automorphism group of a k-hypergraph Ck(G;X1, X2, . . . , Xk−1) is re-

lated to the groups Aut(C(G,Xi)). Since graph automorphisms preserve k-arcs,

Aut(C(G,X)) ≤ Aut(Ck(G;X,X, . . . , X)).

The next lemma presents sufficient conditions for this inclusion to be an identity.
The girth of a graph Γ = (V,E) is the number of edges in a smallest cycle in Γ.

Lemma 4.3. Let k ≥ 2 be an integer, and C(G,X) be a Cayley graph of girth
g > 2k − 2 and valency |X| > k − 1. Then

Aut(C(G,X)) = Aut(Ck(G;X,X, . . . , X)).

The proof of this lemma uses the fact that graphs of large girth are locally
isomorphic to trees.

Corollary 4.4. If a finite group G admits a GRR of girth g > 2m − 2 and
valency r, then G can be regularly represented as the full automorphism group
of some k-hypergraph for all 2 ≤ k ≤ min{m, r − 1}.

In particular, any finite group G that admits a GRR of degree at least 4 and
not containing 3- or 4-cycles, admits a 3-uniform regular representation.
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Abstract

In this extended abstract we briefly recall some of our previous results on the
Fibonacci words then we expose our hypothesis on the origin of the Fibonacci
numbers. In this way we present a personal survey on these very important
precious mathematical objects given us as a gift by Fibonacci, by Knuth and,
perhaps, even by the Pythagorean School active in Crotone in the south of Italy
from the 6th to the 4th century BC.

Keyword: Common measure, Golden Ratio, Fibonacci Numbers.

Introduction. Let be ϕ : {a, b}∗ → {a, b}∗ the morphism (see [5] and [6])
defined as follows {a, b}:

ϕ(a) = ab, ϕ(b) = a.
Put f0 = b and, for each n ≥ 0,

fn+1 = ϕ(fn).
In particular, we have: f1 = a, f2 = ab, f3 = aba, f4 = abaab, f5 = abaababa,

f6 = abaababaabaab, f7 = abaababaabaababaababa . . . . It is clear that, for each
n ≥ 2, fn is the product (concatenation) fn−1fn−2 of fn−1 and fn−2. Also, for
each n ≥ 0, |fn| is the n-th element Fn of the sequence of Fibonacci numbers
F0 = 1, F1 = 1, F2 = 2, F3 = 3, F4 = 5, F5 = 8, F6 = 13, F7 = 21 . . . Note
that, for each n ≥ 1, fn is a prefix of fn+1.

There exist a unique infinite word, the Fibonacci infinite word f , such that,
for each n ≥ 1, fn is a prefix of f and we have

f = abaababaabaababaababaabaababaabaababaababa . . . .

In order to underline the importance of the Fibonacci word, we recall that in
the first book on combinatorics on words [7] (of which we are responsible for the
chapter “Repetitive mappings and morphisms”) the Fibonacci word appears in
the first chapter.
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Now, for each n ≥ 2, denote gn the product fn−2fn−1 and denote hn the
longest common prefixe of fn and gn. In particular, we have: g2 = ba, g3 = aab,
g4 = ababa, g5 = abaabaab, . . . and h2 = 1, h3 = a, h4 = aba, h5 = abaaba . . . .

In our “Doctorat d’État ès sciences” we pointed out the importance of the
the following three properties of the factors of Fibonacci word:

1) For all n ≥ 2, hnab is a conjugate of hnba.
2) It is clear that the first occurrence of palindrome a is in the central

position in the palindromic a prefix of f ! The first occurrence of the palindrome
b is in the central position in the palindromic prefix h4 = aba of f , the first
occurrence of aa is central in h5 = abaaba, . . . .

3) The factors aa, aab, aaba are respectively are the smallest ones in the
lexicographic order among the factors of f of length 2, 3, 4 ...

Properties 1-3, indeed, are very useful for the study of Sturmian and epistur-
mian words. Drawing inspiration from Property 1), we proved in [16]: a word
w is a palindromic prefix of a standard sturmian word if and only if wab ∼ wba.
Property 2) leads to the definition of episturmian words on which many articles
have been written. Property 3) is at the origin of several results on Sturmian
and episturmians words.

Now here we quickly give some information about our results by choosing
just a few examples and reserving a more detailed review of the works in the
complete version of this paper.

For example, in [19] we consider the smallest and the greatest factors with
respect to the lexicographic order and we associate to each infinite word r

two other infinite words min(r) and max(r). We prove that the inequalities
as ≤ min(s) ≤ max(s) ≤ bs characterize standard Sturmian words (proper
ones and periodic ones) and that the condition for any x ∈ A and lexicographic
order < satisfying x = min(A) one has xs ≤ min(s) characterizes standard
episturmian words.

With slight changes we recall here the summary of [11]: Many papers are
concerned with the existence of integer powers in “long enough” words or in
infinite words; a classical combinatorial property is wether a given infinite word
is k power-free or not, with k natural number. No word on a two letters alphabet
can avoid a square but it is well known that the Thue infinite word t on a two
letter alphabet does not contain cubes and that the Thue infinite word m on
a three letter alphabet does not contain squares. The notion of overlap-free
word and more generally the notion of fractional power are considered in many
papers. In this paper we prove that the Fibonacci infinite word contains no
fractional power with exponent greater than

2 + 1+
√
5

2
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and that for any real number ϵ > 0 the Fibonacci infinite word contains a
fractional power with exponent greater than

2 + 1+
√
5

2 − ϵ

To our knowledge this is the first time that this property for a non rational
value is looked for in a given infinite word. The main result of [11] generalizes

a result of Karhumäki, [4].

With slight change we also recall here the summary of [1]: An infinite word
is Sturmian if and only if, for any integer n, the number of distinct words of
length n occurring in it is n + 1. A palindrome is a word that can be read
indistinctly from left to right or from right to left. We prove that word s is
Sturmian if and only if, for each n, the number of palindromes of length n

occurring in s is 1 when n is even and 2 when n is odd.
In [12], dedicated to Giovanni Prodi, we study the fractional powers of f

with exponent greather than (2 + Φ)/2 and we improve some previous results:

the above recalled result of Karhumäki, a result of Séébold [26] and also the

previous one of Mignosi and Pirillo [11]. In the complete paper we better explain

that the fractional power with exponent greater than (2 + Φ)/2 can always be

extended at a least to a square.

In [20] we present a new characterization of circular code that is a notion

studied in theoretical biology and also in several of our articles. The subject is

intimately related with the notion of Fibonacci word and presented during an

invited talk in Workshop on Fibonacci Words in Turku in 2006.

In [17], in memoriam Gian-Carlo Rota, we present several examples of prop-

erties of Fibonacci word. Using the words of Jean-Paul Allouche we try to show
that “reasonable” properties of the Fibonacci word extend to all Sturmian words.

In [14], we prove that the factors of f of some factorizations are codes (in

the sense of the variable length code theory). For example, let f = u0u1u2 . . .

a factorization of f as a product of finite and non-empty words: if the length

of ui is F2i+1 [resp. F2(i+1)] then the ui (i ≥ 0) form a prefix code.

The Pythagorean origin of Fibonacci numbers. In this section we

summarize our paper [24]. It is well known that, given three consecutive Fi-

bonacci numbers Fi ≤ Fi+1 < Fi+2, the following Cassini identity FiFi+2 −
F 2
i+1 = (−1)i holds.

We point out that, in our opinion, this identity is, in a sense, a “translation”

of the exact Pythagorean identity between the side b and the diagonal a of

regular pentagon b(b + a) = a2. (The details are in [24] and, will be repeted

in the complete version of this paper.) More precisely, our opinion is that the

discovery of incommensurability and of the previous equalities came “almost

simultaneously”, most likely first the Pythagorean identity and immediately

after the Cassini identity.
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We introduce a definition which will be crucial in the rest of the paper.

Definition 1. Let β a positive integer. When there exists a positive integer α

such that, for some non-negative integer γ, the equality
β(β + α)− α2 = (−1)γ

holds, then we say that β is a Hippasus number and that α is a Hippasus

successor of β.

The following proposition holds

Proposition 1. Any Hippasus number is a Fibonacci number.

The following lemmas allow us to prove the following Proposition 2

Lemma 1. The number 1 is a Hippasus number and 1 itself is one of its Hip-
pasus successor.

Lemma 2. The number 1 has also 2 as a Hippasus successor.

Lemma 3. No positive integer different from 1 and 2 is a Hippasus successor
of 1.

Lemma 4. A Hippasus number greater than 1 has a unique Hippasus successor.

Lemma 5. Let β be a Hippasus number and α be a Hippasus successor of β.
Then α− β ≤ β.

Lemma 6. Let β be a Hippasus number and α be a Hippasus successor of β

with α > β. Then α − β is a Hippasus number and β is a Hippasus successor

of α− β.

Lemma 7. Let β ≥ 1 be a Hippasus number and α a Hippasus successor of β.
If α− β = β then α− β = 1, β = 1 and α = 2.

Proposition 2. Any Hippasus number is a Fibonacci number.

Hence we have

Proposition 3. A positive integer is a Hippasus number if, and only if, it is a
Fibonacci number.
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1 Introduction

In 2013, Frid, Puzynina and Zamboni [7] introduced the palindromic length of a
finite word w, denoted by |w|pal, as the minimum number of palindromes whose
concatenation is equal to w. They conjectured that if there is a constantK such
that the palindromic length of every factor in an infinite word u is bounded by
K, then u is eventually periodic. Formally, defining for a given infinite word u

the function pal
u
: N → N by

pal
u
(n) := max{|w|pal : w is a factor of length n in u},

the conjecture is that if u is not eventually periodic, then lim sup
n→∞ pal

u
(n) =

+∞. The authors of [7] proved the conjecture for infinite words which do not
contain an r-power for some positive integer r. In particular, the conjecture is
true for any aperiodic fixed point of a primitive morphism, as such fixed points
have bounded powers [11]. In fact, the general Theorem 8 in [7] ensures un-
bounded palindromic length for any infinite word satisfying the so-called (k, l)-
condition. It is likely that with the results of [9] one can show that a fixed point
u of any morphism (not necessarily primitive) satisfies lim sup

n→∞ pal
u
(n) =

+∞. Later, Frid [6] showed that Sturmian words have unbounded palindromic
length even if they contain unbounded powers. Palindromic length of Sturmian
words is studied also in [2]. It is shown that pal

u
can grow arbitrarily slowly. For

other infinite words besides Sturmian words and bounded-repetition words the
conjecture of lim sup

n→∞ pal
u
(n) = +∞ remains open. A contribution to the

question was given by Saarela [13] who showed that if the palindromic length
is unbounded for factors, it is unbounded also for prefixes. Theorem 7 of [13]
implies that the ratio of respective bounds is at most 2.
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We study palindromic length of factors of fixed points of primitive mor-
phisms. Here, as we have stated above, the palindromic length in unbounded,
whenever the fixed point is not eventually periodic. The main results of this
contribution are formulated as Proposition 7 and Theorem 8. We prove that
for any primitive morphism ϕ from the class P there is a constant K > 0 such
that the palindromic length of every factor w in the language of ϕ is less than
or equal to K ln |w|. We also provide a method of estimating the constant K.

2 Preliminaries

Let A be a finite set called alphabet, its elements are called letters. A word
w = w1 · · ·wn (over A) is a finite sequence of elements in A, its length (the
number of its elements) is denoted by |w| = n. The notation |w|a is used for
the number of occurrences of the letter a in w. The empty word – unique word
of length zero – is denoted by ε. The concatenation of words v = v1 · · · vk and
w = w1 · · ·wl is vw = v ·w = v1 · · · vkw1 · · ·wl. The set of all finite words over A
equipped with the operation concatenation of words is a free monoid, denoted
by A∗.

For a word w = w1 · · ·wn we define its mirror image as ←−w = wn · · ·w1. A
word w is called palindrome if w = ←−w . The palindromic length of a word w,
denoted by |w|pal, is the smallest number K of palindromes p1, . . . , pK such that
w = p1 · · · pK , i.e., the minimal number of palindromes whose concatenation is
equal to w. For convenience, we define |ε|pal = 0.

An infinite sequence of letters u = (ui)i≥1 in A is called infinite word. The
set of all infinite words over A is denoted AN. The word u ∈ AN is said to be
eventually periodic if it is of the form u = vzω, where v, z ∈ A∗, z ̸= ε and
zω = zzz · · · .

A factor of a (finite of infinite) word w is a finite word v such that w = w1vw2

for some words w1, w2. If w1 = ε then v is called a prefix of w, if w2 = ε then
v is called a suffix of w. The set of all factors of an infinite word u, called the
language of u, is denoted by L(u).

A morphism of the free monoid A∗ is a map ϕ : A∗ → A∗ such that ϕ(vw) =
ϕ(v)ϕ(w) for all v, w ∈ A∗. A morphism of A∗, where A = {a1, . . . , ar}, is
called primitive if there is a constant K such that ϕK(ai) contains aj for every
i, j ∈ {1, . . . , r}. The action of the morphism ϕ is naturally extended to infinite
words by concatenation, in particular, we have

ϕ(u0u1u2 · · · ) = ϕ(u0)ϕ(u1)ϕ(u2) · · ·

An infinite word u is called a fixed point of the morphism ϕ if u = ϕ(u).
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Clearly, a morphism ψ can have several different fixed points, however, if ψ is

primitive then all its fixed points have the same language, denoted L(ψ).
Let A = {a1, . . . , ar} and let ψ be a morphism of A∗. The incidence matrix

of ψ is the r × r matrix Mψ given by [Mψ]ij = |ψ(aj)|ai.

3 Morphisms in class P

Definition 1. A primitive morphism ψ : A∗ → A∗ belongs to class P if there

is a palindrome p ∈ A∗ such that for each a ∈ A

ψ(a) = pqa, where qa ∈ A∗ is a palindrome. (1)

Example 1. The Fibonacci morphism ϕF : a 7→ ab, b 7→ a belongs to class P ;

Equation (1) is fulfilled for p = a, qa = b, qb = ε.

Example 2. The Thue-Morse morphism ϕTM : a 7→ ab, b 7→ ba does not belong

to class P , however, its square ϕ2
TM : a 7→ abba, b 7→ baab does (p = ε, qa =

abba, qb = baab).

The following simple observation is due to Hof, Knill and Simon [8].

Observation 2. Let ψ be a primitive morphism in the form (1) and let u be a
fixed point of ψ. Then

i) if w ∈ L(ψ) then ψ(w)p ∈ L(ψ),

ii) if w is a palindrome then ψ(w)p is a palindrome.

By repeated application of Observation 2, one obtains the following corol-

lary, which was first shown in [8].

Corollary 3. The language of a fixed point of a morphism in class P contains
infinitely many palindromes.

In fact, as was noticed in [1], the same statement as Corollary 3 is valid for

fixed points of morphisms that are not in class P by themselves, but some of

their conjugates is, see Definition 4 below. The reason for that is that languages

of infinite words fixed by conjugated primitive morphisms coincide.

Definition 4. Morphisms ψ1, ψ2 : A
∗ → A∗ are said to be conjugated, denoted

by ψ1 ∼ ψ2, if there is a word w ∈ A∗ such that either ψ1(a)w = wψ2(a) for

every a ∈ A or wψ1(a) = ψ2(a)w for every a ∈ A.

The proof of the following fact can be found for example in [1].
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Proposition 5. Let ψ1 be a primitive morphism and let ψ2 be conjugated with
ψ1. Then L(ψ1) = L(ψ2).

In [1] the authors also make the observation that any morphism of class P is

conjugated to a morphism of the form (1) where the palindrome p is either the

empty word or a single letter. From now on, in view of Proposition 5, we will

only consider morphisms in class P of this form. The following lemma shows

how palindromic length of a finite word changes under application of such a

morphism.

Lemma 6. Let ψ : A∗ → A∗ be a morphism in class P in the form (1).

i) If p = ε, then |ψ(w)|pal ≤ |w|pal for every w ∈ A∗.

ii) Suppose |p| = 1. If |w|pal is even then |ψ(w)|pal ≤ |w|pal, otherwise
|ψ(w)|pal ≤ |w|pal + 1.

iii) If |ψ(w)|pal = |w|pal + 1 then |ψ2(w)|pal ≤ |ψ(w)|pal.

The above lemma states that by applying a morphism ψ of class P to a

word, palindromic length can increase by at most one, and this happens only

at alternating iterations of the morphism ψ. With this knowledge, we can find

an estimate on the growth of the palindromic length pal
u
(n).

Proposition 7. Let ψ : A∗ → A∗ be a morphism in class P such that for each
a ∈ A it holds that ψ(a) = pqa, where p ∈ {ε} ∪ A and qa is a palindrome. Let
us denote

C := max{|x|pal : ∃ a ∈ A, x is a proper prefix of qa}.

Then for a fixed point u of ψ we have

lim sup
n→∞

pal
u
(n)

lnn
≤

2C + 3
2
|p|

ln Λ
,

where Λ is the dominant eigenvalue of the incidence matrix of ψ.

Proposition 7 provides an upper estimate on the palindromic length pal
u
(n)

for any fixed point u of any morphism of class P . The result is valid indepen-

dently of the size of the alphabet. Reducing our consideration to binary infinite

words, we recall the result of Bo Tan [14]. He shows that any binary morphism

ϕ producing a fixed point with infinitely many palindromes is either itself con-

jugated to a morphism in class P , or this can be said about its second iterate

ϕ2. This allows us to formulate a summarizing corollary to our Proposition 7.
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Theorem 8. Let u be a fixed point of a primitive morphism over a binary
alphabet. Then there is a constant K > 0 such that either

pal
u
(n) ≤ K lnn for all n ∈ N,

or
pal

u
(n) ≥ Kn for all n ∈ N.

Note that on morphisms over an alphabet with more than two letters, one

cannot prove a result as strong as that of Bo Tan [14]. A counterexample was

given on a ternary morphism in [10].

4 Fibonacci and Thue-Morse words

Let us provide an upper bound on the constant K of Theorem 8 for the Fi-

bonacci word f and for the Thue-Morse word t.

The Fibonacci word. The Fibonacci morphism ϕF : a 7→ ab, b 7→ a belongs

to class P (cf. Example 1). Since its fixed point, the Fibonacci word f , is a

Sturmian word, it follows from the result by Frid [6] that lim sup
n→∞ pal

f
(n) =

+∞.

Let us apply Proposition 7 in this case. Obviously p = a and C = 0 and

the dominant eigenvalue of the incidence matrix ( 1 1
1 0 ) of ϕF is the golden mean

τ = 1+
√
5

2 . Therefore

lim sup
n→∞

pal
f
(n)

lnn
≤

3

2 ln τ
. (2)

The Fibonacci word f is also the fixed point of ϕ3
F

: a 7→ abaab, b 7→ aba.

Consider morphism ψ : a 7→ ababa, b 7→ aba. Taking w = aba, we see that

ϕ3
F
(a)w = abaababa = wψ(a), ϕ3

F
(b)w = abaaba = wψ(b),

which by Definition 4 means that ϕ3
F
∼ ψ. According to Proposition 5, we have

L(ϕ3
F
) = L(ψ). Let us apply Proposition 7 to ψ. Obviously p = ε and C = 2.

The dominant eigenvalue of Mψ is τ 3. Therefore

lim sup
n→∞

pal
f
(n)

lnn
≤

4

3 ln τ
, (3)

which gives a better estimate than (2).

If we use ψ2 : a 7→ ababaabaababaabaababa, b 7→ ababaabaababa, which also

fixes the Fibonacci word, we have p = ε, C = 3, and Λ = τ 6. This improves the
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constant in estimate (3) to 1
ln τ

. Making similar considerations for ψk, k ≤ 13,

we obtain that K ≤ 2(k+1)

3k ln τ
. This makes us conjecture that

lim sup
n→∞

pal
f
(n)

lnn
=

2

3 ln τ
.

Let us remark that Frid [5] investigated the palindromic length only of

prefixes of the Fibonacci word. Proposition 3 of [5] implies an upper bound

ln(n)/3 ln(τ) for the palindromic length of a prefix of length n. Together with

Saarela’s Theorem 7 of [13] it would prove our conjecture lim sup
n→∞ pal

u
(n) ≤

2 ln(n)/3 ln(τ). The proof of Frid’s Proposition 3 has however not been pub-

lished yet.

Frid also conjectures that the prefix w(k) of the Fibonacci word whose length

written in the Zeckendorf numeration system is (|w(k)|)F = (100)2k−1101 has

|w(k)|pal = 2k + 1. Should this conjecture be valid, it would imply that

lim sup
n→∞

pal
f
(n)

lnn
≥

1

3 ln τ
.

The Thue-Morse word. Let us consider the Thue-Morse word t, i.e., the

fixed point of the morphism ϕ2
TM

: a 7→ abba, b 7→ baab (cf. Example 2).

Similarly to the case of the Fibonacci word we are interested in the constant K

where lim sup
n→∞

pal
t
(n)

lnn
≤ K.

Applying Proposition 7 to ϕ2
TM

, where Λ = 4, C = 2, p = ε, we get K ≤ 4
ln 4

.

Further iteration of the procedure in Proposition 7 with ϕ2k
TM

for k ≤ 13 show

that K ≤ (3 + 1
k
) 1
ln 4

. This leads us to conjecture that

lim sup
n→∞

pal
t
(n)

lnn
=

3

ln 4
.

5 Open problems

The palindromic length of finite and infinite words has been introduced in

2013 [7]. Since then, several groups of authors focused on the design of fast

algorithms for computing the minimal palindromic factorization, see e.g. [4, 12,

3]. On the other hand, an analytic study of the palindromic length is still in

its beginnings. Let us formulate several open questions which we consider of

interest.

i) According to [1], any morphism from the class P can be conjugated to

the form a 7→ pqa for every a ∈ A where p is a palindrome of length 1
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or the empty word. When studying palindromic length of the Fibonacci
and Thue-Morse word, we have conveniently considered a power of the
morphism that could be conjugated to a morphism in which the image
of every letter is a palindrome, i.e., p = ε. According to our knowledge,
question on determining for which morphisms such a power exists, has
not been considered yet. Both the the Fibonacci and the Thue-Morse
morphism have this nice property, but we do not see why this would be
true in general.

ii) In the study of the growth of pal
u
(n) we provide a method of finding

an upper bound on the constant K, in the estimate pal
u
(n) ≤ K lnn,

which is valid for any fixed point u of any morphism in class P . On the
other hand, the proof of Theorem 1 in [7] implies a super-exponential
upper bound to the minimum length of a prefix not decomposable to k

palindromes, which gives a very rough lower bound on pal
u
(n). Frid [5]

has focused on improving the lower bound on the palindromic length.
Her study is specific for the Fibonacci word f . She states a conjecture
describing the prefixes w of f having palindromic length |w|pal strictly
bigger than all the shorter prefixes of f .

iii) The validity of the conjectured lower bound of Frid [5] would imply that

lim sup
n→∞

pal
f
(n)

lnn
≥

1

3 ln τ
.

Our computations (cf. Section 4) suggest that lim sup should have a bigger
value. This is probably caused by the fact that Frid only considers the
palindromic length of prefixes of the Fibonacci word. It may be the case
that bigger palindromic length is achieved on factors that are not prefixes
of f . We do not have candidates for such factors. It should be mentioned
that Saarela [13] shows equivalence between the unboundedness of the
palindromic length when taken over the factors and considering only the
prefixes. This, however, does not mean that the growth of the function
depending on n should be equal.

Acknowledgments

This work was supported by the project CZ.02.1.01/0.0/0.0/16 019/0000778
from European Regional Development Fund. We also acknowledge financial
support of the Grant Agency of the Czech Technical University in Prague,
grant No. SGS17/193/OHK4/3T/14.

159
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Subshifts are sets of colorings of a group G avoiding some family of forbidden
finite patterns. They have first been introduced, for G = Z, as a way of discretiz-
ing dynamical systems on compact spaces. SFTs correspond to the particular
case when only finitely many patterns are forbidden; they are used in information
theory to model data streams with coding constraints. When G = Z

2, SFTs turn
out to be, up to recoding, the sets of colorings defined by some Wang tiles, and
a tool to study decidability questions. When G is the free group, subshifts can
be seen as sets of colorings of a tree; the case of the free monoid is known to
correspond to the so-called tree languages, and SFTs to tree automata [1–3].

Subshifts are hence both a means to model complex systems, and to provide
complete problems for a wide range of complexity and computability classes.

An automorphism of a subshift X is a shift-invariant continuous bijection from
X onto X, or equivalently a reversible cellular automaton on X. Understanding
the automorphism group of a subshift can be seen as a way to understand how
constraints over the “physical space” (the possible configurations) restrict the in-
teractions between the cellular automata that act on them.

Little is known about automorphism groups of subshifts in general, besides
that they are countable. As an example of our ignorance, it is a long-standing
open problem whether the automorphism groups of the 2-symbol full shift and of
the 3-symbol full shift are isomorphic.

Many results have nevertheless been recently reached, for G = Z, in two kinds:

• The automorphism group of some large subshifts (positive-entropy SFTs,
. . . ) is rich [4]: it contains all finite groups, finitely generated abelian
groups, countable free and free abelian groups, . . . This means that when you
pick some reversible cellular automata over these subshifts, they can have
very complex interactions. In [5], it is proved that periodicity of cellular
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automata is undecidable, which can be interpreted as the torsion problem
for the automorphism group of these subshifts.

• The automorphism group of some small subshifts (small complexity func-
tion, substitutive, . . . ) is poor [6–8]: in the most extreme case, it is proven
to be virtually Z, which means that every reversible cellular automaton is
essentially the shift (up to finitely many local permutations).

With G = Z
d when d ≥ 2, computability has played a central role in the

study of SFTs. From a computability point of view, it is noted in [9] that their
automorphism groups have a computably enumerable word problem (which is
formalized in a general setting in Theorem 3). The word problem essentially
corresponds to picking up a reversible cellular automaton rule over this subshift,
and asking whether it is equal to the identity. We show that it can be arbitrarily
complex: for any given computably enumerable degree, one can construct an
SFT the automorphism group of which has a word problem with this degree
(Corollary 6).

1 Preliminaries

1.1 Computability

Computability problems are naturally defined over N, but can easily be extended
through subsets of it, cartesian products or disjoint union (by canonically injecting
N in sets of tuples). For example, if G ⊂ N, then the set G

∗ of tuples admits a
simple injection into N. Let us fix a (computable) countable set I , that we can
identify to integers.

Let us define the following reducibility notions, for X, Y ⊂ I :

1. X is enumeration-reducible to Y , X ≤e Y , if: from any x and any integer
i ∈ N, one can compute a finite set Yi(x) such that x ∈ X if and only if
∃i ∈ N, Yi(x) ⊂ Y .

2. X is positive-reducible to Y , X ≤p Y , if: from any x, one can compute
finitely many finite sets Y0(x), . . . , Yn−1(x) such that x ∈ X if and only if
∃i < n, Yi(x) ⊂ Y .

3. X is one-one-reducible to Y , X ≤1 Y , if, X ≤m Y and the corresponding
φ is one-to-one.

See [10] for a reference on computability-theoretical reductions.
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1.2 Monoids and groups

We will deal with countable monoids M = G
∗/R, where G ⊂ N, G∗ is the free

monoid generated by symbols from G and R is a monoid congruence1. The monoid
is always implicitly endowed with its generating set G (later, some problems may
depend on the presentation). Each element of the monoid is represented by a
word u ∈ G

∗, but the representation is not one-to-one (except for the free monoid
itself). We note i =M j if π(i) = π(j) and π : G

∗ → M is the natural quotient
map.

It is also clear that the concatenation map, which from any two words i, j ∈
G
∗ outputs i · j, which is one representative of the corresponding product, is

computable. We say that M is an effective group if, additionally, there is a
computable map ψ : G

∗ → G
∗ such that i · ψ(i) =M ψ(i) · i =M λ.

The equality problem of M, endowed with generating family G, is the set of
pairs

{
(i, j) ∈ (G

∗
)
2
∣∣ i =M j

}
, endowed with a natural enumeration so that we

can consider it as a computability problem.

1.3 Subshifts

Let A be a finite alphabet with at least two letters, and M a group (most of
the following should be true if M is a cancellative monoid though). In a first
reading, the reader is encouraged to think of M as being Z: the results are not
significantly simpler in that specific setting (except those that mention 1D SFT).
A finite pattern w over A with support W = S(w) ⋐ G

∗ is a map w = (wi)i∈W ∈
A

W . An element of AM is called a configuration. Configurations can be seen as
colorings of the Cayley graph by the letters of A and patterns can be seen as
finite configurations. Depending on the context, note that, for g ∈ S(w), wg may
either be an element of A or a subpattern with support {g}. If g ∈ G

∗ and w

is a pattern, we will denote by σg(w) the pattern with support W · g such that
σg(w)i·g−1 = wi for all i ∈ S(w).

We are interested in A
M, which is a Cantor set, when endowed with the prodis-

crete topology, on whichM acts continuously by (left) shift: we note σi(x)j = xi.j
for i, j ∈M and x ∈ A

M. AM is thus called the full shift on alphabet A. A sub-

shift is a closed σ-invariant subset X ⊂ A
M. Equivalently, X can be defined as

the set XF :=
{
x ∈ A

M
∣∣ ∀i ∈M, ∀w ∈ F, ∃j ∈ S(w), xi·j ̸= wj

}
avoiding a lan-

guage F ⊂
⊔

W⋐G∗ A
W , which is then called a (defining) forbidden language. If F

can be chosen finite, the subshift is called of finite type (SFT); if it can be chosen
computably enumerable, it is called effective.

The language with support W ⋐ G
∗ of subshift X is the set LW (X) :=

1We could deal in the same way with semigroups, by prohibiting the empty word.
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{
(xπ(i))i∈W

∣∣ x ∈ X
}
; the language of X is L(X) =

⊔
W⋐G∗ LW (X), and its colan-

guage is the complement of it. The latter is a possible defining forbidden language.
If u ∈ LW (X), we define the corresponding cylinder

[u] =
{
x ∈ X

∣∣ ∀i ∈ W,xπ(i) = ui
}

.

1.4 Homomorphisms

Let X ⊂ A
M and Y ⊂ B

M be subshifts. Denote End(X, Y ) the set of homomor-

phisms (continuous shift-commuting maps) from X to Y , and Aut(X, Y ) the set
of bijective ones (conjugacies). We also note End(X) = End(X,X) the monoid of
endomorphisms of X , and Aut(X) = Aut(X,X) the group of its automorphisms.

If M is finitely generated, then homomorphisms correspond to block maps
(and endomorphisms to cellular automata), thanks to a variant of the Curtis-
Hedlund-Lyndon theorem [11].

Theorem 1. Let M be finitely generated. A map Φ from subshift X ⊂ A
M

into subshift Y ⊂ B
M is a homomorphism if and only if there exist a radius

r ∈ N and a block map φ : AG
≤r

→ B such that for every x ∈ A
M and i ∈ G

∗,

Φ(x)π(i) = φ(x|π(i·G≤r) ) (where the latter has to be understood with the obvious

reindexing of the argument).

Let us order the block maps φ : A
G
≤r

→ B by increasing radius r ∈ N,
and then by lexicographic order, so that we have a natural bijective enumeration

N →
⊔

r∈NB
A

G
≤r

(because A, B and G are finite). This gives in particular a
surjective enumeration N → End(AG

∗

,BG
∗

) and in general, a partial surjective
enumeration N′ ⊂ N→ End(X, Y ).

For the rest of the paper, let us assume that M is an effective group.

2 Equality problem is not too hard

Remark 2. Two distinct block maps φ, ψ : AG
≤r

→ A representing endomor-

phisms of X actually represent the same endomorphism if and only if for every

pattern u ∈ A
G
≤r

, φ(u) ̸= ψ(u) ⇒ u ∈ L(X)
C
.

This remark allows to establish that the equality problem is at most as complex
as knowing whether a pattern is in the colanguage.

Theorem 3. The equality problem in End(X) is positive-reducible to L(X)
C
.

Corollary 4.
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1. The equality problem is decidable, in the endomorphism monoid of any

subshift with computable language (for instance 1D sofic subshift, 1D sub-

stitutive subshift, minimal effective subshift, two-way space-time diagrams

of a surjective cellular automaton. . . ).

2. The equality problem is computably enumerable, in the endomorphism monoid

of any effective subshift (for instance multidimensional sofic subshift, sub-

stitutive subshift, limit set of cellular automaton. . . ).

3 Automorphism groups with hard equality prob-

lem

The purpose of this section is to prove a partial converse to Theorem 3: we can
build a subshift X for which the two problems involved are equivalent, however
complex they are.

Let X ⊂ A
M and Y ⊂ B

M be subshifts. For α : B → B and u ∈ A
M, let

us define the controlled map Cu,α as the homomorphism over X × Y such that
Cu,α(x, y)0 = (x0, α(y0)) if x ∈ [u]; (x0, y0) otherwise. Informally, Cu,α(x, y) ap-
plies α somewhere in y iff it sees u at the corresponding position in x. Denote also
π1 the projection to the first component, and σ

g

1
the shift of the first component

with respect to element g ∈M: σg

1
(x, y)0 = (xg, y0) for every (x, y) ∈ X × Y .

If a, b, c ∈ B, let us denote αabc : B → B the 3-cycle that maps a to b, b to c, c
to b, and any other symbol to itself. The following lemma corresponds essentially
to [12, Lemma 18] and shows that controlled permutations, no matter the size of
the control pattern u, can be expressed with a finite number of generators.

Theorem 5. Let X ⊂ A
M be a subshift and Y ⊂ B

M an αabc-permutable subshift

for every a, b, c ∈ B
′ ⊂ B, where |B′| ≥ 5. Then L(X)

C
is one-one-reducible to

the word problem in the subgroup of automorphisms of X × Y generated by σ
g

1

and Cu0,αabc
for g ∈ G, a, b, c ∈ B

′ and u0 ∈ A.

Consequently, subshifts can have finitely generated automorphism subgroups
with equality problem as complex as their colanguage, as formalized by the fol-
lowing corollary. In that case, the equality problem of the whole automorphism
group is as complex also.

Corollary 6.

1. If X and Y are as in Theorem 5, then L(X)
C

is one-one-equivalent to the

word problem in (a finitely generated subgroup of) Aut(X × Y ).
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2. For every subshift X over a finitely generated group M, there exists a

countable-to-one extension X × Y such that L(X)
C

is one-one-equivalent

to the word problem in (a finitely generated subgroup of) Aut(X × Y ).

3. For every subshift X over a finitely generated group M, there exists a full

extension X×B
M such that L(X)

C
is one-one-equivalent to the word prob-

lem in (a finitely generated subgroup of) Aut(X ×B
M).

4. Every Σ0

1
Turing degree contains the word problem in (a finitely generated

subgroup of) Aut(X), for some 2D SFT X.

5. There exists a 2D SFT X for which the word problem in (a finitely generated

subgroup of) Aut(X) is undecidable.

Point 5 answers [9, Problem 5].
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✐♥ t❤❡ ❝❛s❡ ♦❢ ♣s❡✉❞♦♠❡tr✐❝ s♣❛❝❡s✱ ✇❤❡r❡ t❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ✐s ❛ ♠❡tr✐❝
s♣❛❝❡✳ ❚❤❡ ❛✉t❤♦r✬s ✐♥t❡r❡st ✐♥ t❤❡ s✉❜❥❡❝t ✇❛s s♣❛r❦❡❞ ❜② st✉❞② ♦❢ ❛❜str❛❝t
♠♦❞❡❧ t❤❡♦r②✱ s♣❡❝✐✜❝❛❧❧② t❤❡ ♣❛♣❡r ❬✶❪ ❜② ❳✳ ❈❛✐❝❡❞♦✱ ✇❤❡r❡ ❑♦❧♠♦❣♦r♦✈ q✉♦✲
t✐❡♥ts ❛r❡ ✉s❡❞ ✐♥ ❛ t♦♣♦❧♦❣✐❝❛❧ ♣r♦♦❢ ♦❢ ▲✐♥❞strö♠✬s t❤❡♦r❡♠✳ ❲❡ ♦♠✐t t❤❡ ♣r♦♦❢s
✐♥ t❤✐s ❡①t❡♥❞❡❞ ❛❜str❛❝t❀ ❛ ❢✉❧❧ ✈❡rs✐♦♥ ❬✷❪ ✇✐t❤ ❞❡t❛✐❧❡❞ ♣r♦♦❢s ✐s ✐♥ ♣r❡♣❛r❛t✐♦♥✳

✶ ■♥tr♦❞✉❝t✐♦♥

●✐✈❡♥ ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ X ✱ ✇❡ ♦❜t❛✐♥ ✐ts ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t X/≡ ❜② ✐❞❡♥t✐❢②✲
✐♥❣ ♣♦✐♥ts x ❛♥❞ y ✐❢ ❛♥❞ ♦♥❧② ✐❢ t❤❡② ❤❛✈❡ ❡①❛❝t❧② t❤❡ s❛♠❡ ♦♣❡♥ ♥❡✐❣❤❜♦✉r❤♦♦❞s✳
❙✉❝❤ ♣♦✐♥ts ❛r❡ t♦♣♦❧♦❣✐❝❛❧❧② ✐♥❞✐st✐♥❣✉✐s❤❛❜❧❡❀ t❤❡r❡ ✐s ♥♦ s❡q✉❡♥❝❡ ♦❢ ♦♣❡r❛t✐♦♥s
♦♥ ♦♣❡♥ s❡ts t❤❛t ✇♦✉❧❞ ❣✐✈❡ ❛ s❡t A s✉❝❤ t❤❛t x ∈ A ❛♥❞ y 6∈ A✳ ◆♦t❤✐♥❣
t♦♣♦❧♦❣✐❝❛❧❧② ✐♠♣♦rt❛♥t t♦ t❤❡ s♣❛❝❡ X ✐s ❧♦st ✐♥ ✐❞❡♥t✐❢②✐♥❣ t❤❡s❡ ♣♦✐♥ts✳

❚❤❡ r❡s✉❧t✐♥❣ s♣❛❝❡ ✐s ❛ T0✲s♣❛❝❡✿ ❛ s♣❛❝❡ ✇❤❡r❡ ❛❧❧ ♣♦✐♥ts ❛r❡ t♦♣♦❧♦❣✐❝❛❧❧②
❞✐st✐♥❣✉✐s❤❛❜❧❡✳ ▼♦st t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡s ♦❢ ✐♥t❡r❡st ❛r❡ T0✳ ❆ T0✲s♣❛❝❡ ✐s✱ ❛r✲
❣✉❛❜❧②✱ ❛❡st❤❡t✐❝❛❧❧② ♠♦r❡ ♣❧❡❛s✐♥❣ t❤❛♥ ❛ s♣❛❝❡ t❤❛t ✐s ♥♦t T0✳ ■♥ ❛ T0✲s♣❛❝❡✱
❡✈❡r② ♣♦✐♥t s❡r✈❡s ❛ ♣✉r♣♦s❡✳ ❲❤❡♥ st✉❞②✐♥❣ t❤❡ t♦♣♦❧♦❣② ♦❢ X ✱ t❤❡r❡ s❡❡♠s t♦
❜❡ ♥♦ r❡❛s♦♥ t♦ ❦❡❡♣ ✉s❡❧❡ss✱ s✉♣❡r✢✉♦✉s ♣♦✐♥ts ❛r♦✉♥❞✳

❚❤❡ ❝♦♥str✉❝t✐♦♥ ♦❢ t❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ✐s s✐♠♣❧❡✱ ✐♥t✉✐t✐✈❡✱ ❛♥❞ ❝❛♥ ❜❡
❝❛rr✐❡❞ ♦✉t ❢♦r ❛♥② t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡✳ ■❢ ❛ ♠❛t❤❡♠❛t✐❝✐❛♥ ❝♦♠❡s ❛❝r♦ss ❛ s♣❛❝❡

∗t❡❛❧♣✐❅✉t✉✳✜
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t❤❛t ✐s ♥♦t ♥❛t✉r❛❧❧② T0✱ t❤❡ ✉♥♥❡❝❡ss❛r② ♣♦✐♥ts ❝❛♥ ❜❡ ❧❡❢t ♦✉t ❢r♦♠ t❤❡ s♣❛❝❡
r✐❣❤t ❛t t❤❡ ❜❡❣✐♥♥✐♥❣ ❛♥❞ t❤❡ ♦r✐❣✐♥❛❧ s♣❛❝❡ ❢♦r❣♦tt❡♥✳ P❡r❤❛♣s ❢♦r t❤✐s r❡❛s♦♥✱
t❤❡ ❝♦♥str✉❝t✐♦♥ ✐s ♥♦t ❡✈❡♥ ♠❡♥t✐♦♥❡❞ ✐♥ ♠♦st t❡①t❜♦♦❦s ♦♥ t♦♣♦❧♦❣②✱ ❛♥❞ ✇❤❡r❡
✐t ✐s ♠❡♥t✐♦♥❡❞✱ t❤✐s ✐s ❞♦♥❡ ✈❡r② ❜r✐❡✢②✱ ❛♥❞ ♣r♦♦❢s ❛r❡ ❣❡♥❡r❛❧❧② ♦♠✐tt❡❞✳

❍♦✇❡✈❡r✱ t❤❡r❡ ❛r❡ s✐t✉❛t✐♦♥s ✇❤❡r❡ ✐t ✐s ✐♥❝♦♥✈❡♥✐❡♥t ✐❢ ❛ s♣❛❝❡ ✐s T0✳ ❙✉❝❤ ❛
s✐t✉❛t✐♦♥ ♦❝❝✉rs ✇❤❡♥ ♦♥❡ ✐s ✐♥t❡r❡st❡❞ ✐♥ r❡✜♥❡♠❡♥ts ♦❢ t❤❡ t♦♣♦❧♦❣②✿ t❤❡ ♠♦r❡
♣♦✐♥ts t❤❡r❡ ❛r❡ ✐♥ X ✱ t❤❡ ♠♦r❡ ❝❤♦✐❝❡s t❤❡r❡ ❛r❡ ❢♦r r❡✜♥❡♠❡♥ts✳ ❚❤❡ s❛♠❡ ✐s
tr✉❡ ❢♦r s✉❜s♣❛❝❡s✱ t❤♦✉❣❤ t❤❡ ❧♦ss ❤❡r❡ ✐s ♥♦t s♦ ❞r❛♠❛t✐❝✿ ❢♦r ❡❛❝❤ s✉❜s♣❛❝❡
S ⊆ X t❤❛t ✇❡ ❧♦s❡✱ X/≡ r❡t❛✐♥s ❛ s✉❜s♣❛❝❡ ❤♦♠❡♦♠♦r♣❤✐❝ t♦ S/≡✳ ❙t✐❧❧✱ ✐❢ ♦♥❡
✐s ✐♥t❡r❡st❡❞ ✐♥ t❤❡ s♣❡❝✐✜❝ ♣♦✐♥ts ♦❢ t❤❡ s♣❛❝❡✱ ♦♥❡ ♠✐❣❤t ♥♦t ✇✐s❤ t♦ ❝❧✉♠♣ t❤❡♠
t♦❣❡t❤❡r ✐♥ ❡q✉✐✈❛❧❡♥❝❡ ❝❧❛ss❡s✳

❘❡♠♦✈✐♥❣ t❤❡ T0✲♣r♦♣❡rt② ❢r♦♠ ❛ s♣❛❝❡ ❝❛♥ ❣❡♥❡r❛t❡ ♥❡✇ ♣r♦♣❡rt✐❡s ❢♦r t♦♣♦✲
❧♦❣✐❝❛❧ s♣❛❝❡s✳ ●✐✈❡♥ ❛ ♣r♦♣❡rt② P ✭❢♦r ❡①❛♠♣❧❡✱ t❤❡ ❍❛✉s❞♦r✛ s❡♣❛r❛t✐♦♥ ❛①✐♦♠
T2✮ ♦❢ ❛ T0✲s♣❛❝❡ ✇❡ ♦❜t❛✐♥ ❛ ♥❡✇ ♣r♦♣❡rt② P ′ ❜② ❞❡✜♥✐♥❣✿ ❛ s♣❛❝❡ X ❤❛s t❤❡
♣r♦♣❡rt② P ′ ✐❢ ❛♥❞ ♦♥❧② ✐❢ X/≡ ❤❛s t❤❡ ♣r♦♣❡rt② P ✳ ●❡♥❡r❛❧❧② t❤❡ ❛r✐s✐♥❣ ♣r♦♣❡rt②
✐s ✐♥t❡r❡st✐♥❣ ✐♥ ✐ts❡❧❢ ❛♥❞ ❛❞♠✐ts ❛ ♠♦r❡ ❞✐r❡❝t ❞❡✜♥✐t✐♦♥✳ ■♥ ❛ s✐♠✐❧❛r ✈❡✐♥✱ ❣✐✈❡♥
❛ str✉❝t✉r❡ S ✭❢♦r ❡①❛♠♣❧❡✱ ❛ ♠❡tr✐❝✮ ♦♥ ❛ T0✲s♣❛❝❡ ✇❡ ❝❛♥ ❞❡✜♥❡✿ ❛ s♣❛❝❡ X ❤❛s
t❤❡ str✉❝t✉r❡ S ′ ✐❢ ❛♥❞ ♦♥❧② ✐❢ X/≡ ❤❛s t❤❡ ♣r♦♣❡rt② S✳

❚❤✐s s✉r✈❡② ✐s ♥♦t ❛❜♦✉t T0✲s♣❛❝❡s✱ ❜✉t ❢♦❝✉s❡s r❛t❤❡r ♦♥ t❤❡ r❡❧❛t✐♦♥s❤✐♣
❜❡t✇❡❡♥ s♣❛❝❡s ❛♥❞ t❤❡✐r ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥ts✳ ■t ❛♣♣❡❛rs t❤❛t ♥♦ ❝♦♠♣r❡❤❡♥✲
s✐✈❡ tr❡❛t♠❡♥t ♦♥ t❤❡ ♠❛tt❡r ❤❛s ❜❡❡♥ ♣✉❜❧✐s❤❡❞✱ ❛♥❞ ❛s st❛t❡❞ ❜❡❢♦r❡✱ st❛♥❞❛r❞
t❡①t❜♦♦❦s ♦❢t❡♥ ♦♠✐t t❤❡ ❝♦♥str✉❝t✐♦♥ ❡♥t✐r❡❧②✳ ❆s ♦✉r s♦✉r❝❡s ❞♦♥✬t ✉s✉❛❧❧② ❣✐✈❡
♣r♦♦❢s✱ ✐t s❡❡♠s ✉♥♥❡❝❡ss❛r② t♦ ❝✐t❡ ❡❛❝❤ t❤❡♦r❡♠ ✐♥❞✐✈✐❞✉❛❧❧②✳ ❱❛r✐♦✉s r❡s✉❧ts
♣r❡s❡♥t❡❞ ❤❡r❡ ❝❛♥ ❜❡ ❢♦✉♥❞ ✇✐t❤♦✉t ♣r♦♦❢s ✐♥ ❬✶❪ ❛♥❞ ❬✸❪✳ ❚❤❡ ♥♦t❡s ✐♥ ❬✹❪ ❝♦♥t❛✐♥
s♦♠❡ ♣r♦♦❢s✳ ❲❡ ♣r❡s❡♥t t❤❡ r❡s✉❧ts ✐♥ ❛ ♠♦r❡ ❣❡♥❡r❛❧ ❢♦r♠ ✇❤❡♥ ♣♦ss✐❜❧❡✳

✷ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥ts

●✐✈❡♥ ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ X ❛♥❞ ❛ s✉❜s❡t A ⊆ X✱ ✇❡ ✇r✐t❡ Ac ❢♦r t❤❡ ❝♦♠♣❧❡♠❡♥t
X \ A ❛♥❞ A ❢♦r t❤❡ ❝❧♦s✉r❡ ♦❢ A✳ ❲❡ ❞❡♥♦t❡ t❤❡ ❇♦r❡❧ ❛❧❣❡❜r❛ ♦❢ X ❜② ΣX ❛♥❞
t❤❡ ❝♦❧❧❡❝t✐♦♥ ♦❢ ✭♥♦t ♥❡❝❡ss❛r✐❧② ♦♣❡♥✮ ♥❡✐❣❤❜♦✉r❤♦♦❞s ♦❢ x ∈ X ❜② N (x)✳

▲❡t X ❜❡ ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡✳ ❲❡ ❞❡✜♥❡ ❛♥ ❡q✉✐✈❛❧❡♥❝❡ r❡❧❛t✐♦♥ ≡ ⊆ X2 ❜②
❧❡tt✐♥❣ x ≡ y ✐❢ ❛♥❞ ♦♥❧② ✐❢ ❡✈❡r② ♦♣❡♥ ♥❡✐❣❤❜♦✉r❤♦♦❞ ♦❢ x ✐s ❛♥ ♦♣❡♥ ♥❡✐❣❤✲
❜♦✉r❤♦♦❞ ♦❢ y ❛♥❞ ✈✐❝❡ ✈❡rs❛✳ ■❢ x ≡ y✱ ✇❡ s❛② t❤❛t t❤❡ ♣♦✐♥ts x ❛♥❞ y ❛r❡
t♦♣♦❧♦❣✐❝❛❧❧② ✐♥❞✐st✐♥❣✉✐s❤❛❜❧❡✳ ❖t❤❡r✇✐s❡ t❤❡② ❛r❡ t♦♣♦❧♦❣✐❝❛❧❧② ❞✐st✐♥❣✉✐s❤❛❜❧❡✱
❛♥❞ ✇❡ ✇r✐t❡ x 6≡ y✳ ❆ s♣❛❝❡ ✇❤❡r❡ ❛❧❧ ♣❛✐rs ♦❢ ❞✐st✐♥❝t ♣♦✐♥ts ❛r❡ t♦♣♦❧♦❣✐❝❛❧❧②
❞✐st✐♥❣✉✐s❤❛❜❧❡ ✐s ❝❛❧❧❡❞ ❛ T0✲s♣❛❝❡ ♦r ❛ ❑♦❧♠♦❣♦r♦✈ s♣❛❝❡✳ ▼♦st s♣❛❝❡s st✉❞✐❡❞
❜② ♠❛t❤❡♠❛t✐❝✐❛♥s ❛r❡ T0✳

❊①❛♠♣❧❡ ✷✳✶✳ ❆ s♣❛❝❡ ✇✐t❤ t❤❡ tr✐✈✐❛❧ t♦♣♦❧♦❣② ✐s ♥♦t T0✱ ✉♥❧❡ss ✐t ❤❛s ❧❡ss t❤❛♥
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t✇♦ ♣♦✐♥ts✳

❊①❛♠♣❧❡ ✷✳✷✳ ❆❧❧ ❍❛✉s❞♦r✛ s♣❛❝❡s ❛r❡ T0✳ ❚❤✐s ✐♥❝❧✉❞❡s ❛❧❧ ❞✐s❝r❡t❡ s♣❛❝❡s ❛♥❞
t❤❡ s♣❛❝❡ R ✇✐t❤ t❤❡ ❡✉❝❧✐❞❡❛♥ t♦♣♦❧♦❣②✳

❊①❛♠♣❧❡ ✷✳✸✳ ▲❡t X = {0, 1} ❛♥❞ τ = {∅, {1}, {0, 1}}✳ ❚❤❡ ❙✐❡r♣✐➠s❦✐ s♣❛❝❡
(X, τ) ✐s T0 ❜✉t ♥♦t ❍❛✉s❞♦r✛✳

❊①❛♠♣❧❡ ✷✳✹✳ ❚❤❡ ♣r♦❞✉❝t ♦❢ R ✇✐t❤ t❤❡ ❡✉❝❧✐❞❡❛♥ t♦♣♦❧♦❣② ❛♥❞ R ✇✐t❤ t❤❡
tr✐✈✐❛❧ t♦♣♦❧♦❣② ✐s ♥♦t T0✿ ✐♥❞❡❡❞✱ t❤❡ ♣♦✐♥ts (1, 0) ❛♥❞ (1, 1) ❛r❡ t♦♣♦❧♦❣✐❝❛❧❧②
✐♥❞✐st✐♥❣✉✐s❤❛❜❧❡✳

❲❡ ✇✐❧❧ s❡❡ ♠♦r❡ ❡①❛♠♣❧❡s ❧❛t❡r✳ ■♥ t❤❡ ♠❡❛♥✇❤✐❧❡✱ t❤❡ ❢♦❧❧♦✇✐♥❣ ❧❡♠♠❛
s❤♦✉❧❞ ♣r♦✈✐❞❡ ✐♥t✉✐t✐♦♥ ✐♥t♦ t♦♣♦❧♦❣✐❝❛❧ ✐♥❞✐st✐♥❣✉✐s❤❛❜✐❧✐t②✳

▲❡♠♠❛ ✷✳✺✳ ▲❡t X ❜❡ ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ ❛♥❞ x, y ∈ X✳ ❚❤❡ ❢♦❧❧♦✇✐♥❣ st❛t❡♠❡♥ts
❛r❡ ❡q✉✐✈❛❧❡♥t✿

✭✐✮ x ≡ y❀
✭✐✐✮ N (x) = N (y)❀
✭✐✐✐✮ x ❛♥❞ y ❛r❡ ❝♦♥t❛✐♥❡❞ ✐♥ t❤❡ s❛♠❡ ❜❛s✐❝ ♦♣❡♥ s❡ts❀
✭✐✈✮ x ❛♥❞ y ❛r❡ ❝♦♥t❛✐♥❡❞ ✐♥ t❤❡ s❛♠❡ s✉❜❜❛s✐❝ ♦♣❡♥ s❡ts❀
✭✈✮ x ❛♥❞ y ❛r❡ ❝♦♥t❛✐♥❡❞ ✐♥ t❤❡ s❛♠❡ ♦♣❡♥ s❡ts❀
✭✈✐✮ x ❛♥❞ y ❛r❡ ❝♦♥t❛✐♥❡❞ ✐♥ t❤❡ s❛♠❡ ❝❧♦s❡❞ s❡ts❀

✭✈✐✐✮ {x} = {y}❀
✭✈✐✐✐✮ x ❛♥❞ y ❛r❡ ❝♦♥t❛✐♥❡❞ ✐♥ t❤❡ s❛♠❡ ❇♦r❡❧ s❡ts❀
✭✐①✮ ❛ ✜❧t❡r ♦r ♥❡t t❤❛t ❝♦♥✈❡r❣❡s t♦ x✱ ❝♦♥✈❡r❣❡s ❛❧s♦ t♦ y✱ ❛♥❞ ✈✐❝❡ ✈❡rs❛❀
✭①✮ ❛ ✜❧t❡r ♦r ♥❡t t❤❛t ❤❛s x ❛s ❛ ❝❧✉st❡r ♣♦✐♥t✱ ❤❛s ❛❧s♦ y ❛s ❛ ❝❧✉st❡r ♣♦✐♥t✱

❛♥❞ ✈✐❝❡ ✈❡rs❛✳

❊①❛♠♣❧❡ ✷✳✻✳ ▲❡t Um = {n ∈ N | m ❞✐✈✐❞❡s n} ❢♦r ❛❧❧ m ∈ Z+✳ ❚❤❡♥ S =

{N} ∪ {Up | p ✐s ❛ ♣r✐♠❡} ✐s ❛ s✉❜❜❛s✐s ♦❢ ❛ t♦♣♦❧♦❣② ♦♥ N✳ ❇② ❧❡♠♠❛ ✷✳✺✱ x ≡ y

✐❢ ❛♥❞ ♦♥❧② ✐❢ x ❛♥❞ y ❤❛✈❡ t❤❡ s❛♠❡ ♣r✐♠❡ ❢❛❝t♦rs✳

●✐✈❡♥ ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ X✱ ✇❡ ❞❡♥♦t❡ ❜② η(x) t❤❡ ❡q✉✐✈❛❧❡♥❝❡ ❝❧❛ss ♦❢ x ∈ X

✇✐t❤ r❡s♣❡❝t t♦ ≡✱ t❤❛t ✐s✱ η(x) = {y ∈ X | y ≡ x}✳ ❚❤❡ ❢♦❧❧♦✇✐♥❣ t❤❡♦r❡♠ ❣✐✈❡s
❛ s✐♠♣❧❡ ❢♦r♠✉❧❛ ❢♦r t❤❡ ❡q✉✐✈❛❧❡♥❝❡ ❝❧❛ss❡s✳

❚❤❡♦r❡♠ ✷✳✼✳ ▲❡t (X, τ) ❜❡ ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡✳ ❋♦r ❛❧❧ x ∈ X✱

η(x) = {x} ∩
⋂

U∈τ
x∈U

U =

⋂

B∈ΣX

x∈B

B.

✶✼✶
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❈♦r♦❧❧❛r② ✷✳✽✳ ❋♦r ❛❧❧ x ∈ X✱

η(x) ⊆
⋂

U∈N (x)

U.

❈♦r♦❧❧❛r② ✷✳✾✳ ❋♦r ❛❧❧ x ∈ X✱ η(x) ⊆ {x}✳

●✐✈❡♥ ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ X✱ ✇❡ ❞❡✜♥❡ X/≡ ❛s t❤❡ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡✱ ✇❤❡r❡
t❤❡ s♣❛❝❡ ❛s ❛ s❡t ✐s t❤❡ s❡t ♦❢ ❡q✉✐✈❛❧❡♥❝❡ ❝❧❛ss❡s ✉♥❞❡r ≡✱ ❛♥❞ t❤❡ t♦♣♦❧♦❣② ✐s
t❤❡ ✜♥❡st s✉❝❤ t♦♣♦❧♦❣② t❤❛t t❤❡ q✉♦t✐❡♥t ♠❛♣ η : X → X/≡ t❤❛t ♠❛♣s ❡❛❝❤
❡❧❡♠❡♥t x ∈ X t♦ ✐ts ❡q✉✐✈❛❧❡♥❝❡ ❝❧❛ss η(x) ✐s ❝♦♥t✐♥✉♦✉s✳ ■♥ ♦t❤❡r ✇♦r❞s✱ t❤❡
♦♣❡♥ s❡ts ♦❢ X/≡ ❛r❡ ♣r❡❝✐s❡❧② t❤♦s❡ s❡ts ✇❤♦s❡ ♣r❡✐♠❛❣❡ ✉♥❞❡r η ✐s ♦♣❡♥ ✐♥ X✳
❲❡ ❝❛❧❧ t❤❡ s♣❛❝❡ X/≡ t❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ♦❢ X ✳

❈❧❡❛r❧② t❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ✐s ❛❧✇❛②s ❛ ❑♦❧♠♦❣♦r♦✈ s♣❛❝❡✳ ❆ s♣❛❝❡ ✐s T0

✐❢ ❛♥❞ ♦♥❧② ✐❢ ✐t ✐s ❤♦♠❡♦♠♦r♣❤✐❝ t♦ t❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ♦❢ ✐ts❡❧❢✳
❚❤❡ ❝♦♥t✐♥✉✐t② ♦❢ η ❛❧r❡❛❞② ❧❡ts ✉s ❦♥♦✇ s♦♠❡ t❤✐♥❣s ❛❜♦✉t t❤❡ r❡❧❛t✐♦♥s❤✐♣

❜❡t✇❡❡♥ X ❛♥❞ X/≡❀ ❢♦r ❡①❛♠♣❧❡✱ ✐❢ A ⊆ X ✐s ❝♦♠♣❛❝t✱ t❤❡♥ s♦ ✐s η(A)✳

❊①❛♠♣❧❡ ✷✳✶✵✳ ❚❛❦❡ t❤❡ s❡t X = {1, 2, 3, 4} ✇✐t❤ t❤❡ ❝❧♦♣❡♥ ❜❛s✐s {{1, 2},
{3, 4}}✳ ❚❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t X/≡ ✐s t❤❡ t✇♦✲❡❧❡♠❡♥t s❡t {η(1), η(3)} =

{{1, 2}, {3, 4}} ✇✐t❤ t❤❡ ❞✐s❝r❡t❡ t♦♣♦❧♦❣②✳

❊①❛♠♣❧❡ ✷✳✶✶✳ ❚❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ♦❢ ❛♥② ♥♦♥❡♠♣t② s❡t ✇✐t❤ t❤❡ tr✐✈✐❛❧
t♦♣♦❧♦❣② ✐s ❛ s♣❛❝❡ ❝♦♥s✐st✐♥❣ ♦❢ ❛ s✐♥❣❧❡ ♣♦✐♥t✳

❊①❛♠♣❧❡ ✷✳✶✷✳ ▲❡t p ≥ 1✳ ▲❡t Lp ❜❡ t❤❡ s❡t ♦❢ ❛❧❧ ♠❡❛s✉r❛❜❧❡ ❢✉♥❝t✐♦♥s f ❢r♦♠
❛ ♠❡❛s✉r❡ s♣❛❝❡ (S,Σ, µ) t♦ R s✉❝❤ t❤❛t

∫

S

|f |p dµ < ∞.

❉❡♥♦t❡

‖f‖
p
=

(∫

S

|f |p dµ

) 1

p

.

❚❤❡ ♠❛♣ f 7→ ‖f‖
p
✐s ❛ s❡♠✐♥♦r♠✿ t❤❡r❡ ❛r❡ ❢✉♥❝t✐♦♥s f ♦t❤❡r t❤❛♥ t❤❡ ③❡r♦

❢✉♥❝t✐♦♥ ❢♦r ✇❤✐❝❤ ‖f‖
p
= 0✱ ❜✉t ❛❧❧ ♦t❤❡r ♣r♦♣❡rt✐❡s ♦❢ ❛ ♥♦r♠ ❛r❡ s❛t✐s✜❡❞✳ ■♥

t❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t Lp = Lp/≡✱ t❤✐s s❡♠✐♥♦r♠ ❜❡❝♦♠❡s ❛ ♥♦r♠✳ ❚❤❡ s♣❛❝❡s
Lp ❛r❡ ✐♠♣♦rt❛♥t ✐♥ ❛♥❛❧②s✐s ❛♥❞ ♠❡❛s✉r❡ t❤❡♦r② ✭❬✺❪✮✳

❊①❛♠♣❧❡ ✷✳✶✸✳ ❆ ❞✐s❝r❡t❡ ✈❡rs✐♦♥ ♦❢ ❡①❛♠♣❧❡ ✷✳✶✷ ✐s ♦❜t❛✐♥❡❞ ❜② t❛❦✐♥❣ t❤❡
♠❡❛s✉r❡ s♣❛❝❡ N ✇✐t❤ t❤❡ ❝♦✉♥t✐♥❣ ♠❡❛s✉r❡ ✐✳❡✳ t❤❡ ♠❡❛s✉r❡ ♦❢ ❛ s✉❜s❡t ♦❢ N ✐s
✐ts ❝❛r❞✐♥❛❧✐t②✳ ■♥ t❤✐s ❝❛s❡✱ t❤❡ s♣❛❝❡ ❝♦♥s✐sts ♦❢ s❡q✉❡♥❝❡s ❝♦♥✈❡r❣✐♥❣ t♦ 0✱ ❛♥❞

‖(xn)‖p =

(
∞∑

n=0

|xn|
p

) 1

p

.

✶✼✷
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❇❛s❡❞ ♦♥ t❤❡ q✉♦t✐❡♥t ♠❛♣ η : X → X/≡✱ ✇❡ ❞❡✜♥❡ t✇♦ ♠❛♣s η→ : ΣX →
ΣX/≡ ❛♥❞ η← : ΣX/≡ → P(X) ❛s ❢♦❧❧♦✇s✿

η→(B) = η(B) = {η(x) | x ∈ B},

❛♥❞
η←(B′) = η−1(B′) = {x ∈ X | η(x) ∈ B′}

❢♦r ❛❧❧ B ∈ ΣX ❛♥❞ B′ ∈ ΣX/≡✳

❚❤❡♦r❡♠ ✷✳✶✹✳ ❚❤❡ ♠❛♣ η→ ✐s ❛♥ ✐s♦♠♦r♣❤✐s♠ ❜❡t✇❡❡♥ t❤❡ ❇♦♦❧❡❛♥ ❛❧❣❡❜r❛s
ΣX ❛♥❞ ΣX/≡✳

❈♦r♦❧❧❛r② ✷✳✶✺✳ ❚❤❡ q✉♦t✐❡♥t ♠❛♣ η ✐s ♦♣❡♥✱ ✐✳❡✳ ✐❢ A ⊆ X ✐s ♦♣❡♥✱ t❤❡♥ η→(A)

✐s ♦♣❡♥✳

❈♦r♦❧❧❛r② ✷✳✶✻✳ ❚❤❡ q✉♦t✐❡♥t ♠❛♣ η ✐s ❝❧♦s❡❞✱ ✐✳❡✳ ✐❢ A ⊆ X ✐s ❝❧♦s❡❞✱ t❤❡♥
η→(A) ✐s ❝❧♦s❡❞✳

▲❡♠♠❛ ✷✳✶✼✳ ▲❡t X ❛♥❞ Y ❜❡ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡s ❛♥❞ f : X → Y ❝♦♥t✐♥✉♦✉s✳ ■❢
x1 ≡ x2 ❢♦r s♦♠❡ x1, x2 ∈ X✱ t❤❡♥ f(x1) ≡ f(x2)✳

❚❤❡♦r❡♠ ✷✳✶✽✳ ▲❡t ηX : X → X/≡ ❛♥❞ ηY : Y → Y/≡ ❜❡ t❤❡ q✉♦t✐❡♥t ♠❛♣s
❛♥❞ f : X → Y ❛♥ ❛r❜✐tr❛r② ❝♦♥t✐♥✉♦✉s ♠❛♣✳ ❚❤❡♥ t❤❡r❡ ❡①✐sts ❛ ❝♦♥t✐♥✉♦✉s
♠❛♣ f≡ : X/≡ → Y/≡ s✉❝❤ t❤❛t t❤❡ ❞✐❛❣r❛♠ ❜❡❧♦✇ ❝♦♠♠✉t❡s✳

X Y

X/≡ Y/≡

f

ηX ηY

f≡

❈❤♦♦s✐♥❣ ❛ r❡♣r❡s❡♥t❛t✐✈❡ ❢r♦♠ ❡❛❝❤ ❡q✉✐✈❛❧❡♥❝❡ ❝❧❛ss ❣✐✈❡s t❤❡ ❢♦❧❧♦✇✐♥❣ t❤❡✲
♦r❡♠✱ ✇❤✐❝❤ st❛t❡s t❤❛t ❛❧❧ t♦♣♦❧♦❣✐❝❛❧ ♣r♦♣❡rt✐❡s ♦❢ t❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ♦❢
X ❤♦❧❞ ❛❧s♦ ✐♥ ❛ ❞❡♥s❡ s✉❜s♣❛❝❡ ♦❢ X ✳ ■❢ t❤❡r❡ ❛r❡ ✐♥✜♥✐t❡❧② ♠❛♥② ❡q✉✐✈❛❧❡♥❝❡
❝❧❛ss❡s✱ t❤❡♥ t❤❡ ❛①✐♦♠ ♦❢ ❝❤♦✐❝❡ ✐s r❡q✉✐r❡❞✳

❚❤❡♦r❡♠ ✷✳✶✾✳ ❚❤❡ s♣❛❝❡ X/≡ ✐s ❤♦♠❡♦♠♦r♣❤✐❝ t♦ ❛ ❞❡♥s❡ s✉❜s♣❛❝❡ ♦❢ X✳

❚❤❡ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ♠❛② ❤❛✈❡ ❢❡✇❡r s✉❜s♣❛❝❡s t❤❛♥ t❤❡ ♦r✐❣✐♥❛❧ s♣❛❝❡✳
❚❤❡ ❢♦❧❧♦✇✐♥❣ t❤❡♦r❡♠ t❡❧❧s t❤❛t t❤❡ q✉♦t✐❡♥ts ♦❢ t❤❡ ❧♦st s✉❜s♣❛❝❡s ❛r❡ st✐❧❧ s✉❜✲
s♣❛❝❡s ♦❢ X/≡✱ ✉♣ t♦ ❤♦♠❡♦♠♦r♣❤✐s♠✳

❚❤❡♦r❡♠ ✷✳✷✵✳ ▲❡t X ❜❡ ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ ❛♥❞ S ❛ s✉❜s♣❛❝❡ ♦❢ X✳ ❚❤❡♥ t❤❡
s♣❛❝❡ S/≡ ✐s ❤♦♠❡♦♠♦r♣❤✐❝ t♦ s♦♠❡ s✉❜s♣❛❝❡ ♦❢ X/≡✳
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❙❦❡t❝❤ ♦❢ ♣r♦♦❢✳ ▲❡t η : X → X/≡ ❛♥❞ ηS : S → S/≡ ❜❡ t❤❡ q✉♦t✐❡♥t ♠❛♣s✳
▲❡t f : S/≡ → η(S)✱ f(ηS(x)) = η(x) ❢♦r ❛❧❧ ηS(x) ∈ S/≡✳ ❚❤❡ ♠❛♣ f ✐s ❛
❤♦♠❡♦♠♦r♣❤✐s♠ ✇❤❡♥ η(S) ✐s ❝♦♥s✐❞❡r❡❞ ❛s ❛ s✉❜s♣❛❝❡ ♦❢ X/≡✳

❚❤❡♦r❡♠ ✷✳✷✶✳ ▲❡t I ❜❡ ❛ s❡t ❛♥❞ (Xi)i∈I ❛ s❡q✉❡♥❝❡ ♦❢ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡s✳ ❚❤❡
s♣❛❝❡s

(∏
i∈I Xi

)
/≡ ❛♥❞

∏
i∈I Xi/≡ ❛r❡ ❤♦♠❡♦♠♦r♣❤✐❝✳

Xi

∏
i∈I Xi Xi/≡

(∏
i∈I Xi

)
/≡

∏
i∈I Xi/≡

ηipi

η

f

πi

❙❦❡t❝❤ ♦❢ ♣r♦♦❢✳ ▲❡t η ❜❡ t❤❡ q✉♦t✐❡♥t ♠❛♣ ❢r♦♠
∏

i∈I Xi t♦
(∏

i∈I Xi

)
/≡✱ ❛♥❞

❧❡t ηi ❜❡ t❤❡ q✉♦t✐❡♥t ♠❛♣ ❢r♦♠ Xi t♦ Xi/≡ ❢♦r ❛❧❧ i ∈ I✳ ❉❡✜♥❡ ❛ ♠❛♣
f :

(∏
i∈I Xi

)
/≡ →

∏
i∈I Xi/≡ ❢r♦♠ t❤❡ ❝♦♥❞✐t✐♦♥ f(η(z))(i) = ηi(z(i)) ❢♦r

❛❧❧ i ∈ I ❛♥❞ ❛❧❧ z ∈
∏

i∈I Xi✳ ❚❤❡ ❞✐❛❣r❛♠ ❛❜♦✈❡ s❤♦✉❧❞ ❝♦♠♠✉t❡✳ ❚❤❡ ♠❛♣s pi
❛♥❞ πi ❛r❡ t❤❡ ❝❛♥♦♥✐❝❛❧ ♣r♦❥❡❝t✐♦♥s✳ ❚❤❡ ♠❛♣ f ✐s ❛ ❤♦♠❡♦♠♦r♣❤✐s♠✳

✸ Pr♦♣❡rt✐❡s ♦❢ s♣❛❝❡s ❝♦♠♣❛r❡❞ t♦ ♣r♦♣❡rt✐❡s ♦❢

t❤❡✐r ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥ts

❚❤❡ s❡♣❛r❛t✐♦♥ ❛①✐♦♠s ❛r❡ ♣r♦♣❡rt✐❡s ❛ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ ❝❛♥ ❤❛✈❡ t❤❛t ❣✉❛r❛♥t❡❡
t❤❡ ❡①✐st❡♥❝❡ ♦❢ ❞✐s❥♦✐♥t ♥❡✐❣❤❜♦✉r❤♦♦❞s ✐♥ ✈❛r✐♦✉s s✐t✉❛t✐♦♥s✳ ❚❤❡ s❡♣❛r❛t✐♦♥
❛①✐♦♠s ❛r❡ ♦r❞❡r❡❞ s♦ t❤❛t Ti ✐♠♣❧✐❡s Tj ✇❤❡♥❡✈❡r i ≥ j✳ ❚❤❡r❡ ✐s ❛❧s♦ ❛♥♦t❤❡r
s❡t ♦❢ ❛♥❛❧♦❣♦✉s ♣r♦♣❡rt✐❡s ❝❛❧❧❡❞ t❤❡ r❡❣✉❧❛r✐t② ❛①✐♦♠s s✉❝❤ t❤❛t Ti = Ri−1 ∧ T0✳
■♥ ♦t❤❡r ✇♦r❞s✱ ❛ s♣❛❝❡ s❛t✐s✜❡s Ti ✐❢ ❛♥❞ ♦♥❧② ✐❢ ✐t ✐s ❛ ❑♦❧♠♦❣♦r♦✈ q✉♦t✐❡♥t ♦❢
❛ s♣❛❝❡ t❤❛t s❛t✐s✜❡s Ri−1✳ ❚❛❜❧❡ ✶ s❤♦✇s t❤❡ ❝♦♥♥❡❝t✐♦♥✳ ❙♦♠❡ ❛✉t❤♦rs r❡q✉✐r❡
♥♦r♠❛❧ ❛♥❞ r❡❣✉❧❛r s♣❛❝❡s t♦ ❜❡ ❍❛✉s❞♦r✛❀ ✇❡ ❞♦ ♥♦t✳

❆ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ X ✐s s②♠♠❡tr✐❝ ✐❢ ❢♦r ❛❧❧ ♣❛✐rs ♦❢ t♦♣♦❧♦❣✐❝❛❧❧② ❞✐st✐♥❣✉✐s❤✲
❛❜❧❡ ♣♦✐♥ts x, y ∈ X✱ t❤❡r❡ ❛r❡ ♦♣❡♥ s❡ts U ❛♥❞ V s✉❝❤ t❤❛t x ∈ U ✱ y 6∈ U ❛♥❞
y ∈ V ✱ x 6∈ V ✳

❚❤❡♦r❡♠ ✸✳✶✳ ■❢ X ✐s s②♠♠❡tr✐❝✱ t❤❡♥ η(x) = {x} ❢♦r ❛❧❧ x ∈ X✳

❆ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ X ✐s ♣r❡r❡❣✉❧❛r ✐❢ ❢♦r ❛❧❧ ♣❛✐rs ♦❢ t♦♣♦❧♦❣✐❝❛❧❧② ❞✐st✐♥❣✉✐s❤✲
❛❜❧❡ ♣♦✐♥ts x, y ∈ X✱ t❤❡r❡ ❛r❡ ♦♣❡♥ s❡ts U ❛♥❞ V s✉❝❤ t❤❛t x ∈ U ✱ y ∈ V ❛♥❞
U ∩ V = ∅✳
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❚❛❜❧❡ ✶✿ ❚❤❡ ❝♦♥♥❡❝t✐♦♥ ❜❡t✇❡❡♥ s❡♣❛r❛t✐♦♥ ❛♥❞ r❡❣✉❧❛r✐t② ❛①✐♦♠s
X/≡ X

❑♦❧♠♦❣♦r♦✈ ✭T0✮ t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡
❋ré❝❤❡t ✭T1✮ s②♠♠❡tr✐❝ ✭R0✮
❍❛✉s❞♦r✛ ✭T2✮ ♣r❡r❡❣✉❧❛r ✭R1✮
r❡❣✉❧❛r ❍❛✉s❞♦r✛ ✭T3✮ r❡❣✉❧❛r ✭R2✮
❚②❝❤♦♥♦✛ ✭T3.5✮ ❝♦♠♣❧❡t❡❧② r❡❣✉❧❛r ✭R2.5✮
♥♦r♠❛❧ ❍❛✉s❞♦r✛ ✭T4✮ ♥♦r♠❛❧ r❡❣✉❧❛r ✭R3✮
❝♦♠♣❧❡t❡❧② ♥♦r♠❛❧ ❍❛✉s❞♦r✛ ✭T5✮ ❝♦♠♣❧❡t❡❧② ♥♦r♠❛❧ r❡❣✉❧❛r ✭R4✮
♣❡r❢❡❝t❧② ♥♦r♠❛❧ ❍❛✉s❞♦r✛ ✭T6✮ ♣❡r❢❡❝t❧② ♥♦r♠❛❧ r❡❣✉❧❛r ✭R5✮

❚❤❡♦r❡♠ ✸✳✷✳ ■❢ K1 ❛♥❞ K2 ❛r❡ ❞✐s❥♦✐♥t ❝♦♠♣❛❝t s✉❜s❡ts ♦❢ ❛ ♣r❡r❡❣✉❧❛r t♦♣♦✲
❧♦❣✐❝❛❧ s♣❛❝❡ X ❛♥❞ ❞♦ ♥♦t ❤❛✈❡ ❞✐s❥♦✐♥t ♦♣❡♥ ♥❡✐❣❤❜♦✉r❤♦♦❞s✱ t❤❡♥ t❤❡r❡ ❡①✐st
x1 ∈ K1 ❛♥❞ x2 ∈ K2 s✉❝❤ t❤❛t x1 ≡ x2✳

❆ ♣s❡✉❞♦♠❡tr✐❝ ♦♥ X ✐s ❛ ❢✉♥❝t✐♦♥ d : X2 → R t❤❛t s❛t✐s✜❡s ❛❧❧ t❤❡ ♣r♦♣❡rt✐❡s
♦❢ ❛ ♠❡tr✐❝✱ ❡①❝❡♣t ✐t ✐s ♣♦ss✐❜❧❡ t❤❛t d(x, y) = 0 ❡✈❡♥ ✐❢ x 6= y✳ ❆ ♣s❡✉❞♦♠❡tr✐❝
❞❡t❡r♠✐♥❡s ❛ t♦♣♦❧♦❣② ✐♥ t❤❡ s❛♠❡ ✇❛② ❛ ♠❡tr✐❝ ❞♦❡s✳ ❚❤❡ r❡s✉❧t✐♥❣ t♦♣♦❧♦❣✐❝❛❧
s♣❛❝❡ ✐s ❝❛❧❧❡❞ ❛ ♣s❡✉❞♦♠❡tr✐❝ s♣❛❝❡ ❛♥❞ ❝❛♥ ❜❡ ❞❡♥♦t❡❞ ❜② (X, d)✳

❊①❛♠♣❧❡ ✸✳✸✳ Ps❡✉❞♦♠❡tr✐❝s ❝❛♥ ❜❡ ✉s❡❞ ✐♥ t❤❡ ❝♦♥t❡①t ♦❢ ❝❡❧❧✉❧❛r ❛✉t♦♠❛t❛✳
●✐✈❡♥ ❛ ✜♥✐t❡ s❡t A✱ ❧❡t AZ ❞❡♥♦t❡ t❤❡ s❡t ♦❢ ❢✉♥❝t✐♦♥s ❢r♦♠ Z t♦ A✳ ❋♦r x ∈ AZ✱
✇❡ ✇r✐t❡ xj ❢♦r x(j)✳ ❆❧s♦✱ ❢♦r n✱ k ∈ Z✱ ❧❡t [n, k] ❞❡♥♦t❡ t❤❡ s❡t ♦❢ ✐♥t❡❣❡rs m
s✉❝❤ t❤❛t n ≤ m ≤ k✳ ❋✐♥❛❧❧②✱ ❢♦r s❡q✉❡♥❝❡s (an)∞n=0 ♦❢ ♥❛t✉r❛❧ ♥✉♠❜❡rs✱ ❞❡♥♦t❡

lim sup
n→∞

an = lim
n→∞

(
sup
m≥n

am

)
.

❚❤❡♥

dB(x, y) = lim sup
l→∞

|{j ∈ [−l, l] | xj 6= yj}|

2l + 1

✐s t❤❡ ❇❡s✐❝♦✈✐t❝❤ ♣s❡✉❞♦♠❡tr✐❝ ♦♥ AZ✱ ❛♥❞

dW (x, y) = lim sup
l→∞

max
k∈Z

|{j ∈ [k + 1, k + l] | xj 6= yj}|

2l + 1

✐s t❤❡ ❲❡②❧ ♣s❡✉❞♦♠❡tr✐❝ ♦♥ AZ✳ ❚❤❡ t♦♣♦❧♦❣✐❡s ✐♥❞✉❝❡❞ ❜② t❤❡s❡ ♣s❡✉❞♦♠❡tr✐❝s
❤❛✈❡ s♦♠❡ ❛❞✈❛♥t❛❣❡s t♦ t❤❡ st❛♥❞❛r❞ ❛♣♣r♦❛❝❤✱ ✇❤❡r❡ A ✐s ❣✐✈❡♥ t❤❡ ❞✐s❝r❡t❡
t♦♣♦❧♦❣② ❛♥❞ AZ t❤❡ ♣r♦❞✉❝t t♦♣♦❧♦❣②❀ ❢♦r ❡①❛♠♣❧❡✱ t❤❡ ❝❧❛ss ♦❢ ❝♦♥t✐♥✉♦✉s ❢✉♥❝✲
t✐♦♥s ❢r♦♠ AZ t♦ ✐ts❡❧❢ ✐s ❧❛r❣❡r ❬✻❪✳
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❚❤❡♦r❡♠ ✸✳✹✳ ▲❡t (X, d) ❜❡ ❛ ♣s❡✉❞♦♠❡tr✐❝ s♣❛❝❡✳ ❚❤❡♥ d∗ : (X/≡)
2 → R✱

d∗(η(x), η(y)) = d(x, y) ❢♦r ❛❧❧ x, y ∈ X✱ ✐s ❛ ♠❡tr✐❝ ♦♥ X/≡ t❤❛t ❞❡t❡r♠✐♥❡s
t❤❡ s❛♠❡ t♦♣♦❧♦❣② ❛s t❤❡ q✉♦t✐❡♥t ♠❛♣✳

❚❤❡ s♣❛❝❡ (X/≡, d∗) ✐s ❝❛❧❧❡❞ t❤❡ ♠❡tr✐❝ ✐❞❡♥t✐✜❝❛t✐♦♥ ♦❢ (X, d)✳
❲❡ ♠❡♥t✐♦♥❡❞ s❡♠✐♥♦r♠s ✐♥ ❡①❛♠♣❧❡ ✷✳✶✷✳ ❆ ✭s❡♠✐✮♥♦r♠ ♦♥ V ✐♥❞✉❝❡s ❛

✭♣s❡✉❞♦✮♠❡tr✐❝ ♦♥ V ❜② ❞❡✜♥✐♥❣ d(x, y) = ‖x− y‖ ❢♦r ❛❧❧ x, y ∈ X✳ ❚❤❡ r❡s✉❧t✐♥❣
t♦♣♦❧♦❣✐❝❛❧ s♣❛❝❡ ✐s ❝❛❧❧❡❞ ❛ ✭s❡♠✐✮♥♦r♠❡❞ ✈❡❝t♦r s♣❛❝❡ ❛♥❞ ❝❛♥ ❜❡ ❞❡♥♦t❡❞ ❜②
(V, ‖·‖)✳

❚❤❡♦r❡♠ ✸✳✺✳ ▲❡t (V, ‖·‖) ❜❡ ❛ s❡♠✐♥♦r♠❡❞ ✈❡❝t♦r s♣❛❝❡✳ ❚❤❡♥ (V/≡, ‖·‖∗) ✐s
❛ ♥♦r♠❡❞ ✈❡❝t♦r s♣❛❝❡✱ ✇❤❡r❡

λη(x) = η(λx) ❢♦r ❛❧❧ λ ∈ K, x ∈ V,

η(x) + η(y) = η(x+ y) ❢♦r ❛❧❧ x, y ∈ V,

❛♥❞

‖η(x)‖∗ = ‖x‖ ❢♦r ❛❧❧ x ∈ V.
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✜♥✐t❡ s♣❛❝❡s ❛r❡ ❆❧❡①❛♥❞r♦✈✲❞✐s❝r❡t❡✱ ❛s ✐s t❤❡ s♣❛❝❡ ♦❢ ♥❛t✉r❛❧ ♥✉♠❜❡rs ✇✐t❤ ❛
❜❛s✐s ❝♦♥s✐st✐♥❣ ♦❢ t❤❡ s❡ts Vn = {m ∈ N | m ≥ n}✳

❚❤❡♦r❡♠ ✸✳✻ ✭❬✼❪✮✳ ■❢ X ✐s ❛♥ ❆❧❡①❛♥❞r♦✈✲❞✐s❝r❡t❡ s♣❛❝❡✱ t❤❡♥ η ✐s ❛ ❤♦♠♦t♦♣②
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Abstract. We produce numerous infinite ternary square-free words relatively
with ease, based on recasting the existing square-freeness tests in a more man-
ageable form. Usually, square-free morphisms are a chief tool but sometimes,
non-square-free ones come to the scene as well. This is the case with Istrail’s
morphism whose fixed point an infinite ternary square-free word. We explain
how it works and how to map it into more infinite ternary square-free words. We
also clarify why the very special Lallement’s morphism is minimal (of length)
in its class and how to come to the example of F. Dejean, based solely on which
she formulated the conjecture — now theorem – on the repetitiveness thresh-
old. Finally we exhibit an infinite ternary square-free word that avoids aba and
aca. Note that Istrail’s word avoids aca and bcb. The procedure we use shows
that for one class, the square-free morphism has the shortest total length of 18
and it is very probable that it is also of minimum total length of all square-free
morphisms save for the trivial endomorphism on the base alphabet.

1. Introduction

Square-free words, that is words covering no two identical adjacent blocs, stood
at the origin of Combinatorics Words, over one hundred year ago. Although
a binary word of length 4 or more contains a square, that there are infinitely
many ternary words that do not contain two identical sequential blocs of letters
is far from evident but very probable, and is exhibited by Axel Thue in the
seminal work of 1906. Actually, he produced an infinite binary overlap-free (a
power higher than square) word that gave rise to an infinite ternary square-free
word, now called Thue-Morse word.

One just marvels at the way the intuition guided its discoverers: over thirty
years later, in 1938, Morse and Hedlund rediscovered it by an identical method.
However, according to Raoul Bott and Jean Berstel, Thue’s word was already
mentioned in Morse’s thesis (1917) and was subsequently published in the pa-
per on recurrent geodesics of 1921, where he proved that it is recurrent and
nonperiodic; but that is not all. Since square-free words have applications in
the Burnside problem, S. Adian in his book [1] on Word Problem (1975) in-
formed of (and gave) a construction by a Russian researcher named Arshon
of another infinite ternary square-free word in 1937 [3]. Actually, this “Morse
trajectory” had recurred earlier in Novikov’s disproof of Burnside conjecture in
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1959 [12] and was there credited to Arshon. But a strange and striking tale

did not commence just like that. According to Choffrut and Karhumäki [CK],

Thue’s sequence on two symbols was already described by Prouhet in a paper

of 1851 [13] on a problem of arithmetics now known as Prouhet-Tarry-Escott

problem, on two collections of numbers with equal sums of equal powers. So

Prouhet is likely to be one of the originators of Combinatorics of Words. That

is how the Thue word blazed its illustrious own trail leaving behind a crown

jewel for those who rediscovered it.

How to construct an infinite set of square-free words? Several short first

square-free words can be enumerated, but longer they can be gotten from short

words somehow expanded. The first and foremost is the trial-and-error search.

This straight search is fit to show that the square-free words subject to certain

restrictions are finite in length or in number. Next come morphisms, repeatedly

applied. Since the time of Thue’s work in 1906, they have remained a sole tool

to cope with different variations on repetitive strings. To be sure to yield

square-free words the morphism might be required to be square-free, that is,

when applied to the square-free words it produces square-free words as well.

To recognize a square-free morphism, or more generally k−(power)-free

there are some tests. However, one does not need a square-free morphism

to produce infinite square-free word, just needs it to be locally square-free, that

is, on certain specific words. Usually, and the most simple trick is the iteration

of h on a: h(a), h2(a), . . . all are square-free and, to simplify things further,

hi(a) is a prefix of hi+1(a) for all i = 1, 2, . . .. So here comes the prolongability

of h on a, they constitute an infinite square-free word hω(a), which is used to

call a fixed point of h. According to [7], there is the following most simple and

elegant morphism due to Istrail [10].

Proposition 1.2. The endomorphism i on the ternary alphabet A = {0, 1, 2}
defined by i(0) = 012, i(1) = 02, i(2) = 1 has the square-free fixed point iω(0).

The morphism i is not square-free as i(010) contains a square, 0202. A mor-

phism of this kind, a fixed point of its is square-free was termed weakly square-

free (faiblement sans carré) by Crochemore in [7] and was explored in detail

therein (characterizations, tests, ...).

Curiously, J. D. Currie [8] informed that Istrail’s fixed point is mapped into

Thue’s word by the morphism h defined as h(0) = 011, h(1) = 01, h(2) = 0. I

have verified this fact, and it turns out that h is unique to within composition

with a repeated Thue morphism, that is, every morphism that maps Istrails’s

word onto Thue word has the form h(ti) for some exponent i ≥ 0, where t is
the Thue-Morse morphism t(0) = 01, t(1) = 10. This amazing fact makes Thue

word and Istrail’s morphism unique in the realm of words.

This paper is devoted to infinite square-free words on three symbols. The
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ternary alphabet is basic, vital and the most difficult for the square-freeness

and overlap-freeness. Both concepts have recurred in many situations and have

numerous applications, to the Burnside problem on groups and semigroups,

for example, and are of intrinsic interests for the study of words. We produce

numerous infinite square-free words for different purposes. For that there have

been various characterizations and tests developed by precursor authors. Like

primality, tests available, even in polynomial time, the determination of large

prime numbers always is a demanding task.

Now we fix the terminology. We deal with a finite alphabet A of letters, the

set A∗ of words on A, the empty word ϵ, the set A+ of nonempty words. For the

word w = a1a2 . . . an with a1, a2, . . . an the letters, n is the length of w, denoted

|w|; by convention |ϵ| = 0, the length of the empty word is null. The word u is

a factor of w if there is a bloc ai . . . aj−1, 1 ≤ i ≤ j < n such that u = ai . . . aj−1;

this bloc, an occurrence of u, is at the position i and ends at the position j − 1

in w. A prefix of w is the word u which has a bloc starting at the position 1, a

suffix, if it has a bloc ending at position n in w, an infix or internal factor, if

it has a bloc starting at a position later than 1 and terminating at a position

earlier than n.

A k-power, k a natural number, is k successive identical blocs; a square

when k = 2. A word is k-free if it has no k-power factors; square-free when

k = 2.

Let ∆ be a finite subset of A∗. Denote, by convention u1u2 . . . uk = ϵ when

k = 0, ∆∗ = {u1u2 . . . uk : ui ∈ ∆, i = 1, 2, . . . , k; k = 0, 1, 2, . . .} and ∆+ is

the subset of the nonempty words of ∆∗. Considering ∆ as an alphabet and

each member of it as a letter, we call each product u1u2 . . . uk a ∆-word, which

corresponds to a word u = u1u2 . . . uk on A. We say also that u1u2 . . . uk is

∆-square-free if it is square-free on the alphabet ∆. Of course, a ∆-square-free

word may not lead to a square-free word u1u2 . . . uk on A, but if the latter is

square-free on A, u1u2 . . . uk must be ∆-square-free. A morphism from Σ to ∆

is square-free is equivalent to saying that every ∆-square-free word corresponds

to a Σ-square-free word. By analogy, we term the set ∆ square-free if every

∆-square-free word is square-free on the ground alphabet A, or equivalently,

∆ = {h(a) : a ∈ A} for some square-free morphism h.

We extend the notion of factor on A to that of ∆-factor on the alphabet

∆ in a usual manner. Also w is u-free if it does not contains u as a factor for

u ∈ A∗; w is ∆-free if it is u-free for all u of ∆.

Now the key notion of overlap. Let u and v be words not necessarily distinct;

u is said to overlap v if u has a suffix, not u nor v, nor empty that is a prefix

of v, to wit, u = rw, v = ws, where r, w, s ̸= ϵ; u and v overlap if one of

them overlap the other; u overlaps itself, then we say that u self-overlap, or u
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is self-overlapping; w is an overlap, or an overlapping piece, a self-overlap, or

an self-overlapping piece, etc. The set ∆ is overlap-free if every pair of distinct

words of its do not overlap, and total overlap-free if, in addition, every word of

its does not overlap itself.

2. Tests for Square-free Morphisms

We state the characterizations developed by Berstel and made more precise by

Crochemore [6], see also [7]. Let ∆ be a subset of A+, M the maximum and m

the minimum length of the words of ∆, resp.

Proposition 2.1. ∆ is square-free if and only if every ∆-square-free word of

length 3 and at most ⌊M−3
m

⌋ + 1 is square-free. If |∆| = 3 , ∆ is square-free

if and only if every ∆-square-free word of length 5 is square-free and 5 is the

least.

In this section I present the test in an explicit form convenient for the later

purposes. But first, some technical notions.

Definition 2.2. Let K be an integer greater than 1. A subset ∆ of A∗ is said

to have property K if for every word x of ∆

(K ′) x has no prefix of the form

x′y′′x1 . . . xkx
′

where

x′ ∈ A∗, y, x1, . . . , xk ∈ ∆,

y′′ is a nonempty suffix of y, 0 ≤ k ≤ K − 2, for which yx1 . . . xkx is ∆-square-

free. or equivalently, yx1 . . . xk is ∆-square-free if k > 0 and y ̸= x if k = 0,

and

(K ′′) x has no suffix of the form

x′′xk . . . x1z
′x′′

where

x′′ ∈ A∗, x1, . . . , xk, z ∈ ∆,

z′ is a nonempty prefix of z, 0 ≤ k ≤ K − 2, for which xxk . . . x1z is ∆-square-

free. or equivalently, x1 . . . xkz is ∆-square-free if k > 0 and z ̸= x if k = 0.

Note that, for K = 2, K ′ says that x is not of the form x = x′y′′x′x′′ and

K ′′ says that z is not of the form x = x′x′′z′x′′. Observe that for two words u

and v, uv contains a square if and only if u, or v contains a square, or u has a

form forbidden by K ′ or v by K ′′. Therefore, if every word of ∆ is square-free,

the K property for K = 2 is equivalent to the that every ∆-word of length 2 is

square-free.
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Let now ∆ be an overlap-free set, x1 . . . xn ∈ ∆∗, n > 2, and y1 . . . ym ∈ ∆∗,

m > 1, be ∆-square-free words satisfying

x′′1x2 . . . xn−1x
′
n = y′′1y2 . . . ym−1y

′
m

where x′′1, y
′′
1 are nonempty suffix of x1, y1 and x′n, y

′
m are nonemty prefix of

xn, ym, respectively. For every occurrence xi, 1 < i < n, we have three possibil-

ities:

(a) xi occurs as an internal factor of some yj, 1 ≤ j ≤ m;

(b) some yj, 1 < j < m, occurs as an internal factor of xi; and

(c) xi coincides with some yj, 1 ≤ j ≤ m.

They result in the following issues.

Lemma 2.3. If we have
(a) then yj violates K

′, or K ′′, or both for some K ≥ 3;
(b) then xi violates both K ′ and K ′′ for some K ≥ 3; and finally,
(c) then x2 . . . xn−1 is a ∆-factor of y1y2 . . . ym, that is,

x2 = yt+1, . . . , xn−1 = yt+n−2

for some t, 1 ≤ t ≤ m− n+ 2.

Proof. If xi occurs inside of none of y1, y2, . . . , ym then xi contains some yj
since xi cannot overlap any two consecuitive of them (∆-square-freeness of the

two words and overlap-freeness of ∆). The remaining claim is by definition of

overlap-freeness. The lemma is proved.

We abbreviate the longest common prefix of the two words u, v as lcp (u, v)

and the longest common suffix as lcs (u, v). We say that a ∆-word is related

if it contains a square. We go into a little more detail. A ∆-word xyz, or

interchageably, a triple (x, y, z), x, y, z ∈ ∆ is

(a) ps-related if y = y′y′′, where y′ is a nonempty common prefix of y and z,

y′′ is a nonempty common suffix of y and x. Thus xyz is not ps-related if and

only if

|lcp (y, z)|+ |lcs (y, x)| < |y|.

(b) os-related if

y = wz′x′′w

where y′ is a nonempty common prefix of y and z, y′′ is a nonempty common

suffix of y and x, w is a self-overlapping piece of y. Thus xyz is not os-related

if and only if

|lcp (y, wz)|+ |lcs (y, xw)| < |y|.
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(c) is-related (is is for infix sandwich) if x = z

y = y′y′′

and for some self-overlapping piece w of x, wy′ is a prefix and y′′w is a suffix of

x. Thus xyz is not is-related if and only if

|lcp (x, wy)|+ |lcs (y, yw)| < |y|+ 2|w|

for every self-overlap w of x.

The following assertions are more precise than Proposition 2.1.

Proposition 2.7. Suppose that every word of ∆ is square-free and ∆ has

K preperty for K = 3. Then a ∆-square-free word xyz of length 3 contains

a square-free if and only if (x, y, z) is a ps-, or an os- or an is-related triple.

Moreover, if ∆ has propertyK for all K ≥ 3 then a ∆-square-free word contains

a square-free if and only if it contains a os- or is-related triple or a ∆-factor of

the form xryrz for r ∈ ∆∗ for a ps-related triple (x, y, z).

Proof. The if direction is a direct verification. For the converse, let x1x2 . . . xk be

a ∆-square-free word which contais contains a square r′r′. Under the hypothesis,

by K-property for K = 2. every ∆-square-free word of length 2 is square-free,

so k ≥ 3. If k = 3, by K property for K = 3, x1 and x3 do not contain neither

occurrence of r′ in r′r′, so we have only the following case to consider

r′ = x′′1x
′
2 = x′′2x

′
3

where x′′1, x
′′
2 are a nonempty suffix of x1, x2 and x′2, x

′
3 are a nonempty prefix

of x2, x3, respectively. If x′′1 = x′′2, x
′
2 = x′3 which readily shows that x1x2x3 is

ps-related. If |x′′1| < |x′′2|, |x
′
2| > |x′3| then x′′1w = x′′2, wx

′
3 = x′2 and x1 overlaps

x3 on the overlap w, hence x1 = x3 which self-overlaps on w and x1x2x1 is

is-related. If, finally, |x′′1| > |x′′2|, |x
′
2| < |x′3| then x′′1 = x′′2w,wx

′
3 = x′2, so x2 is

self-overlapping, thus x1x2x3 is os-related that is the first claim.

Let now k > 3 and ∆ have K property for all K ≥ 3. We can assume that

no proper ∆-subfactor of x1x2 . . . xk contains r′r′. As before, we have only the

following case to consider, for some m, 1 < m < k,

r′ = x′′1r1x
′
m
= x′′

m
r2x

′
k
,

with x′′1 nonempty suffix of x1, r1 = x2 . . . xm−1 ∈ ∆∗, x′
m
a prefix of xm, x

′′
m
a

suffix of xm, for which xm = x′
m
x′′
m
r2 = xm+1 . . . xk ∈ ∆∗, x′

k
nonempty prefix

of xk. Since k > 3, at least r1 or r2 is not empty, let it be r1, the other case is

completely similar. By Lemma 2.3, K property for all K ≥ 3 implies that r1
is ∆-factor of xm . . . xk. Since x′′1, x

′
k
̸= ϵ, we get r1 = r2 and x′′1 = x′′

m
, x′

m
= x′

k
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which shows that (x1, xm, xk) is a ps-related triple that proves the last claim

and the proposition.

We have not to verify theK property forever, because, roughly, k is bounded

from above by M−2

m
and K can be any value beyond the maximum of such k plus

2, if exist. Precisely, by a more delicate inspection, we just have to check the

∆-square-freeness of some of those ∆-words that are factor of a word of ∆, of

∆-length k not exceeding ⌊M−3

m
⌋+1 (K = ⌊M−3

m
⌋+2) or M−2

m
(K = ⌊M−2

m
⌋+1).

Anyway, k ≤ M−3

m
+1, the same bound given in [6] and K ≤ M−3

m
+2. Thus, our

manipulation is less arduous than testing every ∆-square-free words of ∆-length
M−3

m
+ 1 for square-freeness by Proposition 2.1.

The following assertion prepares the prerequisites for the the notion of

weakly square-free set, later.

Corollary 2.8. Suppose that ∆ has property K for all K ≥ 3 and every ∆-

square-free of length 2 word is square-free. Then ∆ is square-free if and only

if every ∆-square-free word of length 3 is squre-free, or more precisly, there are

no ps-, os- or is-related triples over it.

In the ensuing sections we construct some square-free triple, which are di-

vided into four types as follows. Because the square-freeness of a word is not

affected under reversal of the word and permutation of the letters of the alpha-

bet, concerning the initial and the terminal letters of the words of ∆ = {x, y, z}
every product of two distinct words of which is square-free all we have are the

following possibilities:

(I) x = a . . . b, y = a . . . b and z = a . . . b;

(II) x = a . . . b, y = a . . . b and z = c . . . c, or z = c;

(III) x = a . . . a or x = a, y = b . . . b or y = b and z = c . . . c, or z = c;

(IIII) x = a . . . c, y = a . . . c and z = b . . . c

which we call Type I, II, III and IIII, respectively. In what follows, we consider

square-free words on the triple (x, y, z) of the first two types.

3. Type II

We consider the case when z = c, to this class belongs Istrail’s example above.

We try to clarify why it works, that is, why the triple (012, 02, 1) makes up a

weakly square-free morphism. Let ∆ = {x, y, z} be a ternary set of words over

A.

Definition 3.1. The triple ∆ is weakly square-free if it has property K for all

K ≥ 3, every ∆-square-free word of length 3 is square-free except may be xyx

or zyz or both.

Let now A = {a, b, c} be a ternary alphabet. Put

ā = abc, b̄ = ac, c̄ = b
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and

Ā = {ā, b̄, c̄}.

Here is an immediate property of Ā.

Proposition 3.2. The triple Ā is weakly square-free with a unique related

triple āb̄ā, which is ps-related, and every Ā-word is crbrc-free and arbra-free

for r ∈ A∗.

Proof. The first statement is verified by definition. For the next one, it is

enough to prove for arbra, the other case is symmetric (reversal). Suppose by

a contradiction that some word of Ā+ contains arbra. Since a appears only as

the initial letter of some words of Ā, we get

arbr ∈ Ā+.

Further, b appears in an Ā-word only as an Ā-factor b̄, or as the middle letter

of an Ā-factor ā. The first issue shows that

ar, r ∈ Ā∗,

consequently, a ∈ Ā∗, which is untrue. The second issue shows that

ar = r′a, r = cr′′,

where r′, r′′ ∈ Ā∗. Consequently, r′a = ar = acr′′ ∈ Ā∗, which is absurd because

no Ā-word terminates with a. The proposition is proved.

Consider now the Istrail’s morphism i on A∗, defined as

i(a) = abc, i(b) = ac, i(c) = b

that is, we identify i(a), i(b) and i(c) with ā, b̄ and c̄, respectively. The Proposi-

tion 3.2 has an immediate consequence that for every square-free and arbra-free

word u, i(u), as such, arbra-free as well, is square-free, hence iω(a) is square-

free. But we have more.

Let ∆ be an arbitrary weakly square-free, possibly with related triples

(x, y, x) and (z, y, z) and h : A∗ → ∆∗ be a morphism, defined as

h(a) = x, h(b) = y, h(c) = z.

Proposition 3.3. h(in(w)) is square-free for any square-free and arbra-free

word w and integer n ≥ 0.

Proof. If h(in(w)) contains a square, by Proposition 2.7 it contains xsysx, as

an A-word, for some s ∈ A∗, or it contains an H-square, as an H-word, where
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H = {x, y, z}, or just the same, in(w) contains a square. The latter is impossible

by the preceding remark. Next, since two distinct words of ∆ do not overlap,

in(w) is square-free, s ∈ A∗ and xsysx must be an H-factor of h(in(w)). Let

s = h(r) for r ∈ A∗ we see that arbra is a factor of in(w) despite the assumption

that proves the former and completes the proof.

Thus, starting from arbitrary square-free and arbra-free word w we get an

infinite set of square-free words in(w), n = 0, 1, 2, . . .. To get more, just map

each in(w) to A+ by an arbitrary such morphism h. The most simple and

obvious way is to start with w = a to append the sequence i(a), i2(a), . . . that

makes up the Istrail’s infinite square-free word iω(a). So we get the infinite

square-free word h(iω(a)) for a weakly square-free triple ∆ = {x, y, z} of A+.

Now we attend to determine a first few short x, y, z : |z| ≤ |y| ≤ |x| such that

(x, y, z) is weakly square-free. As a matter of fact, we find ones with a stronger

requirement, just for limiting search. We call ∆ quasi-square-free (or “strongly

weakly square-free”) if it is weakly square-free and totally overlap-free. We in

what follows consider the case z = c for the first try.

When |y| < 6, y either fails to exist or brings nothing new.

Let now |y| ≥ 6; we demonstrate in detail how to proceed. As z = c both x

and y begin by abc or acb and end by acb or cab. There are two cases.

(a) y begins by abc and hence ends by acb (avoiding self-overlapping)

y = abc . . . acb

then x should begin also by abc (y does not overlap x) and end also by acb (to

not overlap y)

x = abc . . . acb.

Moreover, x and y do not end with cbacb or acbcacb because yz or xz contains

cbacba or acbcacbc otherwise.

(b) y begins by acb and hence ends by cab

y = acb . . . cab

and hence x begins also by acb and ends by cab (to avoid self-overlapping)

x = acb . . . cab.

In this case x and y avoid the suffix bcab or bcab for the square bcabca is present

otherwise in xzy or yzx.

We handle the case (a) first. The following (and their prefixes) are the

candidates for the prefix of x and y of length up to 12. We list them as in a
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dictionary and when they fail to be one we indicate the reason thereafter. For

example,

“abc− a: xzy or yzx: (bca)2”, or “abc− bac− aba− b: (ab)2”

means

“abc−a: xzy or yzx contains (bca)2”, or “abc−bac−aba−b contains (ab)2”,

resp.

We divide them into blocs of three letters each separated by a dash (for easier

visualizing).

abc− a: xzy or yzx: (bca)2

abc− bab: xy or yx: (cbac)2

abc− bac− aba− b: (cb)2

abc− bac− aba− ca: (baca)2

abc− bac− aba− cba

abc− bac− aba− cbc

abc− bac− aba− cba (*)

abc− bac− aba− cbc (**)

abc− bac− abc− ab: (cab)2

abc− bac− abc− aca: (ca)2

abc− bac− abc− acb (***)

abc− bac− abc− ba: zx or zy: (cabcba)2

abc− bac− abc− bc: (bc)2

abc− bac− ac: (ac2)

abc− bac− ba: (cba)2

abc− bac− bca− bab: (ab)2

abc− bac− bca− bac

abc− bac− bca− ca: (ca)2

abc− bac− bca− cba

abc− bac− bca− cbc: (acba)2

abc− bac− bcb− aba: (ba)2

abc− bac− bc− abc

abc− bac− bc− aca

abc− bac− bc− acb: (cbacb)2

abc− bc: (bc)2.

That is all for the length up to 12. Take notice of the lines marked with (*),

(**) and (***). We claim that

x = abcbacabcacb, y = abcbacabacb, z = c

are the shortest words of the form (a) for which ∆ = {x, y, z} is quasi-square-

free that can be verified directly. Note that (x, y, x) is the only related triple in

this case.
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Now we treat the case (b). The resulting words are longer, so we now

separately demonstrate the procedure for the prefixes and suffixes that we shall

again employ in the sequel. I traced it back to [9], where F. Dejean used the

same trick.

For the prefixes, by the same manipulation as above (we omit the routine

details), the following (and their prefixes) are all the candidates for the prefix

of x and y of length up to 9.

acb− abc− aba (1)

acb− abc− acb (2)

acb− cab− aca (3)

acb− cab− cba (4)

and the following (and their suffixes) are all the candidates for the suffix of x

and y up to the length of 12

cba− bca− cba− cab (5)

aca− bca− cba− cab (6)

bac− bca− cba− cab (7).

We see that there are no ones of them that could be x or y, hence x and y

should have length exceeding 12. If there exists x or y of length not exceeding

18 then there is a bloc T of 3 letters (= 9 + 12 − 18) which occurs in a prefix

p, |p| ≤ 9, and a suffix s, |s| ≤ 12, above, so that

p = p′Tp′′, s = s′Ts′′

for which s′ is a suffix of p′ and p′′ is a prefix of s′′. We glue them to the word

p′Ts′′ that, if square-free, will be a candidate for x or y. Armed with that

reasoning, we try to find two such p′Ts′′ for a desired ∆ with z = c. All we

have found are listed below (several T may lead to the same word).

acb− abc− acb− aca− b, T = abc, (2) and (5)

acb− cab− cba− bca− cba− cab, T = cba, (4) and (5)

acb− cab− aca− bca− cba− cab, T = aca, (3) and (6).

It turns out, fortunately, that any two of them together with z = c form a ∆

that is quasi- square-free that we can quickly verify. Thus

∆ = {acbcabcbabcacbacab, acbabcacbacab, c}

and

∆ = {c, acbabcacbacab, acbcabacabcacbacab}

are of smallest total lengths (18, 13, 1) among quasi-square-free sets of Type II

for z = c.

For square-free triples of this type, with again,

z = c, x = a . . . b, y = a . . . b,
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the procedure above — we omit the details — first brings the triple

x = acbabcbacab, y = acbcacbacab, z = c

of length (11, 11, 1) and then the triple

x = abcbacabacb, abcbaccacb, z = c

of length (11, 10, 1), which are readily verified to be square-free triples. The

latter is the shortest square-free triple of Type II, in the sense that every square-

free triple (x, y, z), |x| ≥ |y| ≥ |z|, of this type satisfies 10 ≤ |y|, 11 ≤ |x|. I

shall explain the detail in the follow-up part of this work.

4. Type I

We exhibit in this section some examples of Type I, including one that is quasi-

square-free and one that is square-free itself. The shortest possible case is when

|z| = 4 with only two issues z = acab and z = abcb.

Let z = acab. Processing as in Section 3 leads to the triple

∆ = (acbcacbabcb, acbcabcb, acab)

of lengths (11, 8, 4) which is quickly and routinely verified to be quasi-square-

free.

The case z = abcb leads to the triple

∆ = (acabcbabcacb, acabcacb, abcb)

of length 12, 8 and 4, respectively.

Now the next shortest case |z| = 5. Usually, it is more demanding to find

square-free triples, but here it is just opposite. There exists only one z = abcab

which leads to the triple

(acbcacb, acabcb, abcab).

We use Proposition 2.7 to verify that that triple is square-free. for leisure. First,

there is no one of x, y, z which is a factor of another, so only the K-property for

K = 2 matters and it is enough to ensure the square-freeness of the ∆-square-

free words of length at most 3. As for length 3, there is no related triple; the

only self-overlap is ab, followed and preceded by c. As for length 2, a quick

inspection reveals the square-freeness of those ∆-square-free words and we are

done.

This example has the shortest total length of those square-free triples of

Type I. According to my calculation, this together with the triples

(abacabc, acbabc, bacbc)
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of Type IIII, and

(abcbabcacb, abcbacabacb, c)

of Type II, only are of the smallest length of all, of course save for the ground

alphabet, in the sense that any square-free triple (x, y, z), |x| ≥ |y| ≥ |z| will
have either 7 ≤ |x|, 6 ≤ |y|, 5 ≤ |z| or 11 ≤ |x|, 10 ≤ |y|, or both, uniquely. The
detail will be explained in the follow-up part of this paper.

A small question of enumeration, a bid for continuation: what is the minimal

length of a uniform square-free triple? 9 is definitely not; I guess 10.

References

[1] S.I. Adian, The Burnside Problem and Identities in Groups, Ergeb. Math.

Grenzgeb. 95, Springer-Verlag, Berlin, 1979; [Russian, Nauka, 1975]

[2] J-P. Allouche, Thue, Combinatorics on Words, and Conjectures Inspired
by the Thue-Morse Sequence, Journal de Théorie des Nombres de Bordeaux
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1 Introduction

Linear complexity (L) is a very important merit factor for measuring unpre-
dictability of pseudo-random sequences, which are often used as key stream
sequences in stream ciphers. It is defined as the length of the shortest linear
feedback shift register that can generate the sequence. The feedback function
on this shift register can be deduced from knowledge of just 2L consecutive
digits of the sequence. Thus, it is reasonable to suggest that ’good’ sequences
have L > N/2 (where N denotes the period of the sequence).

Cyclotomy is an old topic of elementary number theory. Classical and gen-
eralized cyclotomies have been used in the construction of sequences with de-
sirable properties. Classical cyclotomy was first considered in detail by Gauss.
Later, Ding and Helleseth introduced the generalized cyclotomy, which includes
classical cyclotomy as a special case. New an approach was prepared in [6].
Based on the new generalized cyclotomic classes in [6], Xiao et al. presented
a new family of cyclotomic binary sequences of period pn and determined the
linear complexity of the sequences in the case when n = 2 [7]. Further, these
results was generalized in [2] for n ≥ 2. It was shown in [2] that the linear
complexity of new family of cyclotomic binary sequences of period pn depends
on a value v = gcd

(
p−1

ordp(2)
, f

)
, where p = 1 + ef and ordp(2) denote the order

of 2 modulo p. In [2] the exact value of L was defined when v divides f/2 or

∗The reported study was supported by Russian Foundation for Basic Research and Novgorod region under

grant No. 18-41-530001.
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v = 2, f . The experimental result indicates that Theorem 5 from [2] is true for
v = 4, but the method from this paper can not be used in this case. So, our
goal is generalizing the results [2] for this case.

2 The linear complexity

Let p be an odd prime and p = ef +1, where e, f are positive integers and f is
even. Let g be a primitive root modulo p. We define

D
(f)
0 =

{
gt·f (modp) | 0 ≤ t < e

}
, and

D
(f)
i

= giD
(f)
0 =

{
gix (modp) : x ∈ D

(f)
0

}
, 1 ≤ i < f,

(1)

and

D
(f/2)
0 =

{
gt·f/2 (modp) | 0 ≤ t < 2e

}
, and

D
(f/2)
i

= giD
(f/2)
0 =

{
gix (modp) : x ∈ D

(f/2)
0

}
, 1 ≤ i < f/2.

(2)

The cosets D
(f)
i

, i = 0, 1, · · · , f − 1, and D
(f/2)
i

, i = 0, 1, · · · , f/2− 1 are called
respectively cyclotomic classes of order f and f/2 with respect to p. It is well

known that
{
D

(f)
0 , D

(f)
1 , . . . , D

(f)
f−1

}
forms a partition of Z∗

p
and

Zp =

f−1∪

i=0

D
(f)
i

∪ {0}.

Let b be an integer with 0 ≤ b < f . Define two sets

C0 =

f−1∪

i=f/2

D
(f)
(i+b) (mod f), and

C1 =

f/2−1∪

i=0

D
(f)
(i+b) (mod f) ∪ {0}.

(3)

It is obvious that Zp = C0 ∪ C1. Considered in [2] a family of almost balanced
binary sequences s∞ = (s0, s1, s2, . . . ) of period p can thus be defined as

si =

{
0, if i (mod p) ∈ C0,

1, if i (mod p) ∈ C1.
(4)
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Let S(x) = s0 + s1x + · · · + sp−1x
p−1 for the cyclotomic sequences s∞ defined

in (4). Then, it is well known (see, for instance, [1]) that linear complexity of
binary sequence s∞ of period p is given by

L = N − deg
(
gcd

(
xp − 1, S(x)

))
.

The above formula allows one to determine the linear complexity of s∞ by ex-
amining the roots of S(x) in an extension of F2 (the finite field of two elements).
Let F2 be an algebraic closure of F2 and let α ∈ F2 be a primitive p-th root of
unity. Then

L = p−
∣∣{S(αi) = 0 | i ∈ Zp

}∣∣ . (5)

Denote by ordp(2) an order of 2 modulo p. By [2] we have that if v =

gcd( p−1
ordp(2)

, f) and v | f2 , or v = 2 and f ̸= v then S(αt) ̸= 0 for t = 1, . . . , p− 1.

Our goal is to show that this statement is true for v = 4.

Theorem 1. Let p = ef + 1 be an odd prime and f ̸= 4 being an even positive
integer. Let s∞ be a generalized cyclotomic binary sequence of period p defined
in (4). Let ordp(2) denote the order of 2 modulo p and 4 = gcd

(
p−1

ordp(2)
, f

)
.

Then the linear complexity of s∞ is given by L = p.

By condition S(1) = p+1
2 ≡ 1 (mod 2). Further, we will show that S(αt) ̸= 0

for t = 1, 2, . . . , p− 1. We carry out the proof in several steps.
It can be easily seen from (1), (3) and (4) that

S(x) = 1 +

f/2−1∑

i=0

∑

t∈D
(f)
i+b (mod f)

xt. (6)

For simplicity of the presentation, we define polynomials

Ei(x) =
∑

t∈D
(f)
i

xt, , 0 ≤ i < f, (7)

Fi(x) =
∑

t∈D
(f/2)
i

xt, , 0 ≤ i < f/2, (8)

and

Hk(x) =

f/2−1∑

i=0

Ei+k (mod f)(x), 0 ≤ k < f, (9)

Notice that the subscripts i in D
(f)
i

, Ei(x) and Hi(x) are all taken modulo f

and the subscripts i in D
(f/2)
i

and Fi(x) are all taken modulo the order f/2. In
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the rest of this paper the modulo operation will be omitted when no confusion
can arise.

It can be easily seen from (6),(7) - (9) that S(x) = 1 +Hb(x).

Suppose 2 ∈ D
(f)
u for some integer u. It is easily seen that u ̸= 0, u ≡ 4

(mod f). So 2 ∈ D
(f/2)
w , w ̸= 0 and w ≡ 0 (mod 2).

Some basic properties of these polynomials are given in the following lem-
mas.

Lemma 2.

(i) Ei(α
a) = Ei+m(α) for any a ∈ D

(f)
m ; , i,m = 0, 1, . . . , f − 1;

(ii) (Ei(α
a))2 = Ei+u(α

a) if 2 ∈ D
(f)
u ;

(iii) Hi(α
a) +Hi(α

ag
f/2

) = Hi(α
a) +Hi+f/2(α) = 1 for i = 0, 1 . . . , f/2− 1;

(iv) Fi(α
g
k

) = Fi+k(α) for i = 0, 1 . . . , f/2− 1; k = 0, 1, . . . , p− 1;

(v) (Fi(α
a))2 = Fi+w(α

a) for i = 0, 1 . . . , f/2− 1; 2 ∈ D
(f/2)
w ;

Lemma 3. Let gcd( p−1
ordp(2)

, f) = 4 and f ̸= 4. If H0(α) = 1 then

F2i(α) + F2i+1(α) = 1, i = 0, 1, . . . , f/4− 1.

Proof. Let 2 ∈ D
(p)
u . Then 4 = gcd(u, f), by a similar argument as in [2] we get

that
1 = H0(α) = H4(α) = · · · = Hf−4(α)

and
0 = H2(α) = H6(α) = · · · = Hf−2(α)

So H2i(α) +H2i+2(α) = 1. Hence

E2i(α) + E2i+1(α) + E2i+f/2(α) + E2i+1+f/2(α) = 1.

By the definitions we have

D
(f)
2i ∪D

(f)
2i+f/2 = D

(f/2)
2i( mod f/2).

Thus E2i(α)+E2i+f/2(α) = F2i(α) and E2i+1(α)+E2i+1+f/2(α) = F2i+1(α).

Let (i, j) be cyclotomic numbers of order f/2 modulo p, i.e., (i, j) = |(D
(f/2)
i

+

1) ∩ D
(f/2)
j

|. Using −1 = g(p−1)/2 = gef/2, we obtain that −1 ∈ D
(f/2)
0 . Hence

∑
f/2−1
j=0 (0, j) = |D

(f/2)
0 − 1| and

∑
f/2−1
j=0 (1, j) = |D

(f/2)
0 |. By (2) |D

(f/2)
0 | = 2e,

thus we see that

f/2−1∑

j=0

(0, j) ≡ 1 (mod 2) and

f/2−1∑

j=0

(1, j) ≡ 0 (mod 2). (10)
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The sums
∑

i∈D
(f/2)
j

αij are also called Gauss period and by [5] (Proposition

8) we have the following statement when f/2 is even (see, also [3]).

Lemma 4.

(i) (Fj(α))
2 =

∑
f/2−1
i=0 (0, i)Fi+j(α) for j = 0, 1 . . . , f/2− 1; and

(ii)Fj(α)Fj+1(α) =
∑

f/2−1
i=0 (1, i)Fi+j(α) for j = 0, 1 . . . , f/2− 1.

Lemma 5. Let f/2 is even and 2 ∈ D
(f/2)
w . Then (0, w) ≡ 1 (mod 2) and

(0, j) ≡ 0 (mod 2) for j = 0, 1 . . . , f/2− 1 and j ̸= w.

Proof. Let T (x) = Fw(x) +
∑

f/2−1
i=0 (0, i)Fi(x). Since Fi(1) = 2e, we see that

T (1) = 0 in F2. Further, by Lemma 2 (iv) we get T (αg
k

) = Fw(α
g
k

) +∑
f/2−1
i=0 (0, i)Fi(α

g
k

) = Fw+k(α) +
∑

f/2−1
i=0 (0, i)Fi+k(α) or by Lemma 4 T (αg

k

) =
Fw+k(α) + (Fk(α))

2 = 0. Thus T (x) have p roots and deg T (x) ≤ p− 1, hence
T (x) ≡ 0 in a ring GF (2)[x]. In this case (0, w)+ 1 ≡ 0 (mod 2) and (0, j) ≡ 0
(mod 2) for j = 0, 1 . . . , f/2− 1 and j ̸= w.

Lemma 6. Let F2i(α)+F2i+1(α) = 1, i = 0, 1, . . . , f/4−1 and 2 ∈ D
(f/2)
w , w ̸=

0. Then (1, 0) + (1, 1) ≡ 1 (mod 2).

Proof. We consider

G(x) =

f/4−1∑

i=0

((1, 2i) + (1, 2i+ 1))F2i+1(x) + F1(x) + F1+w(x) +

f/4−1∑

i=0

(1, 2i+ 1).

We have that −1 ∈ D
(f/2)
0 and w is an even, hence degG(x) < p− 1.

1). Let x = αg
2k

. Then

G(αg
2k

) =

f/4−1∑

i=0

((1, 2i) + (1, 2i+ 1))F2i+1+2k(α)+

F1+2k(α) + F1+w+2k(α) +

f/4−1∑

i=0

(1, 2i+ 1).
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Since F2i+1+2k(α) = 1 + F2i+2k(α), it follows by Lemma 4 that

f/4−1∑

i=0

((1, 2i) + (1, 2i+ 1))F2i+1+2k(α) =

f/4−1∑

i=0

(1, 2i)(1 + F2i+2k)(α) +

f/4−1∑

i=0

(1, 2i+ 1)F2i+1+2k(α) =

f/4−1∑

i=0

(1, 2i) +

f/2−1∑

j=0

(1, j)Fj+2k(α) =

f/4−1∑

i=0

(1, 2i) + F2k(α)F2k+1(α).

By (10) we have that
∑

f/2−1
i=0 (1, j) ≡ 0 (mod 2), thus

G(αg
2k

) = F2k(α)F2k+1(α) + F1+2k(α) + F1+w+2k(α)

or

G(αg
2k

) = (1 + F2k+1(α))F2k+1(α) + F1+2k(α) + F1+w+2k(α).

By Lemma 2 (F2k+1(α))
2 = F2k+1+w(α), hence G(αg

2k

) = 0.

2). Let x = αg
2k+1

. Then

G(αg
2k+1

) =

f/4−1∑

i=0

((1, 2i) + (1, 2i+ 1))F2i+2+2k(α)+

F2+2k(α) + F2+w+2k(α) +

f/4−1∑

i=0

(1, 2i+ 1).

Since F2i+2+2k(α) = 1 + F2i+2k+2+1(α), it follows by Lemma 4 that

f/4−1∑

i=0

((1, 2i) + (1, 2i+ 1))F2i+2+2k(α) =

f/4−1∑

i=0

(1, 2i)F2i+2k+2(α) +

f/4−1∑

i=0

(1, 2i+ 1)(1 + F2i+1+2+2k(α))

=

f/2−1∑

j=0

(1, j)Fj+2k+2(α)+

f/4−1∑

i=0

(1, 2i+1) = F2k+2(α)F2k+3(α)+

f/4−1∑

i=0

(1, 2i+1).

Thus G(αg
2k

) = F2k+2(α)(1+F2k+2(α))+F2+2k(α)+F2+w+2k(α). By Lemma

2 (F2k+2(α))
2 = F2+2k+w(α), hence G(αg

2k+1

) = 0.
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So G(x) have p − 1 roots and degG(x) < p − 1, hence G(x) = 0 in a ring
GF (2)[x]. In this case (1, 0) + (1, 1) ≡ 1 (mod 2).

Proof of Theorem 1

Let there exists h such that S(αh) = 0. Then Hb(α
h) = Hb+t(α) = 1, where

t : h ∈ D
(f)
t

. Without loss of generality, we can assume b+ t ≡ 0 (mod f) and
H0(α) = 1. By Lemmas 3 and 6 we get that (1, 0) + (1, 1) ≡ 1 (mod 2). Using
the properties of cyclotomic numbers ((i, j) = (−i, i−j) and (i, j) = (j, i) when
f/2 is even, [4], formulae 11.6.35) we get that (1, 1) = (−1, 0) = (0, f/2 − 1)
and (0, 1) + (0, f/2− 1) ≡ 1 (mod 2). We have a contradiction with Lemma 5
since w ̸= 1 and w ̸= f/2− 1.

Remark 7. If s∞ is a sequence with a period pn as in [2] then in the conditions

of Theorem 1 L = pn.
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