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Abstract
Zeta potential is an essential surface parameter in the characterization of
nanoparticles, determined at the interface of loosely bound ions (diffuse layer)
at the nanoparticle surface and free ions in solution. The ionic concentration
and pH of the solution are known to, by definition, influence the composition
of the diffuse layer and zeta potential accordingly. Thus, to fix the solution’s pH
for valid zeta potential measurements, buffers are frequently used. However, an
issue that remains largely neglected is that buffers could also additionally alter
the electrokinetic properties of nanoparticles through specific molecular inter-
actions. Therefore, a thorough molecular understanding of buffer–nanoparticle
interactions is needed to correctly implement zeta potential results. Thus,
in order to study nanoparticle–buffer interactions, we first adopted a simple
experimental approach of measuring zeta potential of common polymeric
nanoparticle systems at different buffer concentrations, pH, and nanoparticle–
buffer fraction ratios. We observed that zwitterionic/cationic buffer molecules
impart significant interference to the electrokinetic properties of structurally
diverse polymer nanoparticles, by causing zeta potential suppression or even
inversion during the experiments. In parallel, advancement in computation
resources nowadays allow studying intermolecular interactions of nanoparticles
and other complex molecules by molecular dynamics (MD) simulations. Thus,
by performing MD simulations for six different polymeric nanomaterials with
commonly used buffer molecules, we found that noncovalent interactions play
a significant role in altering the observed zeta potential values, which may
contribute to erroneous results and false particle characterizations if not taken
properly into account in zeta potential measurements.
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1 INTRODUCTION

In pursuit of developing new nanoformulations, it is very
pertinent to evaluate surface properties of nanoparticles to
get insight into the colloidal stability of the formulation[1]
and nanoparticle surface chemistry[2] under given con-
ditions, which in turn determines the interactions of the
nanosystemwith the biological environment during appli-
cation (a.k.a. the “nano-bio interface”). Thus, the electro-
static or charge repulsion/attraction between nanomateri-
als is one of themost fundamental parameters affecting the
colloidal stability of nanoformulations,[3] and their inter-
actions with their surroundings.[4] Nanoparticles, when
dispersed in an ionic solution such as water, attain a sur-
face charge, shielded by the layer of loosely bound counter
ions, known as the diffuse layer. This allows the measure-
ment of an important electrokinetic parameter, zeta poten-
tial, at the slipping plane that discriminates the diffuse
layer from the free ions present in the solution. The dis-
tance extending between the layer of the firmly attached
ions to the nanoparticle surface (or Stern layer) to the dif-
fuse layer is known as the electrical double layer (EDL),
as defined by Debye’s parameter that is highly influenced
by the ionic composition of the solution.[5] Therefore,
zeta potential is required to be measured at a specific
ionic concentration and pH. In this context, buffers are
considered important media to characterize zeta poten-
tial of nanomaterials at a given pH. The general guide-
lines and principles governing the effect of buffer concen-
trations/pH on zeta potential are extensively discussed in
the literature.[5,6] However, what has been largely ignored
is that buffer molecules, through molecular interactions,
could also alter the physicochemical and biological prop-
erties of nanoparticles and consequently, even the func-
tionality of nanoparticles.[7] The situation is made even
more complex in that nanoparticles used in nanomedicine
seldom are “simple” materials i.e. made out of only one
constituent, in order to render them functional in the first
place. Besides the main material, every functional group,
coating and/or functional moiety attached to the nanosys-
tem may inflect a contribution to the acid/base proper-
ties of the overall system (and simultaneously, the sur-
roundings) when immersed into an aqueous environment.
Due to the usually quite complex acid/base properties of
a nanosystem, tight buffering control of the solution is
required when determining context-dependent properties
such as zeta potential at a given condition for gaining a
valid result.

The purpose of a buffer is thus to stabilise the formula-
tions by regulating the consequential pH shift. However,
if the buffer ingredients start interacting with the sur-
roundings, they may induce favourable or unfavourable
changes to the system.[8] 2-[4-(2-hydroxyethyl)piperazin-1-
yl]ethanesulfonic acid (HEPES) is a zwitterionic molecule
(pKa1 ∼3, sulfonic acid; pKa2 7.55, basic piperazine
nitrogen; effective buffer pH range 6.8–8.2) that is fre-
quently used in biological experiments due to its buffering
capacity at physiological pH. It has been shown that its
two nitrogen atoms, for instance, allow it to adsorb on
gold nanoparticle (AuNP) surfaces, which increases the
colloidal stability of the particles. Therefore, adsorption
of HEPES molecules prevents aggregation of AuNPs
even at higher buffer concentration when compared to
other buffer types.[9] On the other hand, HEPES–AuNP
interactions unfavourably lowers the DNA detection sen-
sitivity of AuNPs for colorimetric analysis.[10] Likewise,
(tris(hydroxymethyl)aminomethane) (TRIS) buffer (pKa
8.08; effective buffer pH range 7–9), another common
buffer used tomimic physiological conditions, and HEPES
have shown to interact with titanium dioxide (TiO2) sur-
faces and thus alter protein adsorption on mesoporous
TiO2 surfaces.[11]
The impact of molecular interactions with particle sur-

faces may even go beyond the material itself. For instance,
it has been shown that the type of buffer solution can have
a profound effect on the transfection efficiency of gene
delivery vectors, due to the buffermolecules’ specific inter-
action with the cationic polymer coatings.[7] Thus, func-
tional groups and charge possessed by buffer molecules
play an important role in determining the interaction of
buffers with different materials. Given the fact that buffers
and electrolytes could interfere with their surroundings, it
is likely that buffers may also influence the surface prop-
erties of nanoparticles such as zeta potential. Therefore,
selecting a buffer molecule among the range of available
buffers for zeta potential determination of nanoparticles
could pose a challenge that needs a thorough molecular
understanding.
In the quest of studying buffer interactions with

colloidal systems, most of the studies have focused
on inorganic nanomaterials while organic materials
have not been explored in similar capacity.[10] Conse-
quently, there is no specific method that could ensure
the selection of a correct buffer system for evaluation of
organic nanoparticle formulations. Polymers are increas-
ingly used to develop highly functional nanoparticles
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F IGURE 1 2D structures of the polymers used in this study. (A) SpAcDEX, (B) AcDEX, (C) PLGA, (D) HPMCAS-HF, (E) HPMCAS-MF,
and (F) HPMCAS-LF

e.g. for on-demand and controlled drug delivery
systems.[12]
The polymer compositions are precisely engineered to

tune the polymer chemistry for creating conjugation pos-
sibilities and attributing intuitive properties (swelling,
degradation) to polymeric particles.[13] Recently, aceta-
lated dextran (AcDEX) and spermine modified aceta-
lated dextran (SpAcDEX) polymeric platforms were syn-
thesized as pH responsive materials that were shown
to hydrolyse at acidic pH, rendering them highly inter-
esting for intracellular delivery. Both polymers share
a similar dextran ring; however, the former expresses
hydroxyl moieties (anionic/acidic), whereas the latter has
an additional polyamine chain (cationic/basic).[14,15] In
addition, the US Food and Drug Administration (FDA)
has approved poly(lactic-co-glycolic acid) (PLGA) poly-
mers that are slowly hydrolysed in the presence of water
for drug delivery applications.[16,17] Another polymer of
pharmaceutical interest, hydroxypropyl methylcellulose
acetate succinate (HPMCAS) is available in three grades,
that is, HPMACS-HF, HPMCAS-MF, and HPMCAS-LF,
produced, which is modified by the variation of suc-
cinyl (∼6%, ∼11%, and ∼12%) and acetyl (∼12%, ∼9%,
and ∼6%) content.[18] These polymeric materials have
great structural diversity, which makes them an interest-
ing platform to study polymer–buffer interactions. Struc-
tures of the polymers studied in this study are shown in
Figure 1.

To study electrokinetic properties of nanoparticles fab-
ricated from structurally diverse polymer materials, the
process of nanofabrication needs to be optimized so as
to obtain nanoparticles (differing in their chemical com-
position) resembling in size, shape, and polydispersity.
These critical physiochemical parameters could influence
the electrophoretic mobility of particles that could con-
sequently affect the zeta potential.[19,20] To achieve the
uniformity in the particle fabrication process, particle
synthesis could be materialised in a confined and con-
trolled environment of miniature microfluidic device. The
microchannels of microfluidics permit fast diffusion, even
mixing of solvents and rapid precipitation thus parti-
cles produced are monodisperse and possess small size.
Moreover, controlled fluid flow dynamics of microfluidics
ensure method reproducibility.[21] Further, after proper
washing of microfluidics channels same device could
be reused, thus single microfluidics device could serve
as a platform to fabricate particles from various poly-
mer materials. To this advantage of microfluidics, in this
study, we used coaxially arranged glass capillaries as a
microfluidics platform for fabricating nanoparticles from
six different polymer materials that were latter used to
study polymer–buffer interaction through zeta potential
measurement.
Complementary to the experimental methods, the

application of computational simulations in formula-
tion development is gaining increasing interest.[22] The
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significant increase in current computational power has
made it possible to perform atomic-level molecular sim-
ulations of nanoparticles and other molecularly complex
formulations.[23–25] Since the size of the nanoparticles
utilized for drug delivery purposes typically ranges from
50 to 500 nm,[26] simulating this large structures for a
few nanoseconds may be challenging, depending on how
much computational power is available. Nevertheless,
it is possible to speed up the simulations by using only
the model of the interfaces and ignoring the core part of
the nanoparticles. Likewise smaller molecules (drugs or
buffers) can be modeled and simulated along with the
structural models of polymer nanoparticles. Molecular
simulations can then be used to predict the dynamics of
molecular interactions between the different entities in
the simulation system.
Interactions between the ionic species in the bulk solu-

tion and at the nanoparticle interface are usually stud-
ied through special spectroscopic techniques such as elec-
tron paramagnetic resonance spectroscopy[27] or X-ray
photoelectron spectroscopy.[28] However, here we rather
adopted a simple approach of measuring zeta poten-
tial of nanoparticles prepared from the organic polymers
AcDEX, SpAcDEX, PLGA, HPMCAS-HF, HPMCAS-MF,
and HPMCAS-LF as a function of ionic strength, pH, and
the nanoparticle–buffer fraction ratio; in order to pre-
dict changes perturbed at the nanoparticle surface due
to nanoparticle–buffer interactions. Additionally, we used
molecular dynamics (MD) simulations to get atomic-level
understanding on buffer–nanoparticle interactions to bet-
ter explain our experimental data. We foresee this study to
constitute an important guide in the correct selection of
measurement conditions in zeta potential measurements
involving polymeric nanoparticles for applications within
nanomedicine.

2 METHODS

2.1 Fabrication of nanoparticles

2.1.1 AcDEX and SpAcDEX nanoparticles

For synthesis of AcDEX and SpAcDEX nanoparticles sim-
ilar protocol was followed. Briefly, 10 mg of polymer
(AcDEX/SpAcDEX) was dissolved in 4 ml of ethanol
(Ethax, 99.5%) to make a final concentration of 2.5 mg/ml.
Aqueous solution 0.1% Pluronic F127 (sigma) with pH
adjusted to 7.5 ± 0.2 was used as counter solvent. Polymer
solution and counter solvent were infused in the inner and
outer capillary of the glass capillary microfluidics chip at
the flow rate of 2 ml/h and 40 ml/h, respectively with aid
of two Harvard pumps (PHD 2000, Harvard Apparatus,
USA). Nanoparticles collected were analysed with Zeta-

sizer nanoZS (Malvern) andTEM(JEM-1400PlusElectron
Microscope, JEOL, Japan).

2.1.2 PLGA nanoparticles

PLGA nanoparticles were fabricated by using nanoprecip-
itation method with aid of microfluidics platform. PLGA
was weight upto 10 mg and dissolved in 5 ml of acetone
(Sigma, HPLC grade) to make a final concentration of
2 mg/ml. PLGA and aqueous solution (0.1% Pluronic F127,
pH 7.5± 0.2) were infused in the outer capillary and simul-
taneously focused on the inner capillary. PLGA and aque-
ous solution were set to the infusion rate of 2 ml/h and
20 ml/h. Nanoparticles were collected for analysis.

2.1.3 HPMCAS (LF, MF, and HF)
nanoparticles

HMPCAS (HF,MF, and LF) polymerswere provided by the
Helsinki University. To fabricate particles, polymer solu-
tion (2.5 mg/ml) was prepared in acetone and pumped in
the inner capillary at 2 ml/h and precipitated with Milli Q
(pH 4) flown at the rate of 40 ml/h in the outer capillary.
Nanoparticles were collected in glass vial at outlet of the
chip for analysis.

2.2 Characterization

2.2.1 Dynamic light scattering (DLS)

Hydrodynamic size of nanoparticles was characterized
with dynamic light scattering instrument, Zetasizer Nano
ZS. Sample preparation was done by dispersing 200 μl
of nanoparticles from stock suspension of polymeric
nanoparticle to the 1ml of deionizedwater (DI), whichwas
filtered prior with 450 μm acrodisc filter. Sample was son-
icated and vortexed alternatively for 2 min and transferred
to disposable cuvettes and placed in the sample holder of
the instrument.

2.2.2 TEM characterization

Prior to preparing TEM samples, polymer nanoparticles
were washed with a specific solvent, once by successively
centrifugation, vortexing, and sonication. DI water (pH 8)
was used towashAcDEX, SpAcDEXnanoparticles; HMPC
(HF, MF, and LF) nanoparticles were washed with DI
water (pH 4); and PLGAwas washed with simple DI water.
TEM grids were prepared by dropping 10 μl dilute disper-
sion of each nanoparticle preparation on copper grid and
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kept it for drying overnight. Images of particles were taken
with JEM-1400 Plus Electron Microscope.

2.2.3 Zeta potential measurement

Zeta potential of nanoparticles was measured using Zeta-
sizer Nano ZS (Malvern). Each dispersion containing 1–
60 μg of particles was carefully filled in disposable folded
capillaries (Malvern) to avoid bubbling. Disposable folded
capillary was placed in the instrument for takingmeasure-
ments. The zeta potential, as a function of particles/HEPES
fraction ratio, buffer pHand buffer concentrationwasmea-
sured at least thrice. The final zeta potential was calcu-
lated by taking average of three values and reported along
with the standard deviation (shown as the error bars in
Figures 5–7). After measurements, disposable folded capil-
lary cells (Malvern) were washed with DI water/ethanol
and dried by blowing air. Whereas electrodes of dispos-
able folded capillary were monitored continuously and
replaced by the new ones if blackening was observed.

2.3 Computational studies

2.3.1 Polymer preparation

To obtain representative models of nanoparticles under
investigation and to understand polymer–buffer inter-
actions at the interface, atomic scale models of poly-
mers were prepared ignoring the noninteracting core of
nanoparticles. The structures of the initiator and termina-
tor end groups of polymers were sketched using the Poly-
mer Builder tool of Schrödinger’s Material Science suite
release 2021–2022 (Schrödinger, LLC, NewYork, NY, 2021).
To build the polymer chains, monomers of all these poly-
mers were built as shown in Figure 1. The backbone dihe-
dral anglewas set to random. The clashes betweenC-C and
C-H atoms were avoided by specifying the van der Waals
scale factor of 0.50 with a random seeding option.

2.3.2 Simulation system preparation

To prepare a simulation system with a set number of
polymers and buffer molecules with or without water
molecules, the Disordered System Builder panel of the
Schrödinger Material Science suite was used. The maxi-
mum number of polymer chains in each system was 20.
Each system had an initial density of 0.5 g/cm3 and peri-
odic boundary conditions (PBC) with an orthorhombic
unit cell were used for all simulations. The initial dis-
ordered system was set to a “tangled chain” using the
OPLS4e force field.[29] The 2D structures of theHEPES and

TRIS were sketched with the 2D Sketcher tool in Maestro
and processed further to 3D structures using the LigPrep
tool of Schrödinger’s Maestro molecular modelling suite
(LigPrep, Schrödinger, LLC, New York, NY, 2021).

2.3.3 Molecular dynamics simulations

The polymer and the copolymer with buffer molecules
with and without water molecules were submitted to a
100-ns molecular dynamics (MD) simulation. The simu-
lation was performed using the multistage MD simulation
workflow of Desmond (Schrödinger Release 2021–2022:
Desmond Molecular Dynamics System, D. E. Shaw
Research, New York, NY, USA, 2021; Maestro-Desmond
Interoperability Tools, Schrödinger, New York, NY, USA,
2021),[30] consisting of a three-stage material relaxation
protocol, followed by a 100-ps Brownian dynamics (BD)
simulation, and finally the productionMD simulation and
analysis. Briefly, the material relaxation protocol involved
20 ps of Brownian dynamics (BD) at 10 K to remove steric
clashes, followed by a short BD simulation at 100 K in the
NPT ensemble and an anisotropic coupling scheme. In
the final stage, a 100-ps MD simulation in the NPT ensem-
ble was completed using anisotropic coupling and a 2-fs
time step. The production simulation was then performed
for 100 ns at 300 K and 1.01325 bar with the Nose-Hoover
chain thermostat[31–33] and barostat using the Martyna-
Tobias-Klein method[34] with isotropic coupling. The
Coulombic method used for long-range interactions was
U-series[35] while the cut-off radius for short-range inter-
actions was set to 9.0 Å. Various bulk properties derived
from the simulation trajectories were calculated using
the Simulation Event Analysis panel of the Schrödinger
Material Science suite. The hydrogen bonding interactions
were further analysed in Microsoft Excel360.

3 RESULTS

3.1 Nanoparticle fabrication
and characterization

Polymeric nanoparticles were fabricated with the aid of
microfluidics using a coaxially arranged glass capillary,
assembled on the glass slide as a microfluidics chip. In
brief, polymer solution was propelled through the inner
capillary, which was focused into a narrow stream with
the aid of aqueous solution (0.1% Pluronic F127 [pH 7.5 ±
0.2]/distilled water pH 4) flown in the outer capillary. The
nanoprecipitation-based fabrication of nanoparticles was
materialized due to the difference in solubility of polymer
in organic solvent and counter solvent (0.1% Pluronic F127
[pH 7.5 ± 0.2]/distilled water pH 4). Hydrodynamic size
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F IGURE 2 Characterization of nanoparticles (AcDEX, SpAcDEX, PLGA, HPMCAS LF, MF, HF) by DLS. (A) Bar chart shows the
hydrodynamic size of the nanoparticles, calculated as average Z-diameter and (B) polydispersity index

and polydispersity index (PDI) measurements were taken
in triplicate and hydrodynamic particle size was calculated
by taking Z-average values and reported along with stan-
dard deviations (Figure 2). For more detailed characteriza-
tion of the nanoparticles’ morphology, particles dried over
a copper grid were imaged using TEMmicroscopy. Area of
the particles of each polymer was analysed with Image J,
and the data obtained was converted to obtain the parti-
cle diameter by using simple A = πr2 formula defining the
dimensions of a sphere.

3.1.1 SpAcDEX and AcDEX nanoparticles

For fabricating small and monodispersed nanoparticles
from AcDEX and SpAcDEX, concentration of respective
polymers was adjusted to 2.5 mg/ml, and polymer solution
was flown in the inner capillary at 2ml/h and consequently
counter solvent (0.1% Pluronic F127, pH 7.5± 0.2) was pro-
pelled in the outer capillary at 40 ml/h. Neutral pH was
maintained to prevent hydrolysis of acetal groups associ-
ated with AcDEX and SpAcDEX polymers. The hydropho-
bicity of the polymers (AcDEX and SpAcDEX) allows
quick precipitation upon exposure to the aqueous solu-
tion. DLS result showed that AcDEX and SpAcDEX par-
ticles had a hydrodynamic particle size of 199.5 ± 1.97 nm
and 205.4 ± 1.49 nm, respectively (Figure 2B). Moreover,
the particles exhibited low polydispersity index (PDI) val-
ues (<0.2; Figure 2B) and possessed narrow size distribu-
tion (see Supplementary information Figure S1). In TEM
microscopy, AcDEX and SpAcDEX particles appeared as
condense spherical particles (Figure 3A and B). Image
analysis showed that the average diameter of AcDEX and
SpAcDEX was 150 ± 5 and 123.2 ±33.88 nm, respectively.
The difference in the particle size values between DLS and
TEM is due the difference in the working principle of the
two techniques. In the former, measurements are carried

out in the solution where a cloud of ionic species envelop
the particle leading to increase in the hydrodynamic size
of the particle. Contrarily, in TEM microscopy particles,
imaging is done in dried state. Further, DLS technique
relies on light scattering data, which are easily influenced
by the presence of particle aggregation and agglomera-
tion. It has been shown that light scattering cross-section
could potentiate to as high as 1000-fold upon switching
the particle size from 30 to 80 nm.[36] Hence, particle size
estimated with DLS was high as comparison to TEM, as
expected.

3.1.2 PLGA nanoparticles

The synthesis of PLGA nanoparticles was optimized by
carefully selecting the polymer concentration, solvent sys-
tem, and flow rate. Literature shows that size and poly-
dispersity of PLGA particles is highly influenced by the
concentration of polymer and selection of organic solvent
system.[37,38] Keeping in view the concentration range 1–
40 mg/ml used in the literature, we prepared 2 mg/ml of
PLGA solution in acetone and propelled through the inner
capillary of microfluidics chip at 2 ml/h whereas outer
capillary was supplemented with 0.1% Pluronic F127, pH
7.5 ± 0.2 at the flow rate 20 ml/h. The aqueous solution
used in outer capillary caused precipitation of hydrophobic
PLGAwhereas surfactant (Pluronic F127) served as a stabi-
lizer. DLS result showed that PLGA particles had a hydro-
dynamic particle size of 160 ± 2.48 nm with small PDI
0.14 ± 0.02 (Figure 2A and B). Size distribution curve sug-
gested that PLGA particles possess narrow size distribu-
tion (see Supplementary information Figure S1). Accord-
ing to the TEM images, PLGAparticles has spherical shape
and appear less dense in comparison to the other particles
(Figure 3C). This could be due to the dominance of loosely
arranged brush hair-like structures of PLGA molecules at
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F IGURE 3 Micrographs of the fabricated particles. (A) Acetalated dextran (AcDEX); scale bare 5 μm. (B) Spermine modified acetalated
dextran (SpAcDEX); scale bar 200 μm. (C) Poly(lactic-co-glycolic acid) (PLGA): scale bar 200 μm. (D) Hydroxypropylmethylcellulose acetate
succinate (HPMCAS)-LF; scale bar 1 μm. (E) HPMCAS-MF; scale bar 500 μm. (F) HPMCAS-HF; scale bar 500 μm, acquired by transmission
electron microscope (TEM)

the periphery, which allows the electron beam to transmit,
pertaining to lower density of PLGA particles. Analysing
TEM images of PLGA particles showed that the average
diameter of PLGA particles was 111 ± 55.0 nm, which
was lower than the hydrodynamic particle size from DLS.
Again, the difference in the results could be attributed to
the presence of possible aggregates and presence of molec-
ular ionic envelope around the particle.

3.1.3 HPMCAS (HF, MF, and LF)
nanoparticles

Owing to the hydrophobic nature, acetone was selected as
a common solvent for all three grades of HPMCAS (HF,
MF, and LF). Precipitation of polymer solution was trig-
gered at 2.5 mg/ml concentration by exposing to pH 4
deionized water at the flow rate of 40 ml/h. HPMCAS
solubility is influenced by chemical modifications, chang-
ing the ratio of acetyl and succinyl functional moieties
solubility of HPMCAS could be triggered from pH 5.0 to
6.8. Since HPMCAS-HF, HPMCAS-MF, and HPMCAS-LF
are stable in acidic environment, particles were fabricated
under slightly acidic aqueous environment. DLS result
showed that hydrodynamic particle size of HPMCAS-
HF, HPMCAS-MF, and HPMCAS-LF was 196.8 ± 3.9,
159.1 ± 2.28, and 151.7 ± 2.95 nm (Figure 2A), respec-
tively. The PDI values were found in lower range 0.13 ±
0.08, 0.12 ± 0.01, and 0.11 ± 0.01 for HPMCAS-HF,
HPMCAS-MF, and HPMCAS-LF, respectively (Figure 2B).
Further, TEM microscopy showed that the HPMCAS-HF,
HPMCAS-MF, and HPMCAS-LF have spherical morphol-
ogy (Figure 3D–F) and have an average particle size of

88.87 ± 26.84, 111.32 ± 32.44, and 99.57 ± 26.75 nm, respec-
tively. Based on the DLS and TEM microscopy data, it
was affirmed that all polymer particles synthesized have
spherical morphology that complies with the assumptions
made by Smoluchowski andHenry.[39,40] Further, polymer
particles have comparable particle size as well as narrow
size distribution (see Supplementary information Figure
S1) and are hence suitable for zeta potential investigation.

3.2 Evaluating zeta potential of polymer
nanoparticles and HEPES fractions ratios

Different fraction ratios of polymer nanoparticles and
HEPES were prepared by mixing alternating volumes of
respective components. By preparing different fraction
ratios (Fr), it was possible to observe changes in zeta poten-
tial, which might result due to interaction of particles and
HEPES, while the pH of the system was kept relatively
constant (±0.1). To formulate the highest fraction ratio
(FrH, 19) 2.85 μl of nanoparticles (80–150 μg) were mixed
with 150 μl HEPES (25 mM), diluting HEPES to 1.3 mM.
Subsequently, zeta potential and pH of the particle disper-
sion were measured. In the following experiment, fraction
ratio (Fr) was reduced by adding more HEPES to increase
buffer concentration to 2.5, 10, 18.7, 22.5, and 25 mM,
respectively; in contrast, nanoparticles were depleted from
the system. Overall concentration of particles was altered
from 180 to 0.1 μg. Zeta potential and pH measurements
were taken for all dispersion systems prepared as a fraction
ratio. Thus, alternatively changing nanoparticle and buffer
concentration aided us to follow changes at the nanopar-
ticle surfaces due to interaction of buffer molecules.
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F IGURE 4 Zeta potential shifts are plotted as bar charts
showing the difference of zeta potential between lowest and higher
fraction ratio (particles/HEPES). SpAcDEX (pH 7.2 ± 0.1), AcDEX
(pH 7.2 ± 0.1), PLGA (pH 7.4 ± 0.1), and HPMCAS (HF, MF, LF ; pH
4 ± 0.1)

3.2.1 HEPES and SpAcDEX/AcDEX
nanoparticles

SpAcDEX particles showed zeta potential of 29.5 mV at
highest fraction ratio (FrH, 19, HEPES 1.3 mM, pH 7.1;
Figure 5). The high positive zeta potential appeared due
to the presence of polyamine chain (spermine) linked with
the dextran backbone chain as shown in Figure 7. Upon
decreasing the Fr, zeta potential dropped gradually and
flipped to –14.2 mV at the lowest fraction ratio (FrL) 0.002
(HEPES 25 mM, pH 7.2; Figure 5). Since the pH of the sys-
tem was kept relatively constant, changes in zeta poten-
tial could be assumed to result from interaction between
HEPES andnanoparticles due to alternative change in con-
centrations of the respective components.
The expression of negative zeta potential (–14.2 mV)

at the lowest fraction ratio (FrL) 0.002 (HEPES 25 mM,
pH 7.2) by SpAcDEX particles bearing polycationic chain
(spermine) and lacking any anionic moiety was an unex-
pected phenomenon, which alsostemmed an overall shift
in zeta potential of 43.5 mV between FrL (0.002, HEPES
25 mM, pH 7.2) and FrH (19, HEPES 1.3 mM, pH 7.1) as
shown in Figure 4. This trend in zeta potential shift depicts
some prominent change occurring at the interface of the
nanoparticle surface and Stern layer that could result from
the molecular interaction of HEPES with the nanoparticle
brush hairs.
Alternatively, zeta potential of different fraction ratios

of polycation lacking AcDEX nanoparticles/HEPES were
also evaluated. We observed that HEPES (150 μl, 1.3 mM)
at FrH (19) could not keep pH of the system constant

and hence we excluded results obtained from FrH (19).
Analysing the trend of zeta potential from Fr 9 to 0.002, we
observed that zeta potential continuously declined from
–11.5 mV (HEPES 2.5 mM, pH 7.1) to –3.9 mV (HEPES
25 mM, pH 7.2) as shown in Figure 5. Descending Fr from
highest to lowest prompted an overall zeta potential shift of
only 9.8 mV (Figure 4). The appearance of negative poten-
tial shows the presence of acidic hydroxyl groups associ-
ated with dextran moiety.
In comparison to AcDEX, a sublime shift in zeta

potential (43.5 mV) of SpAcDEX particles under rela-
tively constant pH (7.2 ± 0.1) and overall small buffer
concentration range (1.3 and 25 mM), and exhibition of
zeta potential flipping behaviour observed at lower Fr
gives evidence that electrokinetic properties of SpAcDEX
particles are significantly altered under varying fraction
ratios (particles/HEPES). From the structural standing, it
is speculated that nitrogen containing polycationic chain
(spermine) could specifically interact with the sulfonic
acid moiety of the HEPES molecule. This could facilitate
HEPES to adsorb at the particle surface (particularly
under access of HEPES) thus altering surface chemistry
by capping the basic functional moieties (polycationic,
spermine chain) at the surface of SpAcDEX particles.
Thus, interaction between SpAcDEX particles and HEPES
might play a significant role in causing unexpected shift in
zeta potential of SpAcDEX particles, which is not observed
in AcDEX particles.

3.2.2 HEPES and PLGA nanoparticles

In the similar manner as above, PLGA particles and
HEPES fraction ratios were prepared, and zeta poten-
tial and pH measurements were performed. PLGA par-
ticles mixed with HEPES (1.3 mM) at FrH (19) at pH
7.2) showed high negative zeta potential –58 mV (see
Figure 5). When Fr was decreased, consequently the zeta
potential also declined and lowest zeta potential of –
11.4 mV was recorded at Fr 0.002 (HEPES 25 mM, pH
7.4) as shown in Figure 5. We did observe a slight change
in pH while HEPES was diluted from 25 to 1.3 mM,
though. However, this change in pH is relatively insignif-
icant in comparison to an overall sublime zeta potential
shift (47.3 mV) exhibited by PLGA particles as shown in
Figure 4. The possible interaction between HEPES and
PLGAparticles surfacemight be responsible for this signif-
icant shift in zeta potential. HEPES containing the piper-
azine ring bears two nitrogen atoms that could possibly
interact with terminal carboxylic ends expressed on the
surface of PLGA particles, thus capping and supressing the
anionic character of the PLGA particles under access of
buffer.
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F IGURE 5 Zeta potential of polymer particles plotted as a function of fraction ratio (Fr) ranging from 0.002 to 19. In all experiments,
HEPES buffer concentration was changed from 25 to 1.3 mM from lowest to highest fraction ratio, and consequently the particle
concentrations were altered from 0.1 to 180 μg. The pH of nondiluted HEPES buffer was 7.2 for SpAcDEX, AcDEX; 7.4 for PLGA; and 4 for
HPMCAS-HF, HPMC-MF, and HPMC-LF. Zeta potential of each Fr was measured with Zetasizer Nano ZS. Dotted line is drawn to denote
zero zeta potential, and error bars represent standard deviation as calculated from the three measurements

3.2.3 HEPES and HPMCAS nanoparticles

Similarly, we also investigated HPMCAS particles com-
prised cellulose backbone linked with functional groups
(methoxy, acetyl, and succinyl). Acetyl and succinyl con-
tent of HPMCAS is modified in order of ∼12–6% and ∼6–
12% to get three grades HPMCAS-HF, HPMCAS-MF, and
HPMC-LF.[18] The succinate group associated with HPM-
CAS has pKa ca 4 as predicted by Epik, thus bears acidic
character (see Supplementary Information Table S1). Fac-
tion ratios of different grades of HPMCAS and HEPES
were also evaluated to analyse the impact of complex sur-
face chemistry of polymers on zeta potential of respec-
tive nanoparticles. At FrH 19 (HEPES 1.3 mM, pH 3.9)
HPMCAS-LF, MF and HF particles exhibited zeta poten-
tial of –28.5, –19.6, and –12.7 mV, respectively as shown
in Figure 5. The expression of negative zeta potential val-
ues was expected, as the surface of HPMCAS particles is
occupied by the acidic succinate groups. However, the zeta
potential at FrH 19 (HEPES 1.3 mM, pH 3.9) was also found
to correlate with the amount of succinyl content on three
HPMCAS grades (LF >MF >HF). Zeta potential of HPM-
CAS particles declined as the Frwas decreased. Zeta poten-
tial of HPMCAS-HF andHPMCAS-LFwas suppressed to –

1.7 and –1.3 mV, respectively, at FrL 0.002 (HEPES 25 mM,
pH 3.9; Figure 5). However, HPMCAS-MF showed slight
positive zeta potential 9.5 mV at FrL 0.002 (HEPES 25 mM,
pH 3.9; Figure 5). Furthermore, HPMCAS-LF, HPMCAS-
MF with more succinyl content showed an overall shift in
zeta potential of 27 and 29 mV, respectively, whereas HF
with lowest succinyl content 18 mV shift in zeta potential
(Figure 4). It is noteworthy that the shift in zeta poten-
tial of all HPMCAS particles is considerably less as com-
pared to carboxylic acidic bearing PLGApolymer, probably
because PLGA terminal carboxylicmoieties (ca pKa 3) pos-
sess more acidic nature as compared to succinyl moiety (ca
pKa 4) of HPMCAS (see Supplementary Information Table
S1). The zeta potential shift of all six particles is shown in
Figure 4.

3.3 Zeta potential as a function of buffer
concentration: comparison between
HEPES and TRIS

One of the key roles of buffers is to provide sufficient
ionic concentration to build up a diffuse layer around
the nanoparticle for correctly evaluating zeta potential.
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F IGURE 6 Zeta potential as a function of concentration of HEPES and TRIS at constant pH. AcDEX, SpAcDEX and PLGA were
buffered at pH 7, whereas HPMCAS-HF, MF, and LF particles were buffered at pH 4. Error bars represent standard deviation as calculated
from the three measurements

However, if in doing so, buffer molecules start to interact
with the nanoparticle surface, this could disrupt the
electrokinetic properties of the colloidal system. To fore-
see possible interference of buffers with nanoparticle’s
electrokinetic behavior such as zeta potential, we com-
pared the zeta potential of polymer nanoparticles over
a concentration range of 5–120 mM of HEPES bearing
cationic center consisting of two nitrogen atoms and one
anionic sulfonic acid moiety, whereas TRIS was used as a
model molecule containing single nitrogen atom (cationic
center). AcDEX, PLGA, and SpAcDEX particles (concen-
tration ranging from 3 to 10 μg) were buffered at pH 7.4,
whereas HMPCAS-LF, HMPCAS-MF, and HMPCAS-HF
(concentrations ranging from 3 to 6 μg) were buffered at
pH 4. The pH for each polymer was selected to provide the
optimum conditons to prevent degradation and enssue
stability of nanoparticles.

3.3.1 Zeta potential of SpAcDEX
nanoparticles as a function of HEPES
and TRIS concentration

Zeta potential of SpAcDEX particles was studied as a func-
tion of buffer concentration of HEPES and TRIS. The
results showed that the zeta potential of SpAcDEX par-
ticles declined steeply from 14.6 to 4.6 mV on increas-

ing TRIS concentration from 5 to 30 mM (Figure 6). Con-
trarily, the zeta potential of SpAcDEX particles dispersed
in HEPES only marginally declined from 14.5 to 10.6 mV
in the concentration range 5–30 mM (Figure 6). In gen-
eral, a drop in zeta potential of SpAcDEX particles in
TRIS/HEPES solution emblems the supression of the elec-
tric double layer (EDL) formed at the interface of the Stern
layer. Due to the additon of more buffer molecules, there
is an increase in ionic concentration of solution. Hence,
smaller number of ionic species (building of EDL) are
required to screen the surface charge of the particle, in
accordance to the models presented by Gouy–Chapman
and others.[41–43] However, there is a noticeably less pro-
nounced zeta potential supression in HEPES solution as
compared to TRIS uptil 30 mM buffer concentration. This
difference in the zeta potential of SpAcDEX in two dif-
ferent buffers illustrates that HEPES through piperazine
ring contaitning two nitrogen atoms could contribute to
add more positive charge at the SpAcDEX particle surface,
thus resisting supression of zeta potential. Further, we also
observed that the complete neutralization of the SpAcDEX
particles was achieved at 80 and 120 mM of HEPES and
TRIS, respectively. This difference could be related to the
high valency of sulfonate ions (SO3

–, HEPES) that could
neutralize the surface charge of the particles at a relatively
low ionic concentration as compared to TRIS. Other stud-
ies have also shown that monovalent and diavalent ions
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could alter the zeta potential of nanoparticles by interact-
ing with the Stern layer.[44]

3.3.2 Zeta potential of AcDEX and PLGA
nanoparticles as a function HEPES and TRIS
concentration

Zeta potential of AcDEX and PLGAparticles was also stud-
ied in varying concentrations of HEPES and TRIS at neu-
tral pH (7.2). The results showed that the zeta potential of
AcDEX and PLGA dropped as the concentration of HEPES
was increased from 5 to 120 mM (Figure 6). In general,
we observed a buffer concentration related delcine in zeta
potential, which is expected to originate from the supres-
sion of the EDL layer in both polymer types; however, we
spotted some differences in the zeta potential of polymer
particles while they were dispersed in HEPES and TRIS,
respectviely.
AcDEX particles expressed zeta potential of –12.9 and

–8.2 mV in 5 mM HEPES and TRIS, respectively, which
shows that the zeta potenial of AcDEX particles is com-
paratively less suppressed in HEPES as compared to TRIS.
Further, we observed that AcDEX particles exhibited a
slightly positive zeta potential (2.1 mV) in 50 mM TRIS
(Figure 6). Similarly we observed differences in zeta poten-
tial supression of PLGA particles in HEPES and TRIS.
PLGA particles showed a zeta potential of –11.4 and –
4.6 mV in HEPES and TRIS, respectively, at a buffer con-
centration of 5 mM. In HEPES, the zeta potential of PLGA
particles gradually declined reaching a value of –0.7 mV
at 120 mM HEPES concentration. In contrast, zeta poten-
tial supression of PLGA was sinficantly less and, in fact,
zeta potential more or less remained constant from 10
to 30 mM. Similar to AcDEX, PLGA particles also exh-
bited small inversion to positive zeta potential (2.1 mV)
at 50 mM concentration, probably due to minor absorp-
tion of cationic TRIS on PLGA particle surface. Thus, zeta
potential supression of PLGA partcles in TRIS particularly
at lower buffer concentration (5 mM) appears to emerge
from the possible PLGA-TRIS interaction. The amino func-
tional group is likely to interact with the terminal car-
boxylic functional group of PLGA, thus altering the parti-
cles’ surface properties. To shed some light on the specific
interactions thatmay occur, we explored this phenomenon
with the help of MD simulations.

3.3.3 Zeta potential of HPMCAS as a
function of HEPES and TRIS concentration

HPMCAS particles studied as a function of HEPES and
TRIS concentration showed declining zeta potential from

–16.5 to –4.1 mV as HEPES concentration was increased
from 5 to 80 mM (Figure 6). On the other hand, the zeta
potential of HPMCAS-HF remained relatively constant
over the wide range of TRIS concentration (5–120 mM).
Zeta potential of HPMCAS-HF particles was –6.9 and –
6.7 mV in 5 and 120 mM TRIS (Figure 6).
When comparison was made between lower and higher

HEPES concentration, HPMCAS-MF particles showed no
significant change in zeta potential. In 5 mM HEPES
particles expressed –13.6 mV zeta potential, which only
marginally increased to –14.7 mV in 120 mM HEPES
(Figure 6). Similarly in TRIS, the zeta potential of
HPMCAS-MF particles was only slightly decreased from
–9.5 to –3.8 mV in TRIS solution of 5 and 120 mM, respec-
tively (Figure 6).
Surprisingly, HPMCAS-LF particles exhibited a rising

trend in zeta potential as ionic concentration of HEPES
was increased from 5 to 120 mM. 5 mM HEPES particles
showed –3.5 mV zeta potential, which soared to –20.7 mV
in 120 mM HEPES (Figure 6). In contrast, in TRIS the
zeta potential of HMPCAS-LF particles showed a slightly
declining trend. The zeta potential of particles was –9.7mV
in 5mMTRIS, whereas zeta potential decreased to –5.9mV
in 120 mM TRIS (Figure 6).

3.4 Zeta potential as a function of pH:
comparison between HEPES and TRIS

While the charging behavior of acidic and basic groups on
the surface of nanoparticles naturally vary as a function of
pH, it stands clear that the surface properties of nanoma-
terials are also highly defined by the surrounding pH,[45]
which can be reflected by proper zeta potential measure-
ments. Hence, zeta potential measurements of nanoparti-
cles measured at different pH may also give more insights
on the interaction of buffers with nanoparticle surfaces.

3.4.1 Zeta potential of SpAcDEX particles as
a function of pH

We investigated the zeta potential of SpAcDEX parti-
cles over pH range 3.5–8.5 both in 25 mM HEPES and
TRIS solution. As shown in Figure 7, SpAcDEX particles
expressed a higher zeta potential in relatively acidic pH
rage (pH 6–3.5) both in HEPES and TRIS solutions, as
would be expected from standard zeta potential curves as a
function of pH. The amino groups on the spermine chain
(linked to SpAcDEX) is slightly basic as shown from the
predicted pKa values (8.72–9.51; see Supplementary Infor-
mation Table S1). Thus, SpAcDEX particles expressing
polycationic spermine chain would be protonated under
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F IGURE 7 Zeta potential of nanoparticles AcDEX, SpAcDEX, PLGA, HPMCAS LF, HPMCAS-MF and HPMCAS-HF, as a function of
pH. Particles were dispersed in 25 mM HEPES/TRIS solution adjusted to fixed pH values from 3.5 to 8.5. Zeta potentials were measured with
ZetaSizer Nano ZS. Error bars represent standard deviation as calculated from the three measurements

mild acidic conditions, making SpAcDEX particle sur-
face to be more positively charged thus maximizing the
zeta potential (positive) value. However, it is important to
note that SpAcDEX particles exhibit dissolution below pH
5.5 due to hydrolysis of acetyl groups.[15,46] Hence, zeta
potential at pH <5.5 may only represent the existence of
monomers of spermine molecules and not the SpAcDEX
particles.
The isoelectric point (pHiep) in HEPES and TRIS was

achieved at pH 7 and 7.5, respectively (see Figure 7). Fur-
ther increasing the pH promoted inversion of zeta poten-
tial to negative values (–5.1mV) at pH 8 inHEPES solution,
whereas no zeta potential inversion was observed in TRIS
solution. This inversion of zeta potential implies that intro-
duction of more hydroxyl ions to make pH alkaline would
protonate sulfonic acid moiety of HEPES, thus allowing
adsoprtion at the nanoparticle surface due to electrostatic
interaction with polycationic spermine chain of SpAcDEX
particles. This effect cannot be observed in TRIS due to the
lack of a strong acidic functional group. Thus, pH-based
investigtion of zeta potential also illustrates thatHEPES via
sulfonic acidmoiety develops electrostatic interactionwith
SpAcDEX particles and alters zeta potential, which also
goes in coherence with the particle-buffer fraction ratio
experiment.

3.4.2 Zeta potential of AcDEX and PLGA
particles as a function of pH

AcDEX particles showed maximum zeta potential –13 mV
at pH 5.5 in the 25 mMHEPES buffer (Figure 7). However,
peak for maximum zeta potential disppeared in TRIS at
corresponding pH. AcDEX particles consists of dextran
ring, which are conjugated with acetal group that under
go hydrolysis at pH 5.5 and below.[47] Thus, molecular
rearrangement and ionization of AcDEX particles might
increase the surface of particles undergoing hydrolysis,
which could be seen as a sharp rise in zeta potential
whereas the zeta potential peak in TRIS (Figure 7) is
masked in the presence of TRIS, possibly due to the
positively charged amino group of TRIS that engages
with the hydroxyl group of AcDEX through an ion–dipol
interaction.
Similarly, PLGA particles also showed a maximum zeta

potential –13.3 mV at pH 5.5 in 25 mM HEPES, which was
very close to the maxiumum zeta potential of AcDEX par-
ticles in the corresponding buffer and pH (Figure 7). The
pKa of PLGA terminal COOH is ca 3 (see Supplementary
Information Table S1), which suggests that the carboxylic
moiety has a strong acidic nature. Further, according to
the predicted pKa curves for PLGA between the pH range
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3–8.5, PLGA has a potential to get fully ionized
(PLGACOO-) after pH 5. Therefore, above the pKa
value (at pH 5.5) PLGA particle surface would become
more negatively charged resulting in the maximum zeta
potential –13.3 mV (25 mM HEPES). Huang et al. showed
that PLGAmicrospheres degradation starts from the outer
crust at the acidic pH.[48] It was proposed in another study
that water penetrates the PLGA material and generates
free carboxylic groups.[49] Thus, the abrupt rise in zeta
potential at critical pH (5.5) may also represent changes in
ionization of the PLGA particle surface.
However, in a similar manner to AcDEX, the maximum

zeta potential peak also disappeared in TRIS for PLGA
particles. This shows that TRIS via its amino end also
interacts with the anionic carboxylic terminal group of
PLGA, resulting in supresssion of the the zeta potential
of PLGA particles specifically at pH 5.5, whereas contrar-
ily in the presence of HEPES, higher zeta potential values
were obtained. Thus, both AcDEX and PLGA particles are
prone to interact with the amino end of TRIS. To validate
the interaction between the functionalmoities of the buffer
molecules and the nanoparticles, and get more molecular
insights, we performed MD silmulation studies.

3.4.3 Zeta potential of HPMCAS particles
as a function of pH

As mentioned earlier HPMCAS polymers are produced
with the variation of acetyl and succinyl functional moi-
eties, which attributes different soluble properties to the
respective polymer grades. HPMCAS-HF contains highest
acetyl content (∼12%) and lowest succinyl content (∼6%)
dissolves at pH ≥ 6.8, MF with slightly less acetyl (∼9%)
and more succinyl content (∼11%) shows dissolution at pH
≥ 6 whereas LFwith lowest acetyl content (∼6%) and high-
est succinyl (∼12%) content dissolves at pH ≥ 5.5. Since the
HMPCAS polymer is prone to loose their particle form due
to solubility at higher pH, we will focus on the zeta poten-
tial data ranging between pH 3.5 and 5.5.
We found that the difference in zeta potential of

HPMCAS-HF particles in HEPES and TRIS is neligi-
ble from pH 3.5 to 4.5, whereas for HMPCAS-MF and
HMPCAS-LF, the difference in zeta potential was insignif-
icant at pH 3.5 and 4.5 (Figure 7). At lower pH, the succinyl
moiety would be in depronoated state, as can be seen from
its pKa value ca 4 (see Supplementary Information Table
S1). Thus, lack of interaction between particles and buffers
would not effect the zeta potential of HPMCAS particles in
both buffers (HEPES/TRIS) at lower pH (3.5–4/4.5); hence,
the zeta potential is expressed in similar fashion.
However, a slight increase in pH (≥4/4.5) would pro-

tonate the succinyl moiety, thus favouring interactions

between buffers and particles, which in turnmay influence
zeta potential measurements. We observed that HPMCAS-
HF particles showed a prominent shift to –30.8 and –
32.7 mV in HEPES (25 mM) at pH 5 and 5.5, whereas in
TRIS (25 mM) particles significatly expressed lower zeta
potential –12.8 and –14.2 mV at the respective pH values
(see Figure 7). HMPCAS-MF particles in turn expressed
high zeta potential –24.8, –31.9, and –25.9 mV at pH 4.5, 5,
and 5.5 in HEPES (25 mM), respectively (see Figure 7). At
the corresponding pH, HMPCAS-MF particles epxressed
low zeta potential –12.7, –6.8, and –16.3 mV in TRIS
(25 mM), respectively (see Figure 7). Similarly, HPMCAS-
LF particles expressed high zeta potential –33.4, –35.4, and
–30.8 mV at pH 4.5, 5, and 5.5 in HEPES (25 mM), respec-
tively. At the corresponding pH, HPMCAS-LF particles
showed low zeta potential –14.8, –17.4, and –15.5 mV in
TRIS (25 mM), respectively (see Figure 7). Hence, higher
suppression of zeta potential in TRIS as compared to
HEPES was observed in all HPMCAS particles. This advo-
cates that pH by altering buffer/polymers ionization state
may significantly increase/decrease interaction between
buffers and nanoparticles, whereby stronger interactions
may suppress the zeta potential of particles.

3.5 Predicting molecular interactions
with MD simulations

To gain molecular insights into the interactions between
the buffer molecules and the studied nanoparticles, we
performed MD simulations of each polymer system with
either TRIS or HEPES. We first predicted the charges on
the buffer molecules and the polymers and then carried
out a hydrogen bond analysis to find these polar interac-
tions between the polymer and the buffer molecule.

3.5.1 Prediction of charges on polymers
and buffers

When studying the interaction of polymers with buffer
molecules, it is necessary to know the correct ionization
state of the polymers and buffer molecules in question.
Each simulation system had a total of 20 chains of a par-
ticular polymer and 50molecules of either of the buffers in
different proportions at pH 3, 7, and 9 as shown in Table 1.
AcDEX does not have any ionizable groups, so it is neutral.
SpAcDEX, however, has two predicted ionization states for
the spermine chainwithin the pH range studied (Figure 8).
In state 1, all four nitrogen atoms in the spermine chain
are protonated while in state 2, three out of the four amine
nitrogens are protonated. So, at pH 3, all nitrogen atoms
on spermine chain are protonated, and at pH 7 and 9, the



14 of 21 INAM et al.

TABLE 1 The number of polymer chains and buffer molecules present in different ionization states at a given pH value in each
simulation system

Total no. of chains/molecules
Polymer/buffer Ionization state pH 3 pH 7 pH 9
AcDEX No ionization state 20 20 20
SpAcDEX State 1 (4 protonated N) 20 18 16

State 2 (3 protonated N) 0 2 4
PLGA State 1 (all -COOH ionized) 14 20 20

State 2 (all -COOH unionized) 6 0 0
HPMCAS State 1 (all -COOH ionized) 0 20 20
(LF, MF, HF) State 2 (any one -COOH ionized) 10 0 0

State 3 (all -COOH unionized) 10 0 0
HEPES State 1 (N on sulphonyl side protonated) 30 15 6

State 2 ((N on hydroxyl side protonated) 20 15 4
State 3 (both N deprotonated) 0 20 40

TRIS State 1 (protonated) 50 48 45
State 2 (deprotonated) 0 2 5

F IGURE 8 Possible ionization states of (A) SpAcDEX polymer, (B) HEPES, and (C) TRIS buffers at pH 5.0–9.0

possibility of having also state 2 present increases as the pH
increases. All carboxylic acid groups in PLGA (one group
at the end of the polymer chain) and HPMCAS (2, 4 or
6 groups per polymer chain) polymers have a pKa of ca.
3–4 (Supplementary Information, Table S1). Hence, PLGA
chains are negatively charged (COO–) within the pH range
5–9 (state 1) while at pH 3 a few carboxylic acid groups are
unionized (COOH; state 2).

Almost half of the HPMCAS polymers chains (LF, MF,
and HF) are unionized (state 3) at pH 3. The remaining
chains have any one of the carboxylic acids in the ionized
form (state 2) (Table 1). At pH 7 and 9, all carboxylic acid
groups are fully ionized (state 1). The possible ionization
states of HEPES and TRIS molecules were also generated
with the help of Epik prediction. States 1 and 2 of HEPES
stand for the zwitterionic form where the sulfonic acid
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moiety is negatively charged and either of the piperazine
nitrogens is protonated. According to the pKa predictions,
both piperazine nitrogens have almost the same probabil-
ity of attracting a proton (predicted pKa values 7.86 and
7.37; cf. experimental pKa 7.55). However, once the other
nitrogen is protonated, then the other one cannot be pro-
tonated so easily at the same pH as according to the predic-
tion the pKa value of the unprotonated nitrogen drops to
∼3.76–5.95. The protonated nitrogen atom in HEPES will
start deprotonating at ca. pH 7 and at pH 9 there will be
only a small amount of the protonated form available. The
amine nitrogen of TRIS buffer stays fully protonated at pH
3 (state 1) and gets deprotonated to only a small extent at
pH 7 and 9 as represented in Table 1. The possible tau-
tomers of SpAcDEX and the buffer molecules are shown
in Figure 8.

3.5.2 Hydrogen bonding interactions
between polymers and buffers

It is well-known that noncovalent interactions play a sig-
nificant role in polymer–drug contacts and are respon-
sible for altering various physicochemical properties of
polymers. Hence, to study the interactions of the selected
buffers with these polymers, we considered the hydrogen
bonding interactions as one parameter for understanding
the polymer–buffer interactions. The simulations show a
clear pattern about these interactions. We observed that
the interactions are affected by the pH, size, and the
charge of the buffer molecules as well as the nature of
the polymer chains. Figure 9 shows an example of a simu-
lation system containing SpAcDEX polymer with HEPES
at pH 7.
As a neutral polymer, AcDEX remains unionized at

all three different pH values. At acidic and neutral pH,
HEPES molecules are in mostly in zwitterionic form and
in general favor intermolecular hydrogen bonding with
each other (buffer–buffer interaction) as seen in all poly-
mer simulations. Its interactions with AcDEX, however,
remain extremely low throughout the simulations, and
even at pH 7 and 9, there is no significant difference in
the number of H-bond interactions. On other hand, TRIS
shows somewhat more H-bond interactions at all three pH
values with AcDEX. In SpAcDEX, the protonated sper-
mine chains show strong interactions with HEPES. The
number of H-bond interactions increase as the pH rises
and the concentration of zwitterionic HEPES molecules
decreases (simultaneously giving rise to a bigger propor-
tion of the negatively charged state of the buffermolecule).
The number of interactions with TRIS and SpAcDEX
remain low and constant at all three pH values. It can
be noticed that the buffer and polymer self-interaction

patterns remain the same for AcDEX and SpACDEX
(Figure 10).
Hydrogen bonding interactions from the MD simula-

tions of PLGA and HPMCAS polymers (LF, MF, and HF)
with HEPES and TRIS buffer molecules are presented in
Figure 11. TRIS shows more hydrogen bonding interac-
tions with the PLGA polymer than HEPES. The interac-
tion pattern remains relatively similar at all three pH val-
ues. The opposite charge on the carboxylate group of PLGA
and the protonated amine of TRIS increases the number of
hydrogen bonding interactions. This trend can also be seen
for the HEPES although the interactions are much less;
that is, when the number of positively charged piperazine
nitrogens reduces as the pH rises, the interactions decrease
between the buffer and the negatively charged polymer). A
similar trend in the interactions can be seen for the HPM-
CAS polymers as well. The lower number of interactions
at pH 3 can be explained by the greater number of union-
ized HPMCAS polymers. It is also seen that the polymer
self-interactions are relatively high at pH 3 for HPMCAS-
LF andHPMCAS-HFpolymers. On other hand,HPMCAS-
MF does not show any significant increase in these inter-
actions.

3.5.3 Radial distribution function (RDF) for
charged polymers and buffers

To find the probability of charge distribution around the
polymer chains, radial distribution function (RDF) was
calculated by measuring the distance between the charge
on the polymer chain (the reference) to the positive charge
on TRIS and negative charge on HEPES. The RDF curve
for SpAcDEXwith HEPES and TRIS is shown in Figure 12.
As observed from the hydrogen bond interaction analysis,
the RDF curve suggests a close presence of HEPES neg-
ative charge around the positive charge at the end of the
spermine chain of SpAcDEX. As could be seen by the small
rise in the RDF curve at 3–4.5 Å, close-range van derWaals
and hydrogen bond interactions, and electrostatic interac-
tions, could contribute to the alter zeta potential in the
experimental setup. The self-interactions of the zwitteri-
onic HEPES as observed in Figure 10 at pH 3 might be the
reason for clustering of HEPESmolecules as seen at 7–8 Å.
Therewas no significant presence of the positively charged
TRIS molecules observed within 0–8 Å from the SpAcDEX
charge.
The RDF curves for PLGA and HPMCAS polymers (LF,

MF, and HF grades) are shown below (Figure 13). PLGA
andHPMCAS polymers show close interactions with TRIS
molecules. Except for the HPMCAS-MF polymer, HEPES
does not show considerable charge interactions. At pH
3 HPMCAS polymers with TRIS show a sudden peak at



16 of 21 INAM et al.

F IGURE 9 The last frame of the 100-ns MD simulation trajectory of SpAcDEX–HEPES–water and enlarged view showing interactions
of SpAcDex with HEPES in the presence of water. The charge containing atoms on the spermine chain and HEPES are shown as green and
cyan colour spheres, respectively. SpAcDEX polymer is shown in green and buffer molecules in cyan colour sticks; water molecules are shown
as single-color blue ball and stick. Atom color code in polymer and buffer molecules: oxygen, red; nitrogen, blue; hydrogen, white; sulphur,
yellow. The hydrogen bond interactions are shown as a yellow dashed line, and the distance between two representative charges in
Ångströms is labeled purple

F IGURE 10 Average number of hydrogen bond interactions computed from the 100-ns MD simulations of AcDEX and SpAcDEX
polymers with HEPES and TRIS buffer at pH 3, 7, and 9

ca. 3–4 Å that likely comes from an ion–dipole interac-
tion between the positively charged NH3+ of TRIS and the
unionized carboxylic acid moiety of the polymer. The ion-
ization of the carboxylic acid at higher pH increases the
charge-charge interactions between the polymers and the
TRIS molecules. It is important to point out that although
TRIS shows a high number of hydrogen bonding and elec-
trostatic interactions with these polymers, the magnitude
of zeta potential suppression is noticeably less pronounced
than in case of the SpAcDEX–HEPES interaction.

It is observed that the addition of spermine chains to
AcDEX significantly increases the interactions of HEPES
with the polymer and decreases the interactions with
TRIS. The RDF curve also confirms that apart from mul-
tiple hydrogen bond interactions, short- and long-range
electrostatic interactions contribute to stabilizing the
SpAcDEX-HEPES contacts. The charge–charge interac-
tion brings the sulfonic acid group of HEPES close to the
polymer’s spermine chain while the hydroxyl group along
with the positively charged piperazine ring of HEPES



INAM et al. 17 of 21

F IGURE 11 The average number of hydrogen bond interactions during the 100-ns MD simulations of PLGA and HPMCAS (LF, MF, and
HF) polymers with HEPES and TRIS buffer molecules at pH 3, 7, and 9

F IGURE 1 2 The radial distribution function g(r) calculated from the 100-ns MD simulations of SpAcDEX polymers with HEPES and
TRIS molecules at pH 3, 7, and 9. The RDF is measured between the positive charge at the end of the spermine chain of SpAcDEX (reference)
to the negative charge on HEPES/positive charge on TRIS. The distance r in Å is calculated from the center of the charge and averaged over
the simulation trajectory

stays projected outward, which might be the reason for
inversion of the zeta potential observed at FrL 0.002
(HEPES 25 mM, pH 7.2) as shown in Figure 5. Similar
to SpAcDEX-HEPES interaction, TRIS also shows strong
hydrogen bonding/electrostatic interactions with PLGA

and HPMCAS polymers (LF, MF, and HF), and this can
be seen as the suppression of zeta potential. However,
these interactions do not lead to inversion of zeta potential
due to the absence of a zwitterionic function on TRIS
compared to HEPES. This further supports our reasoning
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F IGURE 13 The radial distribution function g(r) calculated from the 100-ns MD simulations of PLGA and HPMCAS polymers (LF, MF,
and HF) with HEPES and TRIS molecules at pH 3, 7, and 9. For both PLGA and HPMCAS polymers, the RDF is measured between the
negatively charged carboxylic acid group (reference) and the negative charge on HEPES/positive charge on TRIS. The distance r in Å is
calculated form the center of the charge and averaged over the simulation trajectory

for the cause of the inversion of zeta potential in case of
the SpAcDEX-HEPES interaction.
All these findings emphasize the importance of the

neglected effect of buffer interactions on the surface prop-
erties of nanomaterials. Zeta potential gives an indi-
rect estimate of the charged nanoparticles surface under
given conditions, which could be disrupted by counter
charged species due to noncovalent interactions. In addi-
tion, MD simulations can provide molecular understand-
ing on the interactions of buffers with polymeric nanopar-
ticles. Here we demonstrate that HEPES, by interacting
with the spermine chain of SpAcDEX particles, could flip
the zeta potential of nanoparticles (Figures 5 and 14), a
phenomenon that has not been studied and explored pre-
viously. This is affirmed by the higher number of hydro-
gen bond interactions between SpACDEX and HEPES
in our MD simulation study. Likewise, we demonstrate
that buffer–particle interaction could also alter (suppress)
zeta potential of other polymeric particles. Hence, this
study emphasizes the need of careful selection of buffering
agents for zeta potential measurements. Further, we also
display that fraction ratio (Fr, particles/buffer)-based zeta
potential measurement provide a quick approach to access
if buffers used are possibly interacting with the particles
that could otherwise influence particle characterization.

F IGURE 14 Schematic diagram illustrating the shift in zeta
potential as fraction ratio (Fr) increases from left to right as
indicated by the black arrow. It is shown that at the lowest Fr,
particles (SpAcDEX) interact with HEPES via counter charged
functional moieties. Spermine amino groups of SpAcDEX form
electrostatic/H-bonding interactions with the sulfonic acid moiety
of HEPES whereas the carboxylic group of PLGA interacts with the
piperazine nitrogen of the HEPES molecule. Thus, zeta potential
flipping is observed at a lower Fr whereas zeta potential depicting
the true nanoparticle interface is represented best at a higher
fraction ratio
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Optimum fraction ratio of particles and buffers formulat-
ing a pH controlled environment aid to meet conditons to
measure zeta potential less influenced by particle–buffer
interactions. Therefore, fraction ratio-based zeta potential
measurements could give more reliable zeta potential data
compared to the single-point zeta potential measurement.

4 CONCLUSION

Buffers are used to maintain constant pH during eval-
uation of nanoparticles at specific conditions. Hence,
theoretically their role is limited to the extent that there
is no association or dissociation with the nanoparticles.
This expection can obviously not be held true for all
nanoparticles and buffers used as it could be possible that
the buffers might start interacting with the surfaces of the
nanostructures, altering their physicochemical properties
and thus, giving misleading results during evaluation. As
there are no clearcut criteria or methods available for the
selection of an ideal buffer for given nanoparticle-based
formulations, we have here, through experimental investi-
gation and MD simulations, proved that buffer molecules
could significantly alter the zeta potential due to strong
interaction of the buffer molecules with nanoparticle sur-
faces. TheMD simulations demonstrated that noncovalent
interactions, for example, hydrogen bonding and electro-
static interactions of HEPES and TRIS with polymeric
nanoparticles might be responsible for the unexpected
changes in zeta potential. The shifting of zeta potential
during experimental observation at a fixed pH value gives
insight about the interaction of nanoparticles with buffer
molecules. Moreover, the zeta potential curves obtained
in fraction ratio experiments also provide a possibility to
discriminate nanoparticles expressing different functional
groups (Figure S2, see Supplementary Information). In the
light of buffer concentration and pH based investigations
of zeta potential, we showed that the basic spermine
chain in SpAcDEX can interact with HEPES buffer
via hydrogen bonding and charge-charge interactions,
leading to zeta potential inversion at a specific ratio of
nanoparticles and buffer. On the other hand, TRIS with its
basic amino group can freely interact with AcDEX, PLGA,
and HMPCAS polymers, which results in unsual zeta
potential supression. Therefore, we emphasize the need to
carefully select the buffering agent to ensure reliable zeta
potential measurements. Zeta potential is inherently a
context-dependent property, whereby the conditions must
be carefully chosen to provide any useful information.
Thus, it is important to presicely manage buffers as well
as particle concentrations for informative zeta potential
measurements. Based on our study, it seems there is a
need to expand the focus of research on a more broad

range of buffers to delineate structural features involved in
interfering with nanoparticle surface properties. Further,
the idea of utilising MD simulations and fraction ratio
based evaluation of zeta potential could be explored
further to study interactions of small drug molecules with
the nanoparticles, whereby the data obtained could be
used to predict drug loading and drug release profiles.
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