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Abstract
Volunteer moderators play a key role when making judgements about which online 
content should be accepted and which should be removed. As such, their work 
fundamentally shapes the digital social and political spheres. Using the data obtained 
from 15 Facebook group moderator interviews as research data, this study focused 
on the content curation work by the middle-level gatekeepers of Finnish political 
discussion groups on Facebook. The findings show that the moderators feel strong 
ownership of the groups they moderate and of the information such groups provide, 
and as a result, they strongly shape the groups’ discussion and governing policy. 
Facebook’s governing policy for groups is vague, which gives space for group norms 
and identities to develop. The stakeholder groups (i.e. the platform administration, 
moderators and users) do not attend to the governance process all together, so 
negotiations among them are almost non-existent.
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Introduction

Discussion and expression of political opinions have increasingly moved online. Citizen 
participation in social media has an upside: the unmediated and bottom-up nature of 
social media discussion is expected to expand political participation and thus invigorate 
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democracy by broadening the range of views and democratising participation (e.g. 
Benkler, 2006; Hindman, 2009; Tucker et al., 2017). At its prime, online discussion is a 
free flow of ideas, but people need protection from harmful content and behaviour. Thus, 
building a safe and attractive online environment requires active moderation. In addition 
to protecting users, social media moderation is important for maintaining social media’s 
good reputation among users, advertisers and the public at large (Gillespie, 2018: 5; 
Roberts, 2016). Due to these benefits of social media moderation, research has sought 
suitable tools and strategies for realising it (Jhaver et al., 2019; Matias and Mou, 2018). 
However, because they employ content moderation, social media platforms do not only 
facilitate social activity and bring people together but also control people’s behaviour by 
intervening in information flows and suspending people (Gillespie, 2018).

Mainstream social media platforms like Facebook, Twitter and Reddit have received 
criticism for lack of clarity in their content moderation practices and policies and in the 
underlying values of such (Gillespie, 2018; Roberts, 2018). The obscure multi-layer 
structure of social media platforms’ moderation practices and policies involves many 
actors and systems for content production and moderation. Even though the platforms 
own the contents at their site, such contents are actually voluntarily created, moderated 
and shared by the users, and the platforms only turn such contents into commodities by 
modifying them (Gillespie, 2018: 40–42; Roberts, 2018). As Gillespie (2018: 21) points 
out, moderation is an essential element of platforms, and because of it, ‘everything on a 
platform is designed and orchestrated’, indicating that platforms do not present contents 
as they are but as individually tailored newsfeeds for each user.

Content moderation is defined as ‘governance mechanisms that structure participa-
tion in a community to facilitate cooperation and prevent abuse’ (Grimmelmann, 2015: 
52) and as ‘a set of practices used by social media platforms to enforce their guidelines 
on acceptable content’ (Ganesh and Bright, 2020: 8). Leaning on these definitions, this 
study viewed content moderation as consisting of policies aiming to guide social media 
behaviour to make it conform to the community guidelines. Content moderation as a tool 
for social media governance is widely understood to involve the removal of inappropri-
ate contents posted on the platform, but it also involves the removal of the accounts that 
transmit these contents. Given the scale of major social media platforms, they have 
developed different moderation strategies to deal with user-generated content. These 
strategies are editorial review and community flagging by either paid workers or volun-
teering users and automated detection by software tools (Gillespie, 2018: 77). Algorithmic 
regulation is a hidden way of selecting what kinds of contents to promote and what kinds 
of contents to suppress among the users. This form of gatekeeping has been criticised for 
its impact on political discussion in the ‘filter bubble’ debate (Pariser, 2011; Tufekci, 
2015). As the artificial tools used for detecting violations still lack human sensitivity to 
cultural values and norms, they sometimes lead to decisions that disrupt group norms 
(Gillespie, 2018: 169; Myers West, 2017, 2018) As such, the responsibility of social 
media moderation mainly lies in the community members themselves.

The theoretical body of this study drew from the gatekeeping theory, a framework 
traditionally used in media studies to describe how information flows through various 
actors in a media setting (Shoemaker and Vos, 2009; White, 1950). The concept of gate-
keeping involves a broad set of practices and strategies and sheds light on the roles and 
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hierarchies of the actors involved in the information flow (Thorson and Wells, 2016), 
while the term moderation refers mainly to one gatekeeping strategy: removal of certain 
contents and banning of the people who produced these. Broadly, gatekeeping can be 
viewed as all the actions that shape information flows. As Gillespie (2018: 5) argues, all 
kinds of gatekeeping are against the ideals of open Internet and the basic function of 
social media platforms, which is sharing; as such, platforms moderate reluctantly and 
behind closed doors.

The term platform has been used to denote both the services provided by technology 
companies and the companies themselves (Gorwa, 2019; Srnicek, 2016). According to 
Gillespie (2015), platforms typically facilitate access to user-generated contents but do 
not create them. Today’s popular social media platforms play an important role as hosts 
of user communities (Gillespie, 2018: 17). As noted by Warren and colleagues (2014), 
Facebook was originally designed for personal networking, but it has recently become an 
important enabler of civic engagement online. Social media promotes political aware-
ness and communication, which are well exemplified in Facebook groups, the object of 
this study.

Considering the immense popularity and power of social media platforms in the soci-
ety these days, it is increasingly important to learn more about the mechanisms behind 
content selection and control, those not only by media companies themselves but also by 
the information brokers between the users and the platform: the group owners and mod-
erators. Here, the Facebook group owners and moderators are referred to as ‘middle-
level gatekeepers’ (Hemsley, 2018, 2019). They have a dual role: monitoring the contents 
to keep their community active and at the same time conforming to Facebook’s norms. 
Looking into their views, this study investigated how gatekeeping is organised within the 
user communities hosted by Facebook and how it is negotiated between the main stake-
holder groups: the platform administration, community owners and members.

Theoretical background

Curation logics

Technological development has urged researchers to update the existing relevant theo-
ries and concepts to better describe human activity in the context of digital social 
spaces. Thorson and Wells (2016) introduced the term curated flows to refer to the 
multiple flows of content present online and offline that are shaped by various actors 
and affect which information individuals are exposed to. Journalists no longer have a 
monopoly of the production of news and information, and other sets of curators have 
become more influential particularly in social media. Thorson and Wells (2016) used 
the notion of curation logics to suggest that these different actors are guided by differ-
ent incentives and norms that shape their curation decisions on what kinds of content 
to publish and why. They conceptualised five sets of actors who perform curation: 
journalistic, social, personal, strategic and algorithmic. While journalistic curation is 
guided by professional norms and ethics and aims for balance and objectivity, less is 
known about the other forms of curation and their underlying logics (Thorson and 
Wells, 2016). A study on political campaigning on Twitter by Hemsley (2019) 
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confirmed that different types of actors prefer to share different kinds of content: while 
journalists are guided by journalistic ethics and act accordingly, there are other politi-
cally motivated actors who tend to promote contents that support their political prefer-
ences. Hemsley (2018) particularly cites influential social media actors like political 
blogs that do not aim to be unbiased as their purpose is to promote their political 
agenda. As their curation logics emphasise political arguments over objectivity, they 
can become sources of misinformation (Hemsley, 2018).

Most of the prior relevant studies have focused on the gatekeeping processes employed 
by journalists and professional media; as such, little is known about the curation logics 
of other social media actors. Social media platforms are criticised for not being as open 
to their users as they present themselves to be; their governance mechanisms and policies 
are obscured to maintain an illusion of openness (Gillespie, 2018; Roberts, 2018). Hence, 
there is a need to learn more about the curation work of actual human gatekeepers and 
the logics and ideas that guide them in carrying out such work.

This leads to the first research question of this study, as shown below.

RQ1. What is the curation logic that informs the decision making of Facebook group 
moderators?

Middle-level gatekeepers between the social media platform and the 
audience

Typical of today’s online media environment, gatekeeping processes are networked so 
that the audience can participate in them, an idea referred to as ‘network gatekeeping’ 
(Barzilai-Nahon, 2008). The theory of network gatekeeping recognises the dynamic 
nature of the relationships between the variant news actors who hold diverse positions 
and levels of power (Barzilai-Nahon, 2008; Meraz and Papacharissi, 2013). Contrary to 
the traditional media settings, in the networked online context, non-elites can also 
become prominent in influencing what is being discussed and how. This has been shown 
particularly in occasions like mass movements and uprisings driven by social media, 
where ordinary users have a significant role in raising topics to prominence and elevating 
others to higher status through active gatekeeping (Meraz and Papacharissi, 2013).

Even though in the networked environment everyone can participate in gatekeep-
ing by selecting information, not everyone has large-enough networks to reach. The 
network gatekeeping theory suggests that some gatekeepers are more powerful than 
others. One important factor determining the power positions of gatekeepers is the 
composition of their social networks, more specifically ‘their ability to link networks, 
communities or clusters together, allowing information to travel far and fast’ (Nahon 
and Hemsley, 2013: 48).

The research on influential social media users acknowledges that influence is gained 
by holding a visible and central position in the network or by having the authority to sup-
port or silence viewpoints (Dubois and Gaffney, 2014; Hemsley, 2019; Huffaker, 2010). 
In the online context, influentiality is manifested as the ability to trigger feedback, spark 
conversations and even impact the way a particular topic is talked about (Huffaker, 2010; 
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Thorson and Wells, 2016). Influential persons thus have the power not only to select 
information but also to set the topics and shape the flow of conversations. Hemsley 
(2018, 2019) identified influential social media actors who have the power to shape dis-
cussion and information flows and referred to them as ‘middle-level gatekeepers’. On 
Twitter, they are the users who have more followers than the average users and who play 
an important role as information curators (Hemsley, 2018). They engage in active cura-
tion by reviewing information sources both above and below their information class 
status and transmitting the information to their own networks (Drezner and Farrell, 2008; 
Hemsley, 2019). Middle-level gatekeepers not only select contents but also reframe, 
remix and repost them for those who are less well informed; as such, they remind us of 
the traditional notion of opinion leaders (Katz and Lazarsfeld, 1955; Thorson and Wells, 
2016). As they are well connected and have a wide reach in networks, their messages 
spread more widely than do the messages of those without such extent of connectedness 
and reach (Rogers, 1995), which makes them potential key actors in the spread of infor-
mation and misinformation (Hemsley, 2018).

Information control as a process reflects the power relations of stakeholders. As 
Barzilai-Nahon (2008) argues, the relevant research needs to take into account the politi-
cal power of the stakeholders involved when analysing gatekeeping. This study focused 
on social media actors who have a central and visible position in their respective net-
works. The middle-level gatekeepers are influential because they possess the power and 
tools to shape the discussion and political participation of the ordinary users. In the 
context of this study, the middle-level gatekeepers are the Facebook group owners and 
moderators. As they are located between the platform and the group members, they play 
the role of bridging or connecting these two domains and at the same time balancing the 
different sets of norms, needs and expectations coming from both sides (Gillespie, 2018; 
Hemsley, 2018; Matias, 2019). As the Facebook group moderators are often the founders 
and long-time members of such groups, they enjoy legitimacy and prestige, which makes 
their position different from those of the ordinary group members (Gillespie, 2018: 126). 
This study thus asked the question below.

RQ2. How is the status of a middle-level gatekeeper achieved and how do middle-
level gatekeepers justify their position?

The human labour behind content moderation

The human labour of social media governance relies either on moderation teams consist-
ing of paid workers who review the contents reported by the users or on volunteer users 
who report or remove the suspicious contents they come across with. In the first strategy, 
social media platforms can be held accountable for their policy; whereas, in the second 
strategy, they have delegated some of their governance power to volunteers (Matias and 
Mou, 2018). A moderator’s position is fundamentally different in these two strategies: in 
the first strategy, the moderator is an employed anonymous worker of the platform, and 
in the second strategy, she or he is just a devoted group member, sometimes even its 
founder. Volunteer moderators are usually personally invested in the community and its 
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success, have tenure in the community and are valued by its members (Gillespie, 2018: 
126). In communities hosted by platforms, volunteer moderators can create and enact 
their own local policies on acceptable speech, and their work fundamentally shapes the 
community: its identity and values (Matias and Mou, 2018). Social media platforms give 
their users a sense of independence and freedom by allowing them to build their own 
online communities with self-made rules separately from the platform but still depending 
upon it (Gillespie, 2018: 124–128). This results in the phenomenon of user communities 
located on the same platform becoming very different from one another in terms of their 
rules and moderation practices.

One characteristic that distinguishes the social media platforms from the traditional 
online communities is their structural complexity. Jhaver et al. (2019) denote platforms 
as distributed moderation systems in which community norms and rules overlap among 
different communities. For instance, in Reddit, the content moderation is guided by mul-
tiple layers of rules, including a user agreement and content policy, a set of established 
rules defined by the Reddit users (called Rediquette) and various community-specific 
and site-wide rules, in addition to the more implicit behavioural norms (Fiesler et al., 
2018; Jhaver et al., 2019). Operating in an ecosystem where rules are derived from mul-
tiple sources can result in confusion among the users (Fiesler et al., 2015). A similar 
distributed content moderation system exists on Facebook, where the users navigate 
between Facebook’s general terms of use and the multiple individually tailored commu-
nity-created norms and rules.

In the early days of online communities, such communities were formed on the basis 
of the members’ shared interests, with the number of members remaining rather small. 
Nowadays, however, with the social media platforms having a global user base and an 
abundance of content, applying management techniques suitable for early online com-
munities does not translate (Gillespie, 2018: 76). The early adopters of Facebook 
belonged to a rather homogeneous user base of tech-savvy students who shared the same 
values and norms: those of the Facebook developers (Gillespie, 2018: 117; Kirkpatrick, 
2010). As noted by Gillespie (2018: 117–119), it is for this reason that Facebook did not 
expect content moderation to become a significant problem in the future. Moderation 
work relies on the active monitoring of contents, which is much simpler in small groups 
with less content, restricted membership and familiarity among the members (Gillespie, 
2018: 76). On Facebook, users encounter the moderation rules and decisions mostly in 
their day-to-day engagement with the other members of their respective Facebook user 
communities.

Transparency about moderation rules has been identified as a key element of success-
ful content moderation (Gorwa, 2019; Jhaver et al., 2019; Myers West, 2018). When the 
social media platform users perceive the online community rules to be clear and under-
stand and accept these, they are more likely to consider the removal of their questionable 
posts fair and to consider posting again thereafter; lack of clarity in moderation decisions 
and rules causes frustration in and resistance from the platform users (Jhaver et al., 2019; 
Myers West, 2017). In reaction to unclear moderation decisions and rules, the platform 
users start to develop folk theories and suspicions about political biases (Myers West, 
2018). There have been many incidents where platform users fought against moderation 
with visibility, by promoting contents that had been taken down, thus exposing what the 



Malinen 7

platform was trying to hide (Gillespie, 2018; Myers West, 2018). To address the asym-
metrical power relation between the moderators and the moderated, previous studies 
have proposed involving users in the formulation of the content moderation policy 
(Matias and Mou, 2018).

According to Matias (2019), volunteer moderating is a form of civic labour in which 
the volunteers do more than just the work associated with their role; they must also nego-
tiate with the platform operators, the other members of their communities and their fel-
low moderators regarding how moderation should be approached. Platform moderation 
is an ongoing negotiation regarding what contents are appropriate and where the limits 
or boundaries of the group should be drawn in terms of sharing contents on the platform 
(Gillespie, 2018: 171; Matias, 2019). Matias refers to this daily negotiation as ‘boundary 
work’, in which power relations between the stakeholder groups are organised. Drawing 
from the idea of boundary work as embedded in volunteer moderating, this study asked 
the question below.

RQ3. How do Facebook group moderators negotiate with the Facebook administra-
tion, the other members of the group and their fellow moderators regarding the con-
tent-sharing boundaries in the platform?

Data and analysis

The study data were taken from semi-structured interviews with 15 owners and vol-
unteer moderators of active Finnish Facebook groups dedicated to the discussion of 
political and societal topics. The data were collected from December 2019 to 
February 2020. The interviewees were selected through the following process. A 
search was made for groups labelled political or societal, and then, the names of the 
groups’ moderators and administrators were sought from the groups’ public informa-
tion page. Thereafter, the moderators/administrators were contacted via Facebook 
Messenger and invited to take part in this study. Eight of them were women and 
seven were men, and their ages ranged from the early 20s to the 70s. Each of them 
was interviewed face to face from 1 to 2.5 hours. The interviews were recorded and 
then transcribed. The interviewees were chosen as the subjects of this study because 
of their central position in their respective Facebook groups; they had the power to 
control who would belong to the group, select the contents to be published or posted 
and shape the course of the online discussion.

The Facebook groups in this study were either local or nationwide in scope, and 
their sizes varied from 200 to almost 30,000 members. Some of the groups were pub-
lic and everyone could thus view their discussions, but most of the groups were 
closed, with their contents visible only to the members. It is noteworthy that most of 
the interviewees were moderators in more than one Facebook group. As shown in the 
study by Warren et al. (2014), Facebook is an important communicative tool for gath-
ering and organising information and mobilising people, especially for activists striv-
ing to address social issues. The interviewees can also be considered activists; many 
of them were notable actors in political parties and civic organisations, group 
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founders and debaters, and for them, social media was just another venue for partici-
pation in political and civic activities.

The semi-structured interview strategy allows greater flexibility in the course of a 
study as there is no fixed range of responses to each question (Given, 2008: 810). It can 
thus bring out unexpected results and allow the study to take new directions. In semi-
structured interviews, the researcher asks the interviewees a series of predetermined 
but open-ended questions using a planned interview protocol (Given, 2008: 810). The 
interview protocol that was used in this study followed the main research themes, 
which were the group’s purpose, rules, moderation practices and boundaries and the 
members’ roles. At the end of each interview, the interviewee was encouraged to add 
comments and bring out new themes if she or he felt that something important was not 
raised in the interview.

The qualitative data analysis followed thematic analysis, which is a process of identi-
fying patterns of themes within the data. According to Braun and Clarke (2006: 78), 
‘through its theoretical freedom, thematic analysis provides a flexible and useful research 
tool, which can potentially provide a rich and detailed, yet complex, account of data’. 
The analysis first focused on gaining a detailed understanding of the Facebook modera-
tion practices, the moderators’ roles and the underlying motivations and values of their 
moderation work. Following the procedure described by Creswell (2013: 184–187), the 
text was first aggregated into small categories of information labelled with a descriptive 
code. Codes were then extracted into broader themes and reviewed several times. Each 
of the themes were interpreted in terms of their meaning for the research questions, so 
that, in the final analysis, the main themes that were left contributed to answering them.

Results

Moderators as masters and servants
I feel that it’s my duty as a citizen to participate in the public discussion and express my opinion 
when something is clearly against my ethical standards. I want to do my share in eliminating 
hostile and misanthropic tones from public discussion. (Interviewee 12)

Many of the interviewed moderators stated that the purpose of their Facebook group 
was to increase and spread awareness of the political matters. As most of the interview-
ees were activists or partisans, they were very open about their political goals and clearly 
pointed out that they wanted to exert an influence in the society and in the political dis-
cussion. In terms of curation logics (Thorson and Wells, 2016), this type of curation can 
be defined as strategic as the groups were openly ideological and were created to pro-
mote certain political views or goals, without even trying to be balanced. For example, 
many small, local Facebook groups were dedicated to either supporting or opposing local 
political decisions, such as construction projects. However, the interviews revealed an 
interesting contradiction: even though exerting political influence was the main reason 
for the creation of all the groups, overly explicit political promotion was an unwanted 
behaviour in all the groups. This was clearly seen when overly pushy politicians were 
criticised or even silenced in the groups because the group owners did not want to give 
too much space and visibility to individual politicians.
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The issues of ownership and authority explain the ambivalence of attitudes towards 
explicit political promotion in groups that are political in nature. The moderators and 
group owners who were interviewed in this study did not want their groups to be 
‘hijacked’ and become platforms serving the interests of individual politicians. Instead, 
they emphasised that discussion on political matters should be accessible for all the 
group members so that everyone could participate and express her or his opinions. They 
wanted to keep political promotion discrete, and they perceived some individual politi-
cians as too loud and self-centred. As some moderators said, politicians want to make the 
group discussion revolve around themselves, which does not serve the interests of the 
group and might even be harmful for the group dynamics if the other members get to feel 
that their opinions are questioned or attacked.

There are politicians who use Facebook groups as their mouthpieces or soapboxes; they mainly 
post their own speeches and recruit people to praise them and diss others in the comments. 
Some people take offense and leave the thread, so at the end of the day, they just aim to suppress 
the conversation. (Interviewee 1)

To sum, some of the political Facebook groups are strategic in the sense that they 
were established to advance the political goals and views of their founders. However, the 
interviewed moderators of such groups want all the members to act in the best interests 
of the group, and if individual members are bringing out their personal agenda too 
aggressively, they are moderated. Facebook groups are a prominent channel for strategic 
actors for getting their message through, but at least in this study, they are not allowed to 
bypass the curation by moderators. Particularly, it is perceived as harmful for a group if 
a more powerful member aims to draw attention from the ordinary members’ views and, 
in this way, make the discussion unbalanced. The moderators want to hold on to their 
ownership of their groups and do not want to give it to some discussants, particularly if 
such discussants are powerful and popular politicians.

Another oft-recurring curation strategy relies on the ideal of civilised discussion, in 
which the opinions are well reasoned and based on facts. This curation style can be 
referred to as journalistic as it aims to encourage deliberation, self-development and 
learning new ideas through discussion. The moderators act as curators who carefully 
select valuable pieces of information from various news sources and post these on the 
site.

We share fact-based information. I want to give them good sources that they can refer to when 
they talk about these topics somewhere else. I always try to think of the kinds of content that 
may be interesting for them, what they want to see in their newsfeeds. I see this group as a news 
site, a mediator of news, almost like a medium itself. (Interviewee 3)

As quoted above, one interviewed moderator described their moderation team as 
servants of their audience. She said that like journalists, they aimed to provide their 
readers with objective and accurate information about their group’s themes, and they 
described their group as a news outlet where people could easily find reliable informa-
tion. They viewed careful content curation as necessary so that the group members 
could trust that all the information posted on their group page is of good quality and 



10 new media & society 00(0)

has been fact-checked, which contributes to the quality of the discussion. They said 
they wanted to help their readers pursue their political aspirations and in this way par-
ticipate in spreading the ideological views of the group.

The most notable difference between the strategic and the journalistic curation styles 
concerns the objectives of gatekeeping. In the strategic curation logic, the gatekeepers 
filter the information produced and posted by the members, mainly removing inappropri-
ate contents, whereas in the journalistic logic, the gatekeepers actively search for and 
collect suitable information from other sources and then post it on their own site. 
Gatekeeping activities thus slightly differ from one another as strategic curation involves 
active content removal to protect the group from unwanted contents while journalistic 
curation focuses on looking for suitable contents for the group.

Moderation is not only about regulating content visibility; the interviews in this 
study showed that watching and refining the boundaries of a group is a significant part 
of moderation work. Moderators reported that they prevent trolling and unwanted 
behaviour by carefully screening membership applicants and devote much time and 
effort to creating guidelines and rules for detecting individuals who may be harmful for 
the group. An applicant’s suitability to the group is judged based on her or his friend-
ships, profile pictures, other group memberships, liked Facebook pages and so on. By 
controlling the access to the group, moderators define who is a suitable member and 
likely to meet their expectations. Member selection is thus an important content cura-
tion strategy for moderators; it is both personal curation as it relies on moderators’ 
personal preferences and social curation because only the members have the permis-
sion to post contents to the group.

Boundary control and recognition of potential troublemakers are extremely important 
for the success of closed groups. Moderators need to maintain the members’ trust in one 
another to encourage them to discuss and share. This type of protective curation strategy 
aims to build a safe space for the members and to maintain a positive and encouraging 
environment particularly for those who are in a marginalised or vulnerable position. 
There were several stories of how groups were harmed by a member who leaked out 
contents and published screen caps at other discussion boards with the intention of 
degrading the group and its members. Leaks have a detrimental effect on trust: when the 
members are afraid of sharing their personal opinions or even joking because their words 
can be taken out of context and used to bully them, the group may eventually die. This 
type of public ridiculing is especially targeted at persons with a more public profile; 
making fun of activists can thus be interpreted as a way to silence them. In Facebook 
groups discussing polarising topics, a great deal of moderation is about keeping the 
group’s borders closed from outsiders and protecting the members from attacks coming 
from their perceived enemies. Particularly concerning sensitive discussion topics, the 
interviewed moderators took it upon themselves to make sure that their respective groups 
would remain safe spaces in which the members would feel comfortable sharing their 
opinions with the other members, without fear of being attacked or ridiculed.

It became a huge problem in the group. People made fake profiles and came into the group just 
to find juicy tidbits to be leaked. In particular, those who made public appearances and who 
regularly talked about these things in public were attacked. It wasn’t even about any personal 
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or sensitive stuff; someone just took some comments out of context, reframed them and said, 
‘Hey, look at this idiot!’ (Interviewee 6)

As noted by Thorson and Wells (2016), in today’s complex online environment, the 
same content is circulated by various sets of curators and within different sets of curation 
logics. An interesting question is Are there any underlying hierarchies between these 
curating actors so that some actors and their logics are preferred over others? The 
middle-level gatekeepers in this study present the most visible and active part of 
Facebook’s content curation system while the other types of curators remain hidden. The 
platform’s multi-level governance system provides different sets of selection tools to dif-
ferent stakeholders. Group moderators’ affordances for doing selection are broader than 
those of average users are, and they can exert all forms of curation, except algorithmic 
curation. To answer the RQ1, this study identifies a variety of curation logics among 
moderators and, focusing on a relatively small sample of political Facebook groups, 
highlights the role played by moderators’ personal views and goals in their curation deci-
sions. Sets of logics thus depend heavily on the group owners; many of those who were 
interviewed in this study viewed the group that they were moderating as a strategic tool 
for spreading their political objectives while some used the group for learning new things 
or exchanging ideas. What was common for all the moderators was that they emphasised 
the role of active moderation in achieving the group’s goal.

Negotiation or dictation?

Many of the interviewees in this study described themselves as professional moderators 
who have had moderating experience in other Facebook groups. They participated 
actively in the creation of the group’s policy and wanted to develop a more general set of 
rules to be applied in different Facebook groups. They thus called for universal and 
standardised rules instead of the current locally varied rules and moderation practices. 
However, establishing and maintaining a professional role required their withdrawal 
from discussions and their avoidance of using an aggressive tone. Many of them said that 
they no longer participated in discussions but resigned so they could follow the discus-
sions as bystanders.

I have toned down my behaviour and have become much more moderate. Earlier, I was a fiery 
discussant, but because a moderator has a position of power in the group, I think moderation 
has a lot to do with power. (Interviewee 10)

Becoming an expert moderator requires distinguishing oneself from the other 
group members, and building a strong moderation team is one way of doing that. In 
teams, they collaboratively reviewed contents and negotiated decisions with their fel-
low moderators particularly in relation to difficult moderation tasks. However, the 
existence of a professional moderation team working independently of the group 
members leads to the isolation of the moderation work from the members as decisions 
are made without the members’ participation. The interviewed moderators explained 
that separating the roles of the moderators and members contributes to the objectivity 
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and fairness of moderation work. Occasionally, however, the members want to take 
part in the moderation and have a say on what is being discussed and how. The inter-
views revealed that tensions arise particularly when the members want to shape and 
determine the boundaries of the discussion. When the interviewees were asked how 
the members could participate in the moderation work, most of them made it clear 
that they did not want the members to take part in the moderation work other than by 
reporting inappropriate contents, which is helpful for the moderators as they cannot 
review all the contents posted. Some moderators condemned the idea of peer modera-
tion: the members guiding one another in discussions.

We want the moderation team to be the one to judge what is allowed and what is not. Sometimes 
it really annoys me when the ordinary members start to instruct the others because the situation 
then escalates until it’s no longer about the topic but already about the members’ individual 
communication styles, and everything becomes personal, like ‘Carl, you can’t say that’, and 
then Carl responds, ‘No, Peter! Look at what you did here!’ Then there are a hundred comments 
without any point at all. (Interviewee 1)

As the above quotation shows, many of the volunteer moderators who were inter-
viewed considered themselves experts in defining what is an acceptable content or 
behaviour. They had developed a strong professional identity but did not feel account-
able to the members. They often did not acknowledge criticism coming from the group 
members. In addition, as in the previous studies (Jhaver et al., 2019; Myers West, 
2017), the users’ reaction to moderation was usually negative, and those whose posts 
were removed felt that they were treated unfairly. The moderators explained their mod-
eration-related decisions to users when they were asked about these, but they did not 
change their decisions. According to them, there is no point in arguing with the users. 
Some previous studies have paid attention to the asymmetrical power relations between 
the users and moderators of social media platforms and described the users’ collective 
action to resist the moderation decisions they considered unfair (Gillespie, 2018; 
Myers West, 2017). The interviews revealed that the members of Facebook groups can 
comment on and criticise the group’s moderation policy, but they do not have much 
power to affect the moderation-related decisions, and if they do not accept moderation, 
they usually end up leaving the group.

The Facebook group moderators who were interviewed in this study felt a strong 
sense of ownership of the group that they were moderating and had a clear vision of how 
it should be governed. One explanation of this strong sense of ownership is how most of 
the Facebook groups were born. They were founded to meet the goals or needs of the 
founder, and very often, they were created as a reaction to some other existing group, 
which the founder considered badly moderated. In the interviews, one oft-recurring story 
was how a person was suspended from some other group because of her or his views, and 
how she or he perceived such group’s moderation policy as biased or unfair in many 
ways. In response, the person decided to create a new group that was clearly different 
from the other one in terms of purpose and rules.

This moderator is a well-known leftist whom I don’t empathise with that much. He once banned 
me for a while, and when this group started to support political views I do not approve of, I 
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could not bear it anymore and thus created my own group, which was clearly more conservative. 
(Interviewee 7)

Particularly in the bigger groups, the moderators had built a moderation team, in 
which the day-to-day moderation decisions were made. The team usually consisted of 
group founders and long-time members whose opinions and conversation styles were 
well known. Usually, the team invited reliable and active discussants as moderators. In 
some groups, the teams were created carefully considering each moderator’s political 
preferences so that the invited moderators would represent as diverse political back-
grounds as possible. By doing this, they mitigated the echo chamber effect and aimed to 
make moderation decisions that were unbiased and fair. Below is a direct quote from the 
moderator of a group with a broad spectrum of political views.

We divided the work so that if a green-left-leaning person is losing it, I as a green-leftist will 
handle the situation. If a right-wing supporter gets out of control, I cannot moderate that because 
we don’t want moderation to appear politically motivated, and obviously they would blame me 
for being biased. Before we mute or kick someone out of the group, though, the majority of the 
team has to agree with the decision. (Interviewee 14)

Peer moderators play a key role in judging whether to accept members and whether to 
remove a post or ban a person. The interviewed moderators relied on the opinions of the 
other peer moderators, and the disagreements were very few. They wanted their deci-
sions to be uniform, which was perceived as an indicator of the group’s functionality. In 
the groups with only one moderator, the moderation system was obviously simpler, and 
the questions of balance and fairness were not considered in the same way as the modera-
tion policy was: based only on one person’s judgement. One of the moderators, partly 
jokingly, referred to himself as a dictator, meaning he does not negotiate about content 
removals or bans. However, he spent much time explaining to irate members why they 
were punished and which rule they violated. The interviews thus showed that the strong 
moderation teams with clear rules and that were striving for political objectivity did not 
need to explain or justify their decisions as much as the dictator-type moderators did.

In the interviews, moderators indicated that they had developed a strong professional 
identity, and over time, they had refined their working methods to be considered as 
objective and considerate experts by other group members. Many moderators said that 
they wanted to distinguish themselves from the other group members and avoided par-
ticipation in the group discussions to maintain their professional role. Instead, modera-
tion lines were drawn within moderator teams in which they discussed their decisions 
with fellow moderators. To answer the RQ2, distancing oneself from the actual discus-
sion and making decisions within the moderator team were techniques that contributed 
to their expertise and objectivity and justified their middle-level gatekeeper position in 
the groups.

Faceless Facebook

Volunteer moderators of this study quite uniformly stated that they do not communi-
cate with Facebook representatives. The moderators pointed out that the Facebook 
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administration is faceless and that its moderation policy is obscure. They said that even 
though Facebook regularly updates its terms and policies, they perceive the platform 
itself as detached from the group; thus, they did not even think about consistency with 
the platform policy when they were creating their own moderation rules. Encounters 
with the Facebook moderation team were not common among the interviewees, but 
some of them reported having seen occasional content removals by Facebook in their 
group without any explanation. The moderators considered some of Facebook’s remov-
als inconsistent and having unclear bases, but they did not think that these were worth 
arguing with the Facebook administration over. For example, Facebook removed rather 
harmless contents (e.g. caricatures) from their group page, but on the other hand, when 
some of the interviewees reported offensive contents, Facebook did not respond.

I reported to Facebook one message that encouraged violence, but I was told that it was not 
against their community norms. That was strange; I have no idea how Facebook’s content 
moderation works. (Interviewee 5)

Some of the interviewed moderators suspect that Facebook’s moderation is based on 
automatic detection, which may explain why Facebook tends to react to pictures rather 
than to written text. Particularly, if a text is written in Finnish, it is most likely left unat-
tended, whereas pictures presenting nudity, violence or controversial symbols are quickly 
removed.

Two of the interviewed moderators had encountered the hardest form of Facebook 
moderation: removal of the whole group. They suspected that the reason for Facebook’s 
removal of their group from the platform was that their group posted a link to a content 
from a well-known countermedia site, and Facebook defined it as fake news. Facebook 
first sent a warning about the removal; soon after, it removed the group from the plat-
form. As one of the interviewed moderators said, Facebook does not negotiate with the 
moderators or explain its decisions.

We went to see the Facebook norms after the group was removed, and it says that sharing false 
information is not allowed. That may be the reason for our group’s removal. As such, even if 
the story itself does not consist of false information, the Facebook rule says that you cannot 
publish it because of its source. It’s the same with pictures; if you post a controversial picture 
and want to talk about it in a critical manner, Facebook will remove it even though your 
intention is not offensive. (Interviewee 11)

In one group, where the users frequently reported offensive contents to Facebook, the 
moderators felt uneasy, feeling that they were under tightened surveillance. Facebook 
had given them several warnings and had frequently removed contents from their group. 
The interviewed moderator suspects that the group is likely to disappear soon due to only 
a minor violation.

Volunteer moderators have the challenging task of trying to meet both Facebook’s and 
the group members’ expectations while maintaining the group’s purpose in their every-
day moderation work. The moderators in this study said that they wanted their respective 
groups to reflect their own values and political views, and most of the moderators had 
invested much time and effort in the creation of the rules and policies of their group. 
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However, Facebook groups are not as independent from the platform’s guidelines as 
their moderators and members may think. As Gillespie (2018: 127) noted, the group 
administration can be easily bypassed using the platform-wide flagging mechanism, in 
which the users report contents directly to Facebook. Directly reporting contents to 
Facebook can be a problem particularly for political groups. In controversial discussions, 
a group’s political enemies can flag and report group contents issuing unwanted opinions 
and can even make the whole group disappear to advance their political goals in the 
name of moderation. Some of the interviewed moderators suspect that the people who 
are against their group and its ideology are using flagging as a means to eliminate politi-
cal views contrary to theirs.

Sometimes Facebook notifies us that it has removed a certain post from our group page because 
it’s against Facebook’s norms. The posts that are removed are usually politically provocative, 
but they are really not against Facebook’s rules. We can clearly see when outsiders have 
reported such posts to Facebook, and we know that they’re playing a dirty game. It’s not like 
Facebook is some court of justice, though; it’s quite arbitrary when it bans and takes down 
contents. (Interviewee 12)

The community norms and moderation policies of the social media actor Facebook 
are vague to the users and remain such until someone violates them. The interviewed 
moderators did not show much interest in Facebook’s own moderation policy nor 
expected Facebook to intervene in how they were running their groups. Hence, Facebook 
has succeeded in giving them the illusion of freedom in organising and nurturing their 
own communities (Gillespie, 2018: 126). However, when a group’s local moderation 
policy collides with Facebook’s, the group’s policy will be overridden. As the modera-
tors claimed, when Facebook intervenes in problems, the local group administration is 
completely forgotten: Facebook does not negotiate or explain its decisions to the group 
moderators and members.

Contrary to what was suggested by prior research (Matias, 2019), not much collabora-
tion among stakeholder groups occurs in moderation processes. With regard to the RQ3, 
the interviewees of this study indicated that they negotiated moderation lines within the 
moderation team and appreciated the opinions of the moderator colleagues, but there is 
very little negotiation with the members and no communication at all between the plat-
form government and the moderators.

Conclusion

This study has shed light on the curation logics that guide content selection in political 
Facebook groups. The findings highlight the power of the middle-level gatekeepers, 
showing that their work is about not only selecting or removing contents but also con-
trolling who will have access to contents. For moderators, selecting who can join the 
group is an important way of doing curation, as it is about choosing who has the per-
mission to produce contents to the group. The term ‘boundary work’ (Matias, 2019) is 
thus an appropriate term to use for content moderation, indicating that a big part of it 
appears to involve drawing the boundaries of the group and deciding who can join it 
and who cannot. This study showed that content moderation in Facebook groups is 
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mainly protective as its goal is to protect the group members from hostile behaviour 
and attacks from external agents.

This study confirmed that Facebook’s governance policy remains a black box: unclear 
to both the Facebook group members and moderators. Perhaps due to Facebook’s invis-
ibility, the group moderators who were interviewed in this study said that they felt a 
strong ownership of the group that they were administering and did not expect any inter-
ference from Facebook. The moderators viewed themselves as professional community 
managers and justified their decisions with the expertise that they had developed over 
time. It is noteworthy that the decisions about content moderation are made within the 
moderation team and that the users are expected to stick to their role and to participate in 
content moderation only by flagging and reporting offensive contents to the moderators. 
Unlike the previous study by Matias (2019), which conceptualised volunteer moderation 
as a constant negotiation among the stakeholders, this study drew a very different portrait 
as according to the moderators, not much negotiation takes place among the social media 
platform, the middle-level gatekeepers and the users in terms of the moderation pro-
cesses to be implemented. All the stakeholder groups involved in moderation appear to 
be distant to each other. This is partly due to the dispersed moderation system in which 
the platform representatives remain unknown to others and also because moderators 
wanted to distance themselves from the actual discussions and make the moderation 
decisions without members.

Previous work on moderation has highlighted the importance of transparency for suc-
cessful moderation. In this study, even though transparency was lacking from the plat-
form’s part, moderators did not want its involvement to become more visible in groups. 
The moderators indicated that they do not want Facebook to improve its moderation in 
terms of becoming more active in defining and implementing its own governing policy 
in groups. Even though they considered Facebook as invisible and distant, they wanted 
to maintain their freedom in creating group policy. Thus, when developing platform gov-
ernance, it is important to keep in mind that strong sense of ownership felt by volunteer 
moderators may be crucial to their willingness to create and manage user groups, which 
they often described as mentally demanding and time-consuming work.

The power relations among the social media platform, group moderators and users 
become visible when someone violates the rules. Like a previous study by Myers West 
(2017), this study confirmed the existence of asymmetrical power relations among the 
stakeholders. The findings show that the middle-level gatekeepers strongly shape the dis-
cussion in the Facebook groups and that the members have little influence on such groups’ 
governance. In view of the powerful leadership, it can be said that the participation struc-
ture of the Facebook groups is inherently hierarchical rather than democratic as the group 
leaders can assert their authority without clearly defined institutions or boundaries (Shaw 
and Hill, 2014). When ‘invisible’ Facebook removes groups or contents, the moderators 
and members have no choice but acquiesce. The interviewed moderators unanimously 
pointed out that Facebook neither negotiates nor explains its decisions and that if there is 
a disagreement, Facebook always wins. Facebook is currently hosting a whole ecosystem 
of local groups created to fulfil their owners’ personal goals and meet their needs. Despite 
all the efforts and expertise of the members and owners of such groups, Facebook always 
has the last word in terms of the content moderation policy.
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