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#### Abstract

We consider a multicriteria problem of integer linear programming with a targeting set of optimal solutions given by the set of all individual criterion minimizers (extrema). In this work, the lower and upper attainable bounds on the quasistability radius of the set of extremum solutions are obtained in the situation where solution and criterion spaces are endowed with various Hölder's norms. As corollaries, an analytical formula for the quasistability radius is specified in the case where criterion space is endowed with Chebyshev's norm. Some computational challenges are also discussed.
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## 1. Introduction

While solving practical optimization problems, it is necessary to take into account various kinds of uncertainty due to lack of input data, inadequacy of mathematical models to real processes, rounding off, calculating errors etc. It is known that in many cases initial data as a link between model and reality cannot be defined explicitly. The initial data are defined with a certain error, generally depend on many parameters and require to be specified during the problem solving process. In practice any problem could not be properly posed and solved without at least implicit use of the results of stability analysis and related issues of parametric analysis.

The terms "sensitivity", "stability" or "post-optimal analysis" are generally used for the phase of an algorithm at which a solution (or solutions) of the problem has been already found, and additional calculations are performed in order to investigate how this solution depends on changes in the problem data. Recognition of the stability problem as one of the central in mathematical research goes back to Jacques Hadamard. In 1923, he postulated that in order to be well-posed a problem should have three properties: existence of a solution; uniqueness of the solution; continuous dependence of the solution on the data [1]. Correspondingly, ill-posed multicriteria discrete optimization problem refers to this situation that it may have multiple solutions or the feasible solution set and/or criteria functions depend on uncertain parameters.

Widespread use of discrete optimization models in the last decades stimulated many experts to investigate different aspects of stability of scalar and vector optimization problems. As a consequence, in the context of the operation research and mathematical optimization, the most closely related lines of research have been initiated.

Despite existence of numerous approaches to stability analysis of optimization problems, two major directions can be pointed out: quantitative and qualitative.

A qualitative sensitivity analysis is usually conducted for multicriteria optimization problems with various (linear and nonlinear) partial criteria. The main typical results in there are necessary and
sufficient condition formulations for different types of stability of one or a set of optimal solutions in the problems considered (see e.g. [2-11]).

Within the framework of quantitative direction various measures of solution stability are investigated. Analytical expressions, or (attainable) lower and upper bounds, on a quantitative characteristic, called stability radius, usually constitute typical results of the area. The results are usually formulated for the some generalized optimality situation invariant to changes of problem parameters in the case where parameter space is equipped with various metrics (see e.g. [12-20]). In addition to stability radius, some papers are focusing on more general characteristics of stability, for example stability and accuracy functions are analyzed in [21,22]. Sensitivity analysis is also done for some problem of scheduling theory, see e.g. [23, 24].

This paper belongs to the family of quantitative approaches. It continues a series of publications [10, 14-16, 25-27] seeking for analytical bounds on stability radius (different types of stability) for multicriteria problem of Integer Linear Programming (ILP) with Pareto optimality principle.

In multicriteria optimization and decision making, we deal sometimes with choice functions distinct from the well-known Pareto optimality principle. Such functions have a specific merit in many real life applications (see e.g. [28-32]). In this paper, we consider the multicriteria problem of ILP with extremum optimality principle, i.e. with the set of all extremum solutions. We study the type of stability to independent perturbations of linear function coefficients that is a discrete analogue of Hausdorff semi-continuity mapping transforming any set of problem parameters into a set of extremum solutions. In other words, this type of stability guarantees the existence of a neighborhood in problem parameter space such that none of the solutions disappear within. Following terminology used in [14-17], the type of stability as described above is called quasistability. As a result of parametric analysis, the lower and upper bounds on the quasistability radius are obtained for multicriteria ILP problem with extremum solutions for the case where criterion space is endowed with various Hölder's norms. Attainability of the estimates (both lower and uppers bounds) is shown.

As a corollary, we deduce a known before criterion on quasistability of multicriteria ILP problem for the case where criterion space is endowed with Chebyshev's norm.

## 2. Problem formulation, basic definitions and notation

We consider an $m$-criteria problem of ILP problem in the following formulation. Let $C=\left[c_{i j}\right] \in$ $\boldsymbol{R}^{m \times n}$ be a real valued $m \times n$ - matrix with corresponding rows $C_{i} \in \boldsymbol{R}^{n}, i \in N_{m}=\{1,2, \ldots, m\}, m \geq 1$. Let also $X \subset \boldsymbol{Z}^{n}, 1<|X|<\infty$, be a set of feasible solutions, i.e. a set of integer vectors $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}, n \geq 2$. We define a vector criterion

$$
C x=\left(C_{1} x, C_{2} x, \ldots, C_{m} x\right)^{T} \rightarrow \min _{x \in X},
$$

with partial criteria being linear functions.
In this paper, $Z_{m}(C), C \in \boldsymbol{R}^{m \times n}$, is a problem of finding the set of extremum solutions defined in traditional way (see e.g. [29, 30]):

$$
E^{m}(C)=\left\{x \in X: \exists k \in N_{m} \forall x^{\prime} \in X\left(C_{k}(x) \leq C_{k}\left(x^{\prime}\right)\right)\right\} .
$$

Thus, the choice of extremum solutions can be interpreted as finding best solutions for each of $m$ criteria, and then combining them into one set. In other words, the set of extremum solutions contains all the individual minimizers of each objective. Obviously, $E^{1}(C), C \in \boldsymbol{R}^{n}$ is the set of optimal solutions for scalar problem $Z^{1}(C)$.

Taking into account that $X$ is finite, the following formulae below are true for any $C \in \boldsymbol{R}^{m \times n}$ :

$$
\begin{gathered}
E^{m}(C)=S l^{m}(C) \backslash\left(P^{m}(C) \backslash L^{m}(C)\right)=L^{m}(C) \cup\left(S l^{m}(C) \backslash P^{m}(C)\right), \\
E^{m}(C) \cap P^{m}(C)=L^{m}(C) \neq \emptyset, \\
L^{m}(C) \subseteq P^{m}(C) \subseteq S l^{m}(C), \\
L^{m}(C) \subseteq E^{m}(C) \subseteq S l^{m}(C),
\end{gathered}
$$

where $P^{m}(C)$ denotes the Pareto set [33], $S l^{m}(C)$ denotes the Slater set [34], and $L^{m}(C)$ denotes the lexicographic set (see e.g. [28, 35-37]).

Below we define all the three sets in a traditional way:

$$
\begin{gathered}
P^{m}(C)=\left\{x \in X: \nexists x^{0} \in X\left(C x \geq C x^{0} \& C x \neq C x^{0}\right)\right\}, \\
S l^{m}(C)=\left\{x \in X: \nexists x^{0} \in X \quad \forall k \in N_{m}\left(C_{k}(x)>C_{k}\left(x^{0}\right)\right)\right\}, \\
L^{m}(C)=\bigcup_{s \in \Pi_{m}} L(C, s), L(C, s)=\left\{x \in X: \forall x^{\prime} \in X\left(C x \leq_{s} C x^{\prime}\right)\right\} .
\end{gathered}
$$

Here $\Pi_{m}$ is the set of all $m!$ permutations of numbers $1,2, \ldots, m ; s=\left(s_{1}, s_{2}, \ldots, s_{m}\right) \in \Pi_{m}$; and the binary relation of lexicographic order between two vectors $y=\left(y_{1}, y_{2}, \ldots, y_{m}\right) \in \boldsymbol{R}^{m}$ and $y^{\prime}=$ $\left(y_{1}^{\prime}, y_{2}^{\prime}, \nmid d o t s, y_{m}^{\prime}\right) \in \boldsymbol{R}^{m}$ is defined as follows

$$
y \leq_{s} y^{\prime} \Leftrightarrow\left(y=y^{\prime}\right) \vee\left(\exists k \in N_{m} \forall i \in N_{k-1}\left(y_{s_{k}}<y_{s_{k}}^{\prime} \& y_{s_{i}}=y_{s_{i}}^{\prime}\right)\right),
$$

where $N_{0}=\emptyset$. Obviously all the sets, $P^{m}(C), S l^{m}(C), L^{m}(C)$ and $E^{m}(C)$, are non-empty for any matrix $C \in \boldsymbol{R}^{m \times n}$ due to the finite number of alternatives in $X$.

We will perturb the elements of matrix $C \in \boldsymbol{R}^{m \times n}$ by adding elements of the perturbing matrix $C^{\prime} \in \boldsymbol{R}^{m \times n}$. Thus the perturbed problem $Z^{m}\left(C+C^{\prime}\right)$ of finding extremum solutions has the following form

$$
\left(C+C^{\prime}\right) x \rightarrow \min _{x \in X} .
$$

The set of extremum solutions of the perturbed problem is denoted by $E^{m}\left(C+C^{\prime}\right)$. In the solution space $\boldsymbol{R}^{n}$, we define an arbitrary Hölder's norm $l_{p}, p \in[1, \infty]$, i.e. the norm of vector $a=$ $\left(a_{1}, a_{2}, \ldots, a_{n}\right)^{T} \in \boldsymbol{R}^{n}$ is defined by the number

$$
\|a\|_{p}= \begin{cases}\left(\sum_{j \in N_{n}}\left|a_{j}\right|^{p}\right)^{1 / p} & \text { if } 1 \leq p<\infty, \\ \max \left\{\left|a_{j}\right|: j \in N_{n}\right\} & \text { if } p=\infty .\end{cases}
$$

In the criterion space $\boldsymbol{R}^{m}$, we define another Hölder's norm $l_{q}, q \in[1, \infty]$, The norm of matrix $C \in \boldsymbol{R}^{m \times n}$ is defined by the number

$$
\|C\|_{p q}=\left\|\left(\left\|C_{1}\right\|_{p},\left\|C_{2}\right\|_{p}, \ldots,\left\|C_{m}\right\|_{p}\right)\right\|_{q}
$$

It is well-known that $l_{p}$ norm, defined in $\boldsymbol{R}^{n}$, induces conjugated $l_{p^{*}}$ norm in $\left(\boldsymbol{R}^{n}\right)^{*}$. For $p$ and $p^{*}$, the following relations hold

$$
\frac{1}{p}+\frac{1}{p^{*}}=1, \quad 1<p<\infty
$$

In addition, if $p=1$ then $p^{*}=\infty$. Obviously, if $p^{*}=1$ then $p=\infty$. Also notice that $p$ and $p^{*}$ belong to the same range $[1, \infty]$. We also set $\frac{1}{p}=0$ if $p=\infty$.

It is easy to see that for any vector $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \boldsymbol{R}^{n}$ with $\left|a_{j}\right|=\sigma, j \in N_{n}$ it holds

$$
\begin{equation*}
\|a\|_{p}=\sigma n^{\frac{1}{p}} \tag{1}
\end{equation*}
$$

for any $p \in[1, \infty]$. For any two vectors $a$ and $b$ of the same dimension, the following Hölder's inequalities are well-known

$$
\begin{equation*}
\left|a^{T} b\right| \leq\|a\|_{p}\|b\|_{p^{*}} \tag{2}
\end{equation*}
$$

Using the well-known condition (see [38]) that transforms (2) into equality, the validity of the following statement becomes transparent

$$
\begin{equation*}
\forall b \in \boldsymbol{R}^{n} \quad \forall \sigma>0 \quad \exists a \in \boldsymbol{R}^{n} \quad\left(\left|a^{T} b\right|=\sigma\|b\|_{p^{*}} \&\|a\|_{p}=\sigma\right) . \tag{3}
\end{equation*}
$$

Given $\varepsilon>0$, let

$$
\Omega_{p q}(\varepsilon)=\left\{C^{\prime} \in \boldsymbol{R}^{m \times n}:\left\|C^{\prime}\right\|_{p q}<\varepsilon\right\}
$$

be the set of perturbing matrices $C^{\prime}$ with rows $C_{k}^{\prime} \in \boldsymbol{R}^{n}, k \in N_{m}$, and $\left\|C^{\prime}\right\|_{p q}$ is the norm of $C^{\prime}=\left[c_{i j}^{\prime}\right] \in \boldsymbol{R}^{m \times n}$.

Denote

$$
\Theta_{p q}=\left\{\varepsilon>0: \forall C^{\prime} \in \Omega_{p q}(\varepsilon) \quad\left(E^{m}(C) \subseteq E^{m}\left(C+C^{\prime}\right)\right)\right\} .
$$

Following [14-16, 25], the number

$$
\rho^{m}(p, q)= \begin{cases}\sup \Theta_{p q} & \text { if } \Theta_{p q} \neq \emptyset \\ 0 & \text { if } \Theta_{p q}=\emptyset\end{cases}
$$

is called quasistability radius ( $T_{4}$-stability radius in terminology [2, 4-7, 10]) of problem $Z^{m}(C)$, $m \in \mathbf{N}$, with Hölder's norms $l_{p}$ and $l_{q}$ in the spaces $\boldsymbol{R}^{n}$ and $\boldsymbol{R}^{m}$ respectively. Thus, the quasistability radius of problem $Z^{m}(C)$ defines the extreme level of independent perturbations of the
elements of matrix $C$ in the metric space $\boldsymbol{R}^{m \times n}$ preserving all the extremum solutions of $Z^{m}(C)$. The same concept of quasistability radius of $Z^{m}(C)$ can also be introduced using the definition of the stability kernel, known earlier in [2]. Indeed, it is easy to see that

$$
\rho^{m}(p, q)=\sup \left\{\varepsilon>0: \operatorname{Ker}^{m}(C, \varepsilon)=E^{m}(C)\right\}
$$

where

$$
\operatorname{Ker}^{m}(C, \varepsilon)=\left\{x \in E^{m}(C): \forall C^{\prime} \in \Omega_{p q}(\varepsilon)\left(x \in E^{m}\left(C+C^{\prime}\right)\right)\right\} .
$$

is a stability kernel of $Z^{m}(C)$. Thus, the problem $Z^{m}(C)$ is quasistable $\left(\rho^{m}(p, q)>0\right)$ if and only if the stability kernel coincides with the set of original extremum solutions.

## 3. Bounds on quasistability radius

Given the multicriteria ILP problem $Z^{m}(C), m \in N$, for any $p \in[1, \infty]$ we set

$$
\phi^{m}(p)=\min _{x^{\prime} \in E^{m}(C)} \max _{i \in N_{m}} \min _{x \in X \backslash\left\{x^{\prime}\right\}} \frac{\left[C_{i}\left(x-x^{\prime}\right)\right]^{+}}{\left\|x-x^{\prime}\right\|_{p^{*}}},
$$

where $[a]^{+}=\max \{0, a\}$ is a nonnegative projection of $a \in \boldsymbol{R}$. Obviously, $\phi^{m}(p) \geq 0$.
Theorem 1. Given $p, q \in[1, \infty]$ and $m \in \boldsymbol{N}$, for the quasistability radius $\rho^{m}(p, q)$ of multicriteria ILP problem $Z^{m}(C)$, the following lower and upper bounds are valid

$$
\phi^{m}(p) \leq \rho^{m}(p, q) \leq \phi^{m}(p) m^{\frac{1}{q}}
$$

Proof. First, we prove that $\rho^{m}(p, q) \geq \phi:=\phi^{m}(p)$. If $\phi=0$, then it is evident. Let $\phi>0$. Then according to the definition of $\phi$, the following formula holds

$$
\forall x^{\prime} \in E^{m}(C) \exists k \in N_{m} \forall x \in X \backslash\left\{x^{\prime}\right\}\left(\left[C_{k}\left(x-x^{\prime}\right)\right]^{+} \geq \phi\left\|x-x^{\prime}\right\|_{p^{*}}\right) .
$$

Since $\phi>0$, we have $C_{k}\left(x-x^{\prime}\right)>0$ for $x \neq x^{\prime}$. Assuming $C^{\prime} \in \Omega_{p q}(\phi)$, taking into account

$$
\left\|C_{k}^{\prime}\right\|_{p} \leq\left\|C^{\prime}\right\|_{p q}<\phi
$$

and Hölder's inequalities (2), we deduce

$$
\begin{gathered}
\left(C_{k}+C_{k}^{\prime}\right)\left(x-x^{\prime}\right)=\left[C_{k}\left(x-x^{\prime}\right)\right]^{+}+C_{k}^{\prime}\left(x-x^{\prime}\right) \geq \\
\left(\phi-\left\|C_{k}^{\prime}\right\|_{p}\right)\left\|x-x^{\prime}\right\|_{p^{*}}>0
\end{gathered}
$$

for any $x \neq x^{\prime}$ i.e. $x^{\prime} \in E^{m}\left(C+C^{\prime}\right)$ for $C^{\prime} \in \Omega_{p q}(\phi)$, and hence $\rho^{m}(p, q) \geq \phi$. Further, we prove that $\rho^{m}(p, q) \leq \phi m^{\frac{1}{q}}$. According to the definition of number $\phi$, we have

$$
\begin{gather*}
\exists x^{0} \in E^{m}(C) \quad \forall i \in N_{m} \exists x(i) \in X \backslash\left\{x^{0}\right\}\left(\left[C_{i}\left(x(i)-x^{0}\right)\right]^{+}\right. \\
\left.\leq \phi\left\|x(i)-x^{0}\right\|_{p^{*}}\right) \tag{4}
\end{gather*}
$$

Setting $\sigma$ with a condition

$$
\begin{equation*}
\frac{\varepsilon}{m^{\frac{1}{q}}}>\sigma>\phi \tag{5}
\end{equation*}
$$

according to formula (3) for any index $i \in N_{m}$ there exists $C_{i}^{0} \in \boldsymbol{R}^{n}$ such that

$$
\begin{gather*}
C_{i}^{0}\left(x(i)-x^{0}\right)=-\sigma\left\|x(i)-x^{0}\right\|_{p^{*}}  \tag{6}\\
\left\|C_{i}^{0}\right\|_{p}=\sigma
\end{gather*}
$$

Therefore, due to (1), the norm of matrix $C^{0}$ containing rows $C_{i}^{0}, i \in N_{m}$, is calculated as

$$
\left\|C^{0}\right\|_{p q}=\sigma m^{\frac{1}{q}}
$$

i.e. $C^{0} \in \Omega_{p q}(\varepsilon)$. Using sequentially (3), (1) and (2) we get for any index $i \in N_{m}$ we deduce

$$
\begin{gathered}
\left(C_{i}+C_{i}^{0}\right)\left(x(i)-x^{0}\right)=C_{i}\left(x(i)-x^{0}\right)+C_{i}^{0}\left(x(i)-x^{0}\right) \leq\left[C_{i}\left(x(i)-x^{0}\right)\right]^{+}-\sigma\left\|x(i)-x^{0}\right\|_{p^{*}} \leq \\
(\phi-\sigma)\left\|x(i)-x^{0}\right\|_{p^{*}}<0
\end{gathered}
$$

Thus, $x^{0} \notin E^{m}\left(C+C^{0}\right)$. Hence, the following formula is valid

$$
\forall \varepsilon>\phi m^{\frac{1}{q}} \exists C^{0} \in \Omega_{p q}(\varepsilon)\left(E^{m}(C) \nsubseteq E^{m}\left(C+C^{0}\right)\right)
$$

i.e. $\rho^{m}(p, q) \leq \phi m^{\frac{1}{q}}$.

The following corollary from Theorem 1 illustrates the attainability of the lower bound for the quasistability radius.

Corollary 1. If $q=\infty$, then for any $p \in[1, \infty)$ and $m \in N$ for the quasistability radius $\rho^{m}(p, \infty)$ of multicriteria ILP problem $Z^{m}(C)$ the following formula is valid

$$
\rho^{m}(p, \infty)=\phi^{m}(p)=\min _{x^{\prime} \in E^{m}(C)} \max _{i \in N_{m}} \min _{x \in X \backslash\left\{x^{\prime}\right\}} \frac{\left[C_{i}\left(x-x^{\prime}\right)\right]^{+}}{\left\|x-x^{\prime}\right\|_{p^{*}}}
$$

The next Theorem illustrates the attainability of the upper bound for the quasistability radius specified in Theorem 1.

Theorem 2. Given $p=\infty, q \in[1, \infty]$ and $m \in \boldsymbol{N}$, there exists a class of multicriteria ILP problem problems such that for any $Z^{m}(C)$ belonging to that class the quasistability radius of $Z^{m}(C)$ can be expressed by the following formula

$$
\begin{equation*}
\rho^{m}(\infty, q)=m^{\frac{1}{q}} \phi^{m}(\infty)=m^{\frac{1}{q}} \min _{x^{\prime} \in E^{m}(C)} \max _{i \in N_{m}} \min _{x \in X\left\{x^{\prime}\right\}} \frac{\left[C_{i}\left(x-x^{\prime}\right)\right]^{+}}{\left\|x-x^{\prime}\right\|_{1}} . \tag{7}
\end{equation*}
$$

Proof. According to Theorem 1, in order to prove equation (7), it suffices to specify a class of problems $Z^{m}(C)$ with $\rho^{m}(\infty, q) \geq m^{\frac{1}{q}} \phi^{m}(\infty)$. Let $X=\left\{x^{1}, x^{2}, \ldots, x^{n}\right\} \subset \boldsymbol{E}^{n}=\{0,1\}^{n}$, where $n=m+1$, and every solution $x^{j}, j \in N_{n}$, be a unit vector, i.e. a column of identity matrix of size $n \times n$. Let matrix $C=\left[c_{i j}\right] \in \boldsymbol{R}^{m \times n}$ with rows $C_{i} \in \boldsymbol{R}^{n}, i \in N_{m}$ be constructed as follows

$$
C=\left(\begin{array}{ccccc}
0 & M & \ldots & M & -2 \alpha \\
M & 0 & \ldots & M & -2 \alpha \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
M & M & \ldots & 0 & -2 \alpha
\end{array}\right),
$$

where $M \gg \alpha>0$, and $M$ is a number large enough. Then we have

$$
\begin{gathered}
C x^{1}=(0, M, \ldots, M, M)^{T} \in \boldsymbol{R}^{m}, \\
C x^{2}=(M, 0, \ldots, M, M)^{T} \in \boldsymbol{R}^{m}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
C x^{n-1}=(M, M, \ldots, M, 0)^{T} \in \boldsymbol{R}^{m}, \\
C x^{n}=(-2 \alpha,-2 \alpha, \ldots,-2 \alpha,-2 \alpha)^{T} \in \boldsymbol{R}^{m}
\end{gathered}
$$

Thus, $x^{n} \in E^{m}(C), x^{j} \notin E^{m}(C), j \in N_{m}$. Moreover, the following equality is evident

$$
\phi^{m}(\infty)=\max _{i \in N_{m}} \min _{j \in N_{m}} \frac{C_{i}\left(x^{j}-x^{n}\right)}{2}=\alpha .
$$

Let $C^{\prime}=\left[c_{i j}^{\prime}\right] \in \Omega_{\infty q}\left(\alpha m^{\frac{1}{q}}\right)$ be an arbitrary perturbing matrix with rows $C_{1}^{\prime}, C_{2}^{\prime}, \ldots, C_{m}^{\prime}$ i.e. $C^{\prime} \in R^{m \times n},\left\|C^{\prime}\right\|_{\infty q}<\alpha m^{\frac{1}{q}}$. Proving by contradiction, it is easy to show that there exists an index
$k \in N_{m}$ with $\left\|C_{k}^{\prime}\right\|_{\infty}<\alpha$. Therefore, $\left|c_{k j}^{\prime}\right|<\alpha$ for any $j \in N_{n}$. So, we deduce

$$
\left(C_{k}+C_{k}^{\prime}\right)\left(x^{k}-x^{n}\right)=2 \alpha+c_{k k}^{\prime}-c_{k n}^{\prime} \geq 2 \alpha-\left|c_{k k}^{\prime}\right|-\left|c_{k n}^{\prime}\right|>0,
$$

and hence for any index $i \in N_{m} \backslash\{k\}$ we obtain

$$
\left(C_{i}+C_{i}^{\prime}\right)\left(x^{k}-x^{n}\right)=C_{i}\left(x^{k}-x^{n}\right)+C_{i}^{\prime}\left(x^{k}-x^{n}\right)=M+2 \alpha+c_{i k}^{\prime}-c_{i n}^{\prime}>0 .
$$

As a result, we conclude that $x^{n} \in E^{m}\left(C+C^{\prime}\right)$ for any perturbing matrix $C^{\prime} \in \Omega_{\infty q}\left(\alpha m^{\frac{1}{q}}\right)$ the following inequality holds

$$
\rho^{m}(\infty, q) \geq m^{\frac{1}{q}} \phi^{m}(\infty)
$$

and hence, taking into account Theorem 1, we get that equality (7) is true, i.e. Theorem 2 is now proven.

The problem $Z^{m}(C)$ is called quasistable if $\rho^{m}(p, q)>0$. We introduce a set of strict extremum solutions of $Z^{m}(C)$ :

$$
E^{m}(C)=\left\{x \in X: \exists k \in N_{m} \quad \forall x^{\prime} \in X \backslash\{x\}\left(C_{k}(x)<C_{k}\left(x^{\prime}\right)\right)\right\} .
$$

From Theorem 1 we get the following result.
Corollary 2. Given the multicriteria ILP problem $Z^{m}(C)$, the following statements are equivalent

- $\quad$ The problem $Z^{m}(C)$ is quasistable;
- $\quad E^{m}(C)=S E^{m}(C)=\operatorname{Ker}^{m}(C)$;
- $\quad \phi^{m}(p)>0$.

In particular case $m=1$, the scalar problem $Z^{1}(C), C \in \boldsymbol{R}^{n}$ is quasistable if and only if it has a unique optimal solution.

Due to equivalence of any two norms in a finite dimensional linear space (see e.g. [39,40]), the result of Corollary 2 is true for any norms specified in the parameter space $\boldsymbol{R}^{m \times n}$ of the problem $Z^{m}(C)$. At the end to compare the result of Theorem 1, we present here a formula to calculate the quasistability radius of multicriteria ILP problem $Z_{P}^{m}(C)$ consisting in finding the set of Pareto optimal solutions $P^{m}(C)$ :

$$
\begin{equation*}
\rho_{P}^{m}(p, q)=\min _{x^{\prime} \in P^{m}(C)} \min _{x \in X \backslash\left\{x^{\prime}\right\}} \frac{\left\|\left[C\left(x-x^{\prime}\right)\right]^{+}\right\|_{q}}{\left\|x-x^{\prime}\right\|_{p^{*}}} \tag{8}
\end{equation*}
$$

where $[a]^{+}=\left(a_{1}^{+}, a_{2}^{+}, \ldots, a_{m}^{+}\right)^{T}$ is a nonnegative projection of vector $a=\left(a_{1}, a_{2}, \ldots, a_{m}\right)^{T} \in \boldsymbol{R}^{m}$, i.e. $a_{i}^{+}=\max \left\{0, a_{i}\right\}, i \in N_{m}$. This formula is clearly follows from the results of [26].

Let $S m^{m}(C)$ denote the Smale set for $Z^{m}(C)$ [41]:

$$
\operatorname{Sm}^{m}(C)=\left\{x \in X: \forall x^{\prime} \in X \backslash\{x\} \quad \exists k \in N_{m} \quad\left(C_{k} x<C_{k} x^{\prime}\right)\right\} .
$$

From (1), we can get the following quasistability criterion, known earlier [2, 4,14-16].
Theorem 3. The multicriteria ILP problem $Z_{P}^{m}(C)$ of finding the Pareto set $P^{m}(C)$ (the set of trade-off or efficient solutions) is quasistable if and only if

$$
P^{m}(C)=\operatorname{Sm}^{m}(C)
$$

## 4. Conclusion

In this paper, the lower and upper attainable bounds on the quasistability radius of the set of extremum solutions were obtained in the situation where solution and criterion spaces are endowed with various Hölder's norms. As corollaries, an analytical formula for the quasistability radius is specified in the case where criterion space is endowed with Chebyshev's norm.

One of the biggest challenges in this area is to construct efficient algorithms to calculate the analytical expressions. To the best of our knowledge there are not so many results known in that area, and moreover some of those results which have been already known, put more questions than answers. As it was pointed out in [42], calculating exact values is an extremely difficult task in general, so one could concentrates either on finding easy computable classes of problems or developing general metaheuristic approaches.

Estimations of quasistability radius obtained in this paper imply complete enumeration the set of feasible solutions whose cardinality may grow exponentially with $n$. In the case of a single objective function, an approach to calculating the stability radius of an $\varepsilon$-optimal solution to the linear problem of $0-1$ programming in polynomial time was given in [43]. They assumed that the objective
function is minimized, the feasible solution set is fixed and a given subset of the objective function coefficients is perturbed. The approach requires that the original single objective optimization problem is polynomially solvable, for example it can be one of the well-known graph theory problems, such as minimum spanning tree or shortest path problems. In [17], it was shown how analytical formulae similar to (8) can be transformed into polynomial type calculation procedure in the case of Boolean variables, Chebyshev norm and polynomial solvability of $Z_{P}^{1}(C)$. However, for multicriteria case the question of existing polynomial time procedures remains to be open. As it is well-known that the presence of multiple criteria increases the level of complexity, for example, polynomially solvable single objective problems become intractable even in bicriteria case, see e.g. [44], the finding of polynomial methods seems to be unlikely in general. For some particular challenging combinatorial problems, it was proven that the problem of finding the radii of every type of stability is intractable unless $P=N P$ [45]. An application of inverse optimization usually results in logarithmic number of mixed integer programs for multi-objective combinatorial problems, where each objective function is a maximum sum and the coefficients are restricted to natural numbers [46].
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