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A B S T R A C T   

Introduction: In occupational health checks the information about psychosocial risk factors, which influence work 
ability, is documented in free text. Early detection of psychosocial risk factors helps occupational health care to 
choose the right and targeted interventions to maintain work capacity. In this study the aim was to evaluate if we 
can automate the recognition of these psychosocial risk factors in occupational health check electronic records 
with natural language processing (NLP). 
Materials and methods: We compared supervised and unsupervised named entity recognition (NER) to detect 
psychosocial risk factors from health checks’ documentation. Occupational health nurses have done these 
records. 
Results: Both methods found over 60% of psychosocial risk factors from the records. However, the combination of 
BERT-NER (supervised NER) and QExp (query expansion/paraphrasing) seems to be more suitable. In both 
methods the most (correct) risk factors were found in the work environment and equipment category. 
Conclusion: This study showed that it was possible to detect risk factors automatically from free-text documen
tation of health checks. It is possible to develop a text mining tool to automate the detection of psychosocial risk 
factors at an early stage.   

1. Introduction 

Psychosocial risk factors at work influence workability, may cause 
absence from work or in the worst-case lead to early retirement [1]. 
Around 10–15% of disability pensions are due to psychosocial work risk 
factors. Studies have shown that 50% to 60% of all lost working days 
have links with work-related stress. In the European Union the yearly 
cost of work-related stress is around EUR 40,000 million each year [1,2]. 
Physical workloads, computer work, and low job control are risks for 
disability retirement [3,4]. All psychosocial factors, especially hazard
ous exposure, job demands, social relationships, workplace violence, 
and shift work, have a strong association with long sickness absences 
[1,5]. A European-level collaboration (Prima EF) has developed a psy
chosocial risk management standard, the PAS 1010 standard, to help 
detect and maintain people’s ability to work. This standard provides 
guidance, recommendations, and a classification of 13 psychosocial 

factors that should be recognized in occupational health care. We refer 
to these are risk factor categories, and they are: job content, workload and 
work pace, work schedule, work control, environment and equipment, 
organizational culture and function, interpersonal relationships at work, role 
in organization, career development, home-work-interface, violence at 
workplace, harassment, and bullying [6,7]. In this study the aim was to 
automate the recognition of these psychosocial risk factors in occupa
tional health check electronic records that are documented as free text 
by occupational health nurses. 

The basic task of occupational health care is to promote employees’ 
work ability and to prevent disability throughout their careers. The aim 
is to detect a decrease in an employee’s work ability and plan supportive 
actions in good time. Occupational health checks are one possibility for 
detecting risk factors of work and workability at an early stage. In 
occupational health care, these health checks are job specific and 
designed for the company’s goals and exposures [8]. In health checks, an 
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occupational health nurse (OHN) gathers information about issues that 
influence work ability or health. However, there is only little research on 
health checks in occupational care. There is also some research on the 
effectiveness of these health checks. In review of general health checks 

the conclusion was that the health checks did not reduce morbidity or 
mortality [9]. The documents of occupational health checks, typically 
performed by occupational health nurses, contain valuable information 
about psychosocial risk factors at work. Compared to structured data, 

Fig. 1. Workflow of the study.  

Fig. 2. Health check documentations with BERT-NER findings (findings: red, psychosocial risk category: violet) and with QExp findings (findings: yellow, psy
chosocial risk category; blue) *HID means Hidden IDentification, the number that has been given when the data has been deidentified. 
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free text can be demanding to analyze, and it is often difficult for nurses 
to form a comprehensive picture of a person’s ability to work based on 
these documents. This is especially the case when the amount of text is 
relatively large. Further, free text makes it difficult to use these other
wise valuable and rich records to support health professionals in de
cisions concerning risks and finding suitable interventions. However, 
free text gives a possibility to write about the customers story in their 
own words and describe individual situations that can not to be struc
tured [10,11]. 

Natural language processing focuses on using artificial intelligence 
and machine learning to automate the processing of language data, one 
example being nursing text [12–14]. Named entity recognition (NER) 
focuses on automated recognition of text spans that refer to certain 
predefined categories (named entities) [15]. To train a NER model, 
manual annotation is typically required to first generate the required 
training data. For specialized domains like medicine and nursing, this 
includes having domain experts manually labelling a text sample. Here 
NER is commonly used to identify expressions of clinically significant 
entities such as events, interventions, diagnoses, diseases, and drugs in 
free-text narratives [16,17,18,19]. A central challenge in NER is to make 
a system that can automatically recognize and label words and phrases 
in unlabeled text that has the same meaning as the categories which the 
labels represent. 

In this paper we describe our work on using NER for automating the 
task of detecting psychosocial risk factors from the free-text records from 
occupational health checks. An ensemble system is explored which uses 
a supervised NER method, trained on a manually annotated dataset, and 
which is further supplemented with a novel unsupervised paraphrasing 
method. The paraphrasing method is used to search more loosely for 
words and phrases that have potentially been missed by the supervised 
NER method/model, whose linguistic composition may differ quite a bit 
from the original (manual) annotations, while still having similar 
meaning. The aim of this paper is to determine if this approach is 
promising for use in a system that automatically identifies psychosocial 
risk factors in the free-text reports from occupational health checks. 

2. Methodology 

2.1. Material 

This study is based on a retrospective register of occupational health 
check records documented by occupational health nurses. The data 
consists of 15 443 electronic health check records from 7078 employees, 
recorded in a nationwide private occupational health service in Finland 
from 2002 to 2007. The data set was filtered by selecting records of 
employees who were at least 18 years old. This study has ethical 
approval and permission to use the data from the Ministry of Social 
Affairs and Health in Finland. 

As part of a previous study [11], a random sample of 196 health 
check reports were manually annotated with psychosocial factors. The 
annotation scheme and guideline were derived from PAS 1010. This 
consisted of the following 13 categories: job content, workload and work 
pace, work schedule, work control, environment and equipment, organiza
tional culture and function, interpersonal relationships at work, role in or
ganization, career development, home-work-interface, violence at workplace, 
harassment, and bullying [7]. The annotation scheme included both 
positive and negative mentions associated with the different risk factors. 

In the present study we were only after detecting the negative 
mentions - which we here refer to as psychosocial risk factors. The data 
was pre-processed by using the NLTK word tokenizer for Finnish [20]. 
The text was also lowercased. 

2.2. Methods 

Our ensemble system uses a supervised NER method supplemented 
with an unsupervised paraphrasing method. Named entity recognition 

(NER) is a basic task in information extraction and has the ability to 
detect mentions of domain-relevant entities [21]. BERT stands for 
Bidirectional Encoder Representations from Transformers and is 
designed to pre-train deep bidirectional representations from unlabelled 
text [22] (See Fig. 1). 

2.2.1. Supervised NER - BERT-NER 
The supervised NER method (Setup 1) follows the approach by [21], 

relying on a pre-trained BERT model [22] and a conditional random 
field [23] output layer. We refer to this method/model as BERT-NER. 
The model was pretrained on a general domain Finnish corpus [24] 
and subsequently fine-tuned on the manually annotated data - the 196 
health check reports. When the model was trained, it was used to 
automatically annotate unseen text data by labelling each word with an 
“O” label (not a risk factor), or label corresponding to one of the 13 risk 
factor categories. See Fig. 2 for an example, Bert-NER findings are in red. 
We split the annotated data into training, development, and test sets. 
The development set was used for early stopping, but no hyper
parameter adjusting was done for the model. Early stopping is a method 
that allows to specify an arbitrary large number of training epochs and 
stop training once the model performance stops improving [22]. The 
trained NER model achieved an F1 score of 76% on the test set (preci
sion = 75.73%, recall = 76.56%). 

2.2.2. Unsupervised NER – BERT-NER and QExp 
The unsupervised method is based on the method introduced in [25]. 

We refer to this method as QExp (Setup 2). Its aim is to search more 
loosely to find relevant risk factor mentions that have potentially been 
missed by the BERT-NER method/model. As an input it takes a query, 
which here is a single risk factor example (word or phrase). It then 
performs what one may classify as query rewriting or paraphrasing to 
find words and phrases in the targeted text data whose linguistic 
composition may differ from the query, while still having meanings that 
are similar to that expressed by the query. 

This method relies on a combination of primarily three components: 
A semantic word n-gram vector model trained with the word2vec toolkit 
[26] on a large corpus of clinical text (130 M tokens); A statistical lan
guage model trained with the KenLM toolkit [27] on the dataset; And a 
document search engine in the form of Apache Solr [28]. Briefly 
explained, the way the method works is by first generating a set of 
plausible phrases (rewrite) candidates for a given query. This is done by 
first composing vector representation(s) of the query, and then search
ing for and retrieving word n-grams that are close by in the semantic 
vector space. These n-grams are then concatenated to form the phrase 
candidates. In this process, the statistical language model helps to 
quickly discard phrases (i.e., word sequences) that are likely nonsen
sical. Next the phrases are ranked according to their similarity to the 
query (again using the semantic model), and finally the search engine 
checks which phrase candidates actually exist in the targeted corpus, 
and where. Matching phrases are annotated and assigned the same 
category label as the query. For more information, please see [25]. Due 
to this method working in an unsupervised manner, unlike BERT-NER, 
this method does not require any labelled training data to work. This 
means that we can simply give it lists of example phrases as queries to 
search for. See Fig. 2 for an example, the entities found by the QExp 
method are marked in yellow. 

To remove some of the obvious mistakes that it makes when used for 
annotating the text (its false positives), we first ran it on the annotated 
dataset to form a blacklist of terms (words and phrases) that should not 
be included. Here we primarily used manual assessment by a domain 
expert to filter out the incorrect annotations it made. These incorrect 
annotations, i.e., the incorrect terms found, were used to form a blacklist 
to filter out these in the experiment presented below (independent of the 
context in which they occur). 
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2.2.3. Experiment - application of the methods 
To evaluate our approach, we extracted an evaluation set containing 

100 randomly selected health check reports (not overlapping with the 
196 originally annotated dataset). We applied our system with the 
different setups listed below (1 and 2). Two setups of the approach were 
tested and evaluated:  

• Setup 1: Here we applied the supervised BERT-NER model alone, 
trained on the annotated dataset.  

• Setup 2: Here we combined BERT-NER (trained on the annotated 
dataset) with the QExp method where we give it the originally an
notated phrases (i.e., the queries are the text spans that has been 
assigned a risk factor label by the human annotators). 

Both setups (100 reports each) were evaluated manually by a domain 
expert based on documentation (Fig. 2) what was found in terms of:  

• Correct risk factors found (true positives).  
• Risk factors found that have the wrong risk factor category/label.  
• Non-risk factors (false positives).  
• Missing risk factors (false negatives). 

3. Results 

In our work we used NER for automating the task of detecting psy
chosocial risk factors from the free-text documentation from occupa
tional health checks. We combined supervised NER method (BERT- 
NER), trained on a manually annotated dataset with a novel unsuper
vised paraphrasing method (QExp). The results are shown in Table 1. 

In Setup 1 we evaluated the supervised BERT-NER model alone, 
trained on the annotated dataset. With Setup 1, 296 correct psychosocial 
risk factors were found. 23 of the risk factors were labelled with the 
wrong category. For example, the phrase “can’t stand this job” was 
labelled with the career development category and it should have been in 
the category of job content. Altogether 39 non-relevant psychosocial risk 
factors were found. This setup did not recognize 179 risk factors. 

In Setup 2 we combined BERT-NER (trained on the annotated data
set) with the QExp method where we gave it the originally annotated 
phrases as search queries (i.e., the text spans that have been assigned a 
risk factor label by the human annotators in the annotated dataset). With 
Setup 2, a total of 351 correctly annotated risk factors were found, 31 
were assigned to the wrong category, and 145 non-relevant psychosocial 

Table 1 
Experimental results for the different setups. When calculating Precision, Recall 
and F1-score, the left side of the bar shows the scores where “Risk factor but 
wrong category” is considered as false positives, while the right side of the bar 
shows the scores when these are counted as true positives.   

Setup 1 Setup 2 

Results Additional 
mentions found 

Results 

Correct risk factors found 
(true positives) 

296 
(59.44%) 

55 (11.04%) 351 
(70.48%) 

Risk factor found but in 
wrong category 

23 (4.62%) 9 (1.81%) 32 (6.43%) 

Non-risk factors (false 
positives) 

39 (-) 107 (-) 146 (-) 

Missing risk factors (false 
negatives) 

179 
(35.94%) 

116 (23.29%)  

Risk factor found but in wrong category counted as: 
false positives|true positives 

Precision 0.8268 | 
0.8911 

0.6635 | 0.7240 

Recall 0.5944 | 
0.6406 

0.7048 | 0.7691 

F1 0.6916 | 
0.7453 

0.6835 | 0.7459  
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Table 3 
Confusion matrix in setup 2.  

Setup 
2 

Predicted label 

True 
label 

Categories of 
psychosocial risk 
facto 

O Control Organizational 
culture and 
function 

Role in 
organization 

Job 
content 

Interpersonal 
relationships at 
work 

Work 
schedule 

Work 
load and 
work 
pace 

Environment 
and equipment 

Career 
development 

Violence at 
workplace 

Home- 
work- 
interface 

O 0 6 1 10 10 13 17 13 37 0 0 35 
Control 13 11 1 0 2 0 0 2 0 2 0 0 
Organizational 
culture and 
function 

4 0 10 3 0 0 0 0 0 0 0 1 

Role in 
organization 

13 0 0 6 0 0 0 0 0 0 0 0 

Job content 9 0 0 2 45 0 1 2 2 0 0 2 
Interpersonal 
relationships at 
work 

3 0 0 0 0 7 0 0 0 0 0 0 

Work schedule 4 0 0 0 0 0 15 0 0 0 0 0 
Work load and 
work pace 

16 0 0 0 0 0 4 71 1 1 0 0 

Environment and 
equipment 

36 0 0 0 0 0 0 0 129 0 0 0 

Career 
development 

4 1 0 0 3 0 0 0 0 8 0 0 

Violence at 
workplace 

3 0 0 0 0 0 0 0 1 0 0 0 

Home-work- 
interface 

9 0 0 0 0 0 0 1 0 0 0 50  
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risk factors were found. This means that the QExp found 55 new risk 
factors in correct categories (351 in total) and 8 that were labelled with 
the wrong category (31 in total). It also incorrectly labelled 106 psy
chosocial risk factor mentions that were not relevant, which sums up to 
145. This setup did not recognize 116 risk factors, so called missing 
factors. Most often the risk factors that were not found were in the home- 
work-interface category. A typical example of a non-relevant factor was 
“travel work: no” in which the “travel work” is correctly a risk factor but 
not in this case when there is the word no attached. 

In both methods by far the most (correct) risk factors were found in 
the work environment and equipment category. This category includes 
factors such as “inadequate equipment availability, suitability or 
maintenance; poor environmental conditions such as lack of space, poor 
lighting, excessive noise”. The second most occurring risk factors were in 
the workload and work pace category. In this category there are “work 
overload or under load, machine pacing, high levels of time pressure, 
continually subject to deadlines”. The third category of the most 
occurring risk factors was job content. These include risk factors such as 
“lack of variety or short work cycles, fragmented or meaningless work, 
under use of skills, high uncertainty, continuous exposure to people 
through work”. There were no mentions found in the category of 
bullying. The category of risk factor found but in the wrong category 
were totally 32 matches and the categories are described in the confu
sion matrix on Table 2 and 3. 

In parallel evaluation the second researcher read 10 documents. 
These documents had 165 annotations. One mistake was found from all 
the documents, which were in all three methods. The error rate was 
2,4% of all 165 entries. 

4. Discussion 

The aim of this paper was to explore the use of named entity 
recognition to detect psychosocial risk factors in occupational health 
checks and to determine if such an approach is promising for use in a 
system that automatically identifies psychosocial risk factors in the free- 
text reports from occupational health checks. Two setups were tested. 
One that relies on a more traditional NER method trained in a supervised 
manner to mimic the manually annotated data. In the second setup, the 
former method is supplemented by an unsupervised paraphrasing 
method that aims to find potentially additional risk factors. 

The combination of BERT-NER (supervised NER) and QExp (query 
expansion/paraphrasing) seems to constitute the more suitable system 
for recognizing psychosocial risk factors from free text health checks’ 
documentation when the two methods were compared. The system 
represented by Setup 2 correctly identified 70% of the psychosocial risk 
factors from health check records. If correctly identified but classified in 
the wrong category is included, the result is 77%. We see these results as 
promising, and they support the earlier efforts towards automatic 
recognition and labelling of words and phrases in unlabelled clinical text 
that have the same meaning as the categories which the labels represent 
[17,19]. 

The F1 score was calculated as the harmonic mean of precision and 
recall. However, given that the purpose of this system is to detect and 
highlight possible risk factors, in a realistic use scenario one could argue 
that recall is more important than precision. The main reason for this 
argument is that it is easier for the user to discard non-relevant risk 
factors than to find the relevant ones. In other words, detecting a larger 
number of risk factors, even if that means detecting more non-relevant 
risk factors, is more important than detecting fewer non-relevant ones 
at the expense of detecting fewer relevant ones. 

There are some limitations in this study. One limitation of the study 
is that there is no gold standard of documentation of the psychosocial 
risk factors. However, we used PAS 1010 as the annotation scheme, 
based on a comprehensive review of psychosocial risk management 
models across Europe. There might be other psychosocial risk factors 
that we did not evaluate. However, the models used in this study allow 

new words and phrases to be added. Another limitation is that the data 
were produced by occupational nurses only from one organisation and 
thus they might consist of slang specific only to this organisation. 
However, the organisation operates in several locations nationwide. In 
addition, the documents were manually annotated by one domain expert 
and only 10% of the results were double checked by two experts. There 
is a limited amount of research concerning risk factors in occupational 
health care and we choose those that were classified in PAS1010. 

5. Conclusion 

It is possible to automate the detecting of psychosocial risk factors 
from free text. Both setups found more than 60% of the psychosocial risk 
factors at work. With additional research and work, it is possible to build 
a system or tool that facilitates the work and decision-making of an 
occupational health nurse. Such a tool would highlight and warn the 
occupational health nurse on possible risk factors during the process of 
writing the health checks, or retrospectively. With further development, 
the tool could potentially find information on all previous records and 
thus help maintain work capacity and promote the work ability literacy 
of occupational health professionals. This could also support research 
into ways for how to improve work satisfaction in the population. 
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