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2 ABSTRACT AND KEYWORDS 

2.1 UNSTRUCTURED ABSTRACT 

Positron emission tomography (PET) remains the gold standard for quantitative 

imaging of the cerebral metabolic rate of oxygen (CMRO2); however, it is an invasive and 

complex procedure that requires accounting for recirculating [15O]H2O (RW) and the 

cerebral blood volume (CBV). This study presents a non-invasive reference-based technique 

for imaging CMRO2 that was developed for PET/magnetic resonance imaging (MRI) with 

the goal of simplifying the PET procedure while maintaining its ability to quantify 

metabolism. The approach is to use whole-brain (WB) measurements of oxygen extraction 

fraction (OEF) and cerebral blood flow (CBF) to calibrate [15O]O2-PET data, thereby 

avoiding the need for invasive arterial sampling. Here we present the theoretical framework, 

along with error analyses, sensitivity to PET noise and inaccuracies in input parameters, and 

initial assessment on PET data acquired from healthy participants. Simulations showed that 

neglecting RW and CBV corrections caused errors in CMRO2 of less than ± 10% for changes 

in regional OEF of ± 25%. These predictions were supported by applying the reference-

based approach to PET data, which resulted in remarkably similar CMRO2 images to those 

generated by analyzing the same data using a modelling approach that incorporated the 



arterial input functions and corrected for CBV contributions. Significant correlations were 

observed between regional CMRO2 values from the two techniques (slope = 1.00 ± 0.04, 

R2 > 0.98) with no significant differences found for integration times of 3 and 5 min. In 

summary, results demonstrate the feasibility of producing quantitative CMRO2 images by 

PET/MRI without the need for invasive blood sampling. 

2.2 FIVE KEYWORDS 

Cerebral blood flow, cerebral metabolic rate of oxygen, non-invasive PET, oxygen 

extraction fraction, PET/MRI 



3 INTRODUCTION 

One of the first applications of positron emission tomography (PET) was to measure 

the cerebral metabolic rate of oxygen (CMRO2) using [15O]-labelled tracers (Subramanyam 

et al., 1978), driven by the recognition of the brain’s high energy demands and continual 

adjustments to cerebral blood flow (CBF) to ensure sufficient supply of oxygen and glucose 

(Frackowiak et al., 1980). A three-tracer method was developed using [15O]oxygen to image 

the cerebral oxygen extraction fraction (OEF), [15O]water to image CBF, and [15O]carbon 

monoxide to correct for the activity originating from the cerebral blood volume (CBV) 

(Mintun et al., 1984). In its autoradiographic form, this three-tracer method has been applied 

to many neurological diseases including cerebrovascular pathologies and neurodegenerative 

diseases (Baron and Jones, 2012). However, quantitative imaging CMRO2 is a complex 

procedure requiring stable cerebral physiology for fairly long durations (30 to 60 min) due 

to the use of multiple tracers. Arterial blood sampling is required to measure the arterial 

input function (AIF) for each tracer, and plasma and red blood activity must be measured 

separately for [15O]O2 imaging to account for metabolically produced [15O]H2O (Iida, Jones 

and Miura, 1993). Both recirculating water (RW) and blood-borne activity can cause 

substantial errors in the OEF and CMRO2 estimates (Mintun et al., 1984). Delay and 



dispersion of the measured AIFs can also contribute to inaccurate measurements (Iida et al., 

1986, 1988; Kanno et al., 1987; Meyer, 1989). 

In an effort to reduce the length and complexity of the three-tracer method, Ohta et 

al. proposed a single [15O]O2 inhalation approach in which the imaging duration is restricted 

to less than 3 min to avoid substantial signal contributions from RW (Ohta et al., 1992). The 

limitation with this method is the short imaging times can lead to poor counting statistics, 

although it performs just as accurately as the steady-state approach (Hattori et al., 2004). 

Alternatively, Kudomi et al. proposed a rapid autoradiographic method based on sequential 

inhalation of [15O]CO2, [
15O]O2, preceded by [15O]CO (Kudomi et al., 2005). In a more 

recent study, the total scan time was reduced to less than 10 min by introducing a novel 

approach for pixel-by-pixel calculation of four sets of kinetic parameters of CMRO2, CBF, 

and functional vascular volumes for [15O]H2O and [15O]O2, by means of a basis-function 

method in which the need for [15O]CO inhalation can be eliminated (Kudomi et al., 2013). 

Although separating the AIFs for the different 15O-tracers (Kudomi et al., 2007) and 

correcting for RW can be incorporated into the mathematical model (Kudomi et al., 2009), 

this method still requires arterial sampling for determining the whole blood AIF.  

Magnetic resonance imaging (MRI) techniques based on the oxygen-dependent 

magnetic property of hemoglobin—i.e., blood oxygenation level dependent (BOLD) 



contrast—have been proposed for imaging CMRO2 (Yablonskiy, Sukstanskii and He, 2013). 

One approach is to combine estimates of local oxygen saturation obtained by quantitative 

BOLD (qBOLD) with CBF data from arterial spin labelling (ASL) (An et al., 2001; He and 

Yablonskiy, 2007; Zhang et al., 2017). Alternatively, calibrated BOLD, which was 

originally developed to measure activation-induced changes in oxidative metabolism, has 

been extended to estimate absolute CMRO2 by using multiple calibration stimuli (Bulte et 

al., 2012; Gauthier and Hoge, 2013; Merola et al., 2018). Despite the advantages of an MRI-

only method (i.e., non-invasive and no ionizing radiation), these approaches only provide 

indirect measures of tissue oxygenation since the BOLD signal must be isolated from other 

factors that affect signal decay (Blockley et al., 2013). 

This study presents a reference-based technique for imaging CMRO2 that was 

developed specifically for hybrid PET/MRI to overcome some of the complexities 

associated with quantitative imaging of CMRO2. The concept is to retain the fundamental 

advantage of 15O2 PET in terms of directly measuring oxygen utilization, while incorporating 

complementary functional MRI techniques to provide a reference measurement for 

quantification. That is, whole brain (WB) CBF can be measured by phase-contrast MRI and 

venous oxygen saturation (SvO2) in the superior sagittal sinus measured by either 

susceptibility- or relaxation-based MRI oximetry—the combination of the two provides an 



estimate of WB CMRO2 (Lu and Ge, 2008; Jain, Langham and Wehrli, 2010; Wehrli et al., 

2014). These MR methods are fast, easy to implement, and most importantly can be acquired 

while collecting 15O2 PET data (Barhoum et al., 2015). The primary advantage of this hybrid 

imaging approach is it avoids invasive arterial blood sampling since WB CMRO2 acts as a 

reference region. This is analogous to a previously published PET/MR approach for 

quantitative imaging of CBF by combining [15O]water PET imaging with phase-contrast 

MRI (Ssali et al., 2018). For imaging OEF and CMRO2, a reference-region approach should 

also reduce the influence of RW and blood-borne activity, which are major sources of error 

with PET methods.  

In this study, we present the theoretical framework for the proposed reference-based 

technique, as well as error analyses conducted to investigate the effects of neglecting RW 

and CBV contributions and inaccuracies in input parameters. The sensitivity of the 

reference-based method to statistical noise in the WB and local [15O]O2-PET time-activity 

curves (TACs) was also investigated. Finally, the feasibility of the reference-based method 

was evaluated by applying it to a human PET dataset consisting of [15O]O2, [
15O]H2O and 

[15O]CO images. While this analysis precluded evaluating the accuracy of WB CMRO2 from 

MR oximetry, it did provide the opportunity to evaluate the accuracy of the reference-based 

theory for imaging regional CMRO2. 



4 THEORY 

CMRO2 is defined as the product of CBF (𝑓), OEF (𝐸) and the arterial content of 

oxygen (𝐶𝑎𝑂2):  

 𝐶𝑀𝑅𝑂2 = 𝐸 ⋅ 𝑓 ⋅ 𝐶𝑎𝑂2 (1) 

where 𝐶𝑎𝑂2 = 1.34 ⋅ 𝐻𝑏 ∙ 𝑆𝑎𝑂2 + 0.003 ⋅ 𝑃𝑎𝑂2 . Each gram of hemoglobin can transport 

1.34 mL of oxygen and the blood has 3x10-3 mL of dissolved oxygen per unit of arterial 

partial pressure of oxygen (𝑃𝑎𝑂2) per 100 ml of blood. 𝐶𝑎𝑂2 is determined by measuring the 

hemoglobin concentration (𝐻𝑏), 𝑃𝑎𝑂2 and arterial oxygen saturation (𝑆𝑎𝑂2). 

PET measurements of OEF are based on the one-compartment tissue model (Iida et 

al., 2014), in which the rate of change in activity concentration for a given brain tissue 

(𝐶𝑏(𝑡)) is defined by the influx rate constant of [15O]O2 (𝐾1
𝑂2) across the BBB, the influx 

rate constant of metabolically generated [15O]H2O (𝐾1
𝑚𝐻2𝑂

), and the efflux rate constant of 

metabolically generated [15O]H2O (𝑘2
𝑚𝐻2𝑂

). A key assumption of the one-compartment 

model is that once [15O]O2 enters the brain it is immediately converted into [15O]H2O, and 

thus the efflux of [15O]O2 is negligible (Ohta et al., 1992). The arterial activity concentration 

(𝐴𝑡(𝑡)) is given by the sum of the arterial activity concentration of [15O]O2 (𝐴𝑜(𝑡)) and RW 



(𝐴𝑤(𝑡)). The latter is generated by whole-body oxygen metabolism through the conversion 

of [15O]O2 to [15O]H2O. 

4.1 SIMPLIFIED REFERENCE-BASED APPROACH 

The reference-based imaging method is based on a simplified version of the one-

compartment tissue model in which the RW contribution is neglected (i.e., 𝐾1
𝑚𝐻2𝑂

⋅ 𝐴𝑤(𝑡) ≅

0) (Ohta et al., 1992). The following differential equations are used to describe the time 

activity in the ith brain region/voxel (𝐶𝑖(𝑡)) and the whole brain (𝐶𝑤𝑏(𝑡)): 

 
𝑑𝐶𝑖(𝑡)

𝑑𝑡
= 𝐸𝑖 ⋅ 𝑓𝑖 ⋅ 𝐴𝑜(𝑡) −

𝑓𝑖

𝑝
⋅ 𝐶𝑖(𝑡) (2) 

 
𝑑𝐶𝑤𝑏(𝑡)

𝑑𝑡
= 𝐸𝑤𝑏 ⋅ 𝑓𝑤𝑏 ⋅ 𝐴𝑜(𝑡) −

𝑓𝑤𝑏

𝑝
⋅ 𝐶𝑤𝑏(𝑡) (3) 

In these equations, the influx rate constant for [15O]O2 (𝐾1
𝑂2) is defined by 𝐸 ⋅ 𝑓 and efflux 

rate constant for metabolically generated [15O]H2O (𝑘2
𝑚𝐻2𝑂

) is 𝑓 𝑝⁄ , where p is the partition 

coefficient of water. By considering 𝐴𝑜(𝑡) to be the same for both WB and the ith brain 

region, the following expressions can be derived by integration: 



 ∫ ∫ 𝐴𝑜(𝑢)𝑑𝑢
𝑡

0

𝑑𝑡
𝑇

0

=
∫ 𝐶𝑤𝑏(𝑡)𝑑𝑡

𝑇

0
+

𝑓𝑤𝑏

𝑝 ∫ ∫ 𝐶𝑤𝑏(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

𝐸𝑤𝑏 ⋅ 𝑓𝑤𝑏
 

(4) 

 ∫ ∫ 𝐴𝑜(𝑢)𝑑𝑢
𝑡

0

𝑑𝑡
𝑇

0

=
∫ 𝐶𝑖(𝑡)𝑑𝑡

𝑇

0
+

𝑓𝑖

𝑝 ∫ ∫ 𝐶𝑖(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

𝐸𝑖 ⋅ 𝑓𝑖
 

(5) 

 
∫ 𝐶𝑖(𝑡)𝑑𝑡

𝑇

0
+

𝑓𝑖

𝑝 ∫ ∫ 𝐶𝑖(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

𝐸𝑖 ⋅ 𝑓𝑖
=

∫ 𝐶𝑤𝑏(𝑡)𝑑𝑡
𝑇

0
+

𝑓𝑤𝑏

𝑝 ∫ ∫ 𝐶𝑤𝑏(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

𝐸𝑤𝑏 ⋅ 𝑓𝑤𝑏
 

(6) 

Based on eq. (1), CMRO2 in ith region can be defined by rearranging the terms: 

 𝐶𝑀𝑅𝑂2𝑖
= 𝐶𝑀𝑅𝑂2𝑤𝑏

[
∫ 𝐶𝑖(𝑡)𝑑𝑡

𝑇

0
+

𝑓𝑖

𝑝 ∫ ∫ 𝐶𝑖(𝑠)𝑑𝑠
𝑡

0
𝑑𝑡

𝑇

0

∫ 𝐶𝑤𝑏(𝑡)𝑑𝑡
𝑇

0
+

𝑓𝑤𝑏

𝑝 ∫ ∫ 𝐶𝑤𝑏(𝑠)𝑑𝑠
𝑡

0
𝑑𝑡

𝑇

0

] (7) 

where 𝑇 is the PET scan time. Unlike standalone PET methods, calibration to a reference 

region also makes this approach less sensitive to RW and blood-borne activity since the 

method is only dependent on signal changes relative to WB TAC (Ohta et al., 1992). 

In a PET/MR experiment, the quantities 𝑓𝑖, 𝑓𝑤𝑏 and 𝐶𝑀𝑅𝑂2𝑤𝑏
 can be measured by 

MRI: 𝑓𝑖  and 𝑓𝑤𝑏  by ASL, and 𝐶𝑀𝑅𝑂2𝑤𝑏
 by combining 𝑓𝑤𝑏  with an estimate of global 

venous oxygen saturation (𝑆𝑣𝑂2) measured by MRI oximetry (Wehrli et al., 2014). 



4.2 RESIDUAL FUNCTIONS 

The magnitude of error in 𝐶𝑀𝑅𝑂2𝑖
 caused by neglecting RW and blood-borne 

activity can be estimated by deriving versions of eq. (7) that account for these signal 

contributions. 

4.2.1 Recirculating water 

The differential equations governing the time activity in brain tissue (𝐶𝑏(𝑡)) for both 

the ith region and WB can be modified to account for the influx of [15O]H2O: 

 
𝑑 𝐶𝑏(𝑡)

𝑑𝑡
= 𝐾1

𝑂2 ⋅ 𝐴𝑜(𝑡) + 𝐾1
𝑚𝐻2𝑂

⋅ 𝐴𝑤(𝑡) − 𝑘2
𝑚𝐻2𝑂

⋅ 𝐶𝑏(𝑡) (8) 

Following the same approach outlined through eqs. (4) to (6), the solution for 𝐶𝑀𝑅𝑂2𝑖
 

including the RW contribution is given by: 

 

𝐶𝑀𝑅𝑂2𝑖
= 𝐶𝑀𝑅𝑂2𝑤𝑏

[
∫ 𝐶𝑖(𝑡)𝑑𝑡

𝑇

0
+

𝑓𝑖

𝑝 ∫ ∫ 𝐶𝑖(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

∫ 𝐶𝑤𝑏(𝑡)𝑑𝑡
𝑇

0
+

𝑓𝑤𝑏

𝑝 ∫ ∫ 𝐶𝑤𝑏(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

] + 휀𝑅𝑊 

(9) 

where 휀𝑅𝑊 is the RW residual function given by: 



 휀𝑅𝑊 =
(𝐸𝑖 − 𝐸𝑤𝑏) ⋅ 𝑓𝑖 ⋅ 𝑓𝑤𝑏 ⋅ 𝐶𝑎𝑂2

∫ 𝐶𝑤𝑏(𝑡)𝑑𝑡
𝑇

0
+

𝑓𝑤𝑏

𝑝 ∫ ∫ 𝐶𝑤𝑏(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

∫ ∫ 𝐴𝑤(𝑢)𝑑𝑢
𝑡

0

𝑑𝑡
𝑇

0

 (10) 

4.2.2 Cerebral blood volume 

The influence of blood-borne activity, which can cause significant overestimation of 

CMRO2 in PET-only experiments (Lammertsma and Jones, 1983), can be accounted for by 

including vascular terms in the definition of the total measured activity:  

 𝐶𝑃𝐸𝑇(𝑡) = (1 − 𝐶𝐵𝑉) ⋅ 𝐶𝑏(𝑡) + 𝑉0
𝑜 ⋅ 𝐴𝑜(𝑡) + 𝑉𝐴

𝑤 ⋅ 𝐴𝑤(𝑡) (11) 

where 𝑉0
𝑜 ⋅ 𝐴𝑜(𝑡) accounts for [15O]O2 bound to hemoglobin and 𝑉𝐴

𝑤 ⋅ 𝐴𝑤(𝑡) accounts for 

arterial [15O]H2O. 𝑉𝐴
𝑤 is the arterial blood volume, and 𝑉0

𝑜 = 𝑅𝐻𝑐𝑡(1 − 𝐸𝐹𝑣) ⋅ 𝐶𝐵𝑉; 𝑅𝐻𝑐𝑡 is 

the small-to-large hematocrit ratio (𝑅𝐻𝑐𝑡 = 0.85) (Phelps et al., 1979) and 𝐹𝑣 the venous-to-

total blood volume ratio (𝐹𝑣 = 0.835) (Mintun et al., 1984). The definition of 𝑉0
𝑜 reflects the 

fact that oxygen extraction primarily occurs at the capillary level (Mintun et al., 1984). The 

expression for 𝐶𝑀𝑅𝑂2𝑖
 including additional residue terms to account for the [15O]O2 and 

[15O]H2O vascular contributions is given by: 



 𝐶𝑀𝑅𝑂2𝑖
= 𝐶𝑀𝑅𝑂2𝑤𝑏

[
∫ 𝐶𝑖(𝑡)𝑑𝑡

𝑇

0
+

𝑓𝑖

𝑝 ∫ ∫ 𝐶𝑖(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

∫ 𝐶𝑤𝑏(𝑡)𝑑𝑡
𝑇

0
+

𝑓𝑤𝑏

𝑝 ∫ ∫ 𝐶𝑤𝑏(𝑢)𝑑𝑢
𝑡

0
𝑑𝑡

𝑇

0

] + 휀𝑉0
𝑜 + 휀𝑉𝐴

𝑤 (12) 

 

휀𝑉0
𝑜 = (1 − 𝐶𝐵𝑉𝑖)

𝐶𝑀𝑅𝑂2𝑖

𝛼𝑤𝑏
[

𝐶𝐵𝑉𝑖

(1 − 𝐶𝐵𝑉𝑖)
𝛼𝑤𝑏 + 𝑉0𝑤𝑏

𝑜 ⋅ 𝛽𝑤𝑏]

− (1 − 𝐶𝐵𝑉𝑤𝑏)
𝐶𝑀𝑅𝑂2𝑤𝑏

𝛼𝑤𝑏
[

𝐶𝐵𝑉𝑤𝑏

(1 − 𝐶𝐵𝑉𝑤𝑏)
𝛼𝑖 + 𝑉0𝑖

𝑜 ⋅ 𝛽𝑖] 

(13) 

 

휀𝑉𝐴
𝑤 = (1 − 𝐶𝐵𝑉𝑖)(1 − 𝐶𝐵𝑉𝑤𝑏) [휀𝑅𝑊 +

𝑉𝐴𝑤𝑏

𝑤

1 − 𝐶𝐵𝑉𝑤𝑏

𝐶𝑀𝑅𝑂2𝑖

𝛼𝑤𝑏
𝛿𝑤𝑏

−
𝑉𝐴𝑖

𝑤

1 − 𝐶𝐵𝑉𝑖

𝐶𝑀𝑅𝑂2𝑤𝑏

𝛼𝑤𝑏
𝛿𝑖] 

(14) 

where 𝛼 = ∫ 𝐶𝑏(𝑡)𝑑𝑡
𝑇

0
+

𝑓

𝑝
∫ ∫ 𝐶𝑏(𝑢)𝑑𝑢

𝑡

0
𝑑𝑡

𝑇

0
, 𝛽 = ∫ 𝐴𝑜(𝑡)𝑑𝑡

𝑇

0
+

𝑓

𝑝
∫ ∫ 𝐴𝑜(𝑢)𝑑𝑢

𝑡

0
𝑑𝑡

𝑇

0
, and 

𝛿 = ∫ 𝐴𝑤(𝑡)𝑑𝑡
𝑇

0
+

𝑓

𝑝
∫ ∫ 𝐴𝑤(𝑢)𝑑𝑢

𝑡

0
𝑑𝑡

𝑇

0
. 



5 MATERIALS AND METHODS 

5.1 SIMULATIONS 

Simulations were conducted by generating theoretical versions of the total arterial 

input function, 𝐴𝑡(𝑡) , and the recirculating water component, 𝐴𝑤(𝑡)  (Herscovitch, 

Markham and Raichle, 1983; Kudomi et al., 2009): 

 𝐴𝑡(𝑡) = ∑ 𝑎𝑖 ⋅ 𝑡 ⋅ 𝑒
−

𝑡
𝑏𝑖

2

𝑖=1

 (15) 

where 𝑎1 = 100, 𝑎2 = 1.2, 𝑏1 = 0.3 and 𝑏2 = 3. Using the model proposed by Kudomi et 

al. (Kudomi et al., 2009), 𝐴𝑤(𝑡) was derived from the total arterial curve: 

 𝐴𝑤(𝑡 + ∆𝑡) = 𝑘(𝛼1 ⋅ 𝐴𝑡(𝑡) ⊗ 𝑒−𝛽1𝑡 + 𝛼2 ⋅ 𝐴𝑡(𝑡) ⊗ 𝑒−𝛽2𝑡) (16) 

where ∆𝑡 is the average delay of RW appearance for humans (∆𝑡 = 20 s) (Iida, Jones and 

Miura, 1993), and 𝛼1,2 and 𝛽1,2 are defined by three compartmental rate constants, 𝑘, 𝑘𝑤 

and 𝑘2. Average values from human studies for 𝑘, 𝑘𝑤 and 𝑘2were selected: 0.13, 0.38 and 

0.29 min-1, respectively (Kudomi et al., 2009). The AIF for [15O]O2 was given by 𝐴𝑜(𝑡) =

𝐴𝑡(𝑡) − 𝐴𝑤(𝑡). Simulated arterial input functions are presented in figure 1a. For illustration 



purposes, figure 1b presents the corresponding simulated brain TACs generated for the three 

AIFs: [15O]O2-only (𝐶𝑂2
(𝑡), eq.(2)), including RW (𝐶𝑅𝑊(𝑡), eq. (8)), including 𝑉0

𝑜 (𝐶𝐶𝐵𝑉(𝑡), 

eq. (11)), and finally including RW, 𝑉0
𝑜 and 𝑉𝐴

𝑤 (𝐶𝑃𝐸𝑇(𝑡), eq. (11)). 

 
Figure 1. (a) Theoretical arterial input functions for [15O]O2 (𝐴𝑜(𝑡), dark-grey line), metabolically 

generated [15O]H2O (𝐴𝑤(𝑡), dashed line), and their sum (𝐴𝑡(𝑡), light-grey line). (b) Corresponding 

theoretical TACs for the three AIFs: [15O]O2-only (solid light-grey line), RW (solid dark-grey line), 

CBV (𝑉0
𝑜, dashed dark-grey line), and both RW and CBV (𝑉0

𝑜 and 𝑉𝐴
𝑤, dash-dotted light-grey line). 



In all cases, CBF = 50 mL (100g)-1 min-1, p = 90 mL (100g)-1, OEF = 0.40, CBV = 3.5 mL (100g)-1, 

and 𝑉𝐴
𝑤 = 1.5 mL (100g)-1. 

 

5.1.1 Error analysis 

The error analysis focused on differences in hemodynamic and metabolic parameters 

between a given brain region and the WB as the influences of RW and blood-borne activity 

are only dependent on relative differences (i.e., between local and WB parameters as given 

by eqs. (10), (13) and (14)). The residue contributions from RW, eq. (10), and blood-borne 

activity, eqs. (13) and (14), were used to predict the magnitude of error in 𝐶𝑀𝑅𝑂2𝑖
 when 

estimated from the simplified solution, eq. (7). Relative error, RE, was given by: 

 𝑅𝐸(%) = 100
𝐶𝑀𝑅𝑂2

̂
𝑖

− 𝐶𝑀𝑅𝑂2𝑖

𝐶𝑀𝑅𝑂2𝑖

= 100
−휀𝑖

𝐶𝑀𝑅𝑂2𝑖

 (17) 

where 𝐶𝑀𝑅𝑂2𝑖
̂  and 𝐶𝑀𝑅𝑂2𝑖

 are the predicted and true values, respectively. For all 

simulations, WB-CBF and WB-OEF were fixed to 50 mL (100g)-1 min-1 and 0.40, 

respectively. Likewise, WB-CBV = 3.5 mL (100g)-1 and WB 𝑉𝐴
𝑤  = 1.5 mL (100g)-1. 

Changes in blood volume were modelled using the Grubb relationship: 𝐶𝐵𝑉𝑖 =

𝐶𝐵𝑉𝑤𝑏(𝑓𝑖/𝑓𝑤𝑏)0.38 (Grubb et al., 1974; Ito et al., 2005). Finally, CMRO2 was calculated 



using eq. (1) with 𝐶𝑎𝑂2  = 0.175 mLO2 mL-1 ( 𝐻𝑏  = 13 g/mL, 𝑆𝑎𝑂2  = 98% and 

𝑃𝑎𝑂2 = 90 mmHg). 

Simulations were performed for three possible scenarios. First, assuming that OEF 

was uniform across the brain, as expected at rest in the healthy brain (i.e. 𝐸𝑖 = 𝐸𝑤𝑏 = 0.4). 

The residues were calculated over a range of regional CBF (i.e., 𝑓𝑖 from 20 to 90 mL (100g)-

1 min-1) and for integration time (𝑇) ranging from 2 to 5 min. Next, 𝐸𝑖 was varied by ± 25% 

of WB-OEF (i.e., from 0.30 to 0.50), while constraining the corresponding 𝑓𝑖  using the 

relationship: 𝐸𝑖 = 1 − 𝑒−𝑃𝑆 𝑓𝑖⁄ . 𝑃𝑆 is the permeability-surface product for oxygen, which 

was fixed to 25 mL (100g)-1 min-1 based on normal values of OEF and CBF of 0.40 and 

50 mL (100g)-1 min-1, respectively. Again, simulations were performed for values of 𝑇 

ranging from 2 to 5 min. 

The final set of simulations were performed by assuming a linear relationship 

between a change in regional CBF ( ∆𝑓𝑖 ) and the corresponding change in CMRO2 

(∆𝐶𝑀𝑅𝑂2𝑖
), given by: 

 𝑛 = (
∆𝑓𝑖

𝑓𝑤𝑏
) (

∆𝐶𝑀𝑅𝑂2𝑖

𝐶𝑀𝑅𝑂2𝑤𝑏

)

−1

 (18) 



Values of 𝑛 equal to 1.3, 2 and 3 were considered in these simulations with a fixed 

integration time of 5 min (Sakoh et al., 2000; Buxton et al., 2004; Cooper et al., 2011). 

5.1.2 Errors in the input parameters 

The impact of errors in the input parameter 𝑓𝑖 on local CMRO2 was evaluated by 

generating simulated TACs for local CBF values of 20, 40, 60 and 80 mL (100g)-1 min-1 

with whole-brain CBF fixed to 50 mL (100g)-1 min-1. These TACs were subsequently 

analyzed using eq. (7) with incorrect values of 𝑓𝑖 ranging from ± 20%. Given a PET/MRI 

experiment, these simulations are related to errors in the MRI measurements of local CBF. 

Note, a similar error analysis was not conducted for the other two input parameters, namely 

𝑓𝑤𝑏 and 𝐸𝑤𝑏, since any error in either parameter will have an equivalent effect on both local 

and WB CMRO2. 

5.1.3 Noise contributions 

Simulations were conducted to evaluate how noisy TACs impact the precision and 

accuracy of 𝐶𝑀𝑅𝑂2𝑖
 estimates. Simulated TACs (𝐶𝑂2

(𝑡)) were generated using eq. (2) with 

Gaussian noise added to each time point as 𝐶𝑛𝑜𝑖𝑠𝑦(𝑡) = 𝐶𝑂2
(𝑡) ⋅ [1 + 𝐶𝑉 ⋅ 𝐺(0,1)], where 

𝐶𝑉 is the coefficient of variation and 𝐺(0,1) is a randomly generated number based on a 

Gaussian distribution of zero mean and standard deviation (SD) of one (Logan et al., 2001; 



Varga and Szabo, 2002). Since the magnitude of noise will be greater for local TACs, the 

𝐶𝑉 for the WB-TAC was fixed to 2%. This was based on comparing simulated noisy TACs 

to actual PET data, which are described in the next section. Simulations were performed for 

a range of flows from 10 to 100 mL (100g)-1 min-1, while local TACs were generated with 

𝐶𝑉 of 10%; and for local TACs generated with 𝐶𝑉 ranging from 0 to 20%, while fixing true 

CMRO2 to 3.5 mLO2 (100g)-1 min-1 ( 𝑓𝑖 = 𝑓𝑤𝑏 =  50 mL (100g)-1 min-1 and 𝐸𝑖 =

𝐸𝑤𝑏 = 0.40). The former was performed to evaluate how local CMRO2 is affected by the 

noise, while the latter to investigate the error in local CMRO2 for different levels of noise in 

the local TACs. Simulations were repeated twenty thousand times to obtain a distribution of 

CMRO2 estimates. 

5.2 APPLICATION OF THE REFERENCE-BASED APPROACH TO 
15O-PET DATA 

To demonstrate the feasibility of the reference-based method, it was applied to a 

dataset of 15O-PET images. This analysis required using WB-CMRO2 estimates from PET 

instead of from MR oximetry. Consequently, the accuracy of MR oximetry could not be 

evaluated; however, the accuracy of regional CMRO2 derived from eq. (7) was evaluated by 

comparison to CMRO2 images obtained from the dual-tracer autoradiography (DARG) 

technique (Kudomi et al., 2005). 



Retrospective data from healthy volunteers (n = 10, 23.2 ± 1.3 years, 64.3 ± 5.3 kg, 

1 female) were acquired at the National Cerebral and Cardiovascular Center (Osaka, Japan). 

The imaging protocol used to generate the CMRO2, CBF and OEF images from the DARG 

technique is described elsewhere (Kudomi et al., 2013). Briefly, [15O]H2O and [15O]O2 PET 

images were acquired with an ECAT-47 scanner (Siemens-CTI; 2D mode). Sequential 

[15O]O2 inhalation and [15O]H2O injection lasted 8.5 min (~5 min [15O]O2 acquisition), 

while arterial blood was collected continuously with an AIF monitoring system (Kudomi et 

al., 2003). A preceding [15O]CO acquisition was used to correct for CBV. AIFs were delay 

and dispersion corrected, and RW was modeled by the method described by Kudomi et al. 

(Kudomi et al., 2009). Images of OEF obtained from [15O]O2 PET data included corrections 

for RW and CBV contributions (Kudomi et al., 2005). 

Reference-based CMRO2 images were generated from the TAC data by applying eq. 

(7) using an in-house MATLAB (2017b) script for integration times of 2, 3, 4, and 5 min. 

This analysis incorporated the CBF images acquired with [15O]H2O and WB CMRO2 was 

calculated from grey (GM) and white matter (WM) regions defined by segmenting T1-

weighted MRI images after removal of cerebrospinal voxels (SPM v.12, 

www.fil.ion.ucl.ac.uk/spm; 80% threshold). 

http://www.fil.ion.ucl.ac.uk/spm


All CMRO2 images from the DARG and reference-based approaches were 

normalized to the MNI space. To compare the CMRO2 images from the two methods, mean 

values were extracted for GM and WM regions, as well as regions of interest (ROIs) for 

frontal, occipital and temporal lobes, insula, hippocampus, precuneus, dorsal striatum and 

cerebellum. Correlation was evaluated in terms of the Pearson correlation coefficient (𝜌). 

Statistical tests were performed using IBM SPSS Statistics (v. 26, 

https://www.ibm.com/analytics/spss-statistics-software). 

https://www.ibm.com/analytics/spss-statistics-software


6 RESULTS 

Figure 2a shows the predicted error in regional CMRO2 under the case of uniform 

OEF across the brain. In this scenario, the error is entirely due to regional variations in CBV 

(eqs. (13) and (14)) since the influence of RW is the same throughout the brain when 𝐸𝑖 =

𝐸𝑤𝑏 (see eq. (10)). Figure 2c-d show the predicted error in CMRO2 when regional OEF was 

constrained to be inversely proportional to CBF. In this case, the error in CMRO2 as a 

function of 𝐸𝑖 is presented for RW and CBV separately. The values of 𝐸𝑖 and 𝐶𝑀𝑅𝑂2𝑖
 for a 

given 𝑓𝑖 are shown in figure 2b. Next, figure 3b shows the results of the simulations in which 

the value of 𝐸𝑖 was defined by eq. (18) (figure 3a); both RW and CBV were included and 

the integration time was fixed to 5 min. 



 
Figure 2. (a) Predicted error in local CMRO2 from the reference-based approach as a function of 

local CBF when OEF is uniform across the brain. Simulations were generated for a fixed local OEF 

of 0.40 and for different acquisition times (𝑇) ranging from 2 to 5 min. (b) Relationship between 

local CBF, OEF and CMRO2 when 𝐸𝑖 = 1 − 𝑒−𝑃𝑆 𝑓𝑖⁄ . Corresponding error in CMRO2 as a function 

of Ei is shown for neglecting (c) RW and (d) CBV. These errors were calculated using the residue 

functions given by eqs. (10), (13) and (14). WB values of CBF, OEF, CBV, and 𝑉𝐴
𝑤 were fixed to 

50 mL (100g)-1 min-1, 0.40, 3.5 mL (100g)-1, and 1.5 mL (100g)-1, respectively. Changes in blood 

volume were modelled using the Grubb relationship: 𝐶𝐵𝑉𝑖 = 𝐶𝐵𝑉𝑤𝑏(𝑓𝑖/𝑓𝑤𝑏)0.38. 

 



 
Figure 3. (a) Relative change in OEF (∆𝐸𝑖) as a function of changes in CBF (∆𝑓𝑖) for different values 

of 𝑛 (1.3, 2 and 3), which defines the relationship between ∆𝑓𝑖 and the corresponding change in 

CMRO2 (eq. (18)). (b) Predicted error in CMRO2 for changes in CBF from -50 to 50%. For all 

simulations: (i) Local CMRO2 was determined by the reference-based approach (eq. (7)) and error 

obtained by residue functions (eqs. (10), (13) and (14)) with a 5 min integration; (ii) WB values of 

CBF, OEF, CBV, and 𝑉𝐴
𝑤  were fixed to 50 mL (100g)-1 min-1, 0.40, 3.5 mL (100g)-1, and 

1.5 mL (100g)-1, respectively; and (iii) Changes in blood volume were modelled using the Grubb 

relationship: 𝐶𝐵𝑉𝑖 = 𝐶𝐵𝑉𝑤𝑏(𝑓𝑖/𝑓𝑤𝑏)0.38. 

 



In terms of errors in the input parameters, figure 4 presents the predicted error in 

CMRO2 when regional CBF was varied by ± 20% from its true value. The results for the 

different 𝑓𝑖 values demonstrated that the error in CMRO2 increased with CBF, which was 

expected given that 𝑓𝑖 is a scaler in the numerator of eq. (7).  

 
Figure 4. Error in the estimated CMRO2 due to incorrectly measuring local CBF (𝑓𝑖). Simulations 

were conducted for 𝑓𝑖 values ranging from 20 to 80 mL (100g)-1 min-1. For all simulations: (i) Local 

CMRO2 was determined by the reference-based approach (eq. (7)) and error obtained by residue 

functions (eqs. (10), (13) and (14)), with a 5 min integration; (ii) WB values of CBF, OEF, CBV, 

and 𝑉𝐴
𝑤  were fixed to 50 mL (100g)-1 min-1, 0.40, 3.5 mL (100g)-1, and 1.5 mL (100g)-1, 

respectively; and (iii) Changes in blood volume were modelled using the Grubb relationship: 𝐶𝐵𝑉𝑖 =
𝐶𝐵𝑉𝑤𝑏(𝑓𝑖/𝑓𝑤𝑏)0.38. 

 

The Monte Carlo simulations of noisy TACs indicated no bias in the CMRO2 

estimates across the different noise levels. figure 5a shows the predicted versus true CMRO2 

estimates when WB and local CV were 2% and 10%, respectively. Figure 5b presents the 



error in CMRO2 as a function of local CV. These results indicate that relatively small errors 

in the CMRO2 estimates from the reference-based method (i.e. SD of ±1%) are expected for 

TAC noise levels up to a CV of 20%. 

 
Figure 5. (a) Predicted versus true CMRO2 after noise was added to WB (CV of 2%) and local (CV 

of 10%) TACs. The dashed black line is the identity line. (b) Error in CMRO2 estimates after adding 

noise to local TACs (ranging from 0 to 20%, WB-TAC CV of 2%). True CMRO2 was 

3.5 mLO2 (100g)-1 min-1 (𝑓𝑖 = 𝑓𝑤𝑏 =  50 mL (100g)-1 min-1 and 𝐸𝑖 = 𝐸𝑤𝑏 =  0.40). Mean error is 

represented by the black solid line (± 1 SD, dashed black lines). For all simulations: (i) Local CMRO2 



was determined by the reference-based approach (eq. (7)) and error obtained by residue functions 

(eqs. (10), (13) and (14)), with a 5 min integration; (ii) WB values of CBF, OEF, CBV, and 𝑉𝐴
𝑤 were 

fixed to 50 mL (100g)-1 min-1, 0.40, 3.5 mL (100g)-1, and 1.5 mL (100g)-1, respectively; and (iii) 

Changes in blood volume were modelled using the Grubb relationship: 𝐶𝐵𝑉𝑖 = 𝐶𝐵𝑉𝑤𝑏(𝑓𝑖/𝑓𝑤𝑏)0.38. 

 

The reference-based method produced similar CMRO2 images (figure 6a and b; T = 3 

and 5 min, respectively) compared to those obtained with the DARG method (figure 6c). 

Mean CMRO2 averaged across all brain voxels was 2.52 ± 0.85 mLO2 (100g)-1 min-1 for the 

reference-based (T = 5 min) and 2.51 ± 0.87 mLO2 (100g)-1 min-1 for the DARG method 

(p = 0.02). Figure 7a and b show OEF images from the reference-based approach (T = 3 and 

5 min, respectively), while figure 7c the DARG OEF images; OEF estimates were fairly 

uniform, as expected for the healthy brain. Voxel-wise average OEF was 0.39 ± 0.08 for the 

reference-based (T = 5 min) 0.40 ± 0.09 for the DARG method (p < 0.001; 95% of the 

voxel-wise OEF values from the DARG technique were between 0.27 and 0.52). Figure 6d 

and figure 7d present images of the relative CMRO2 and OEF differences between the two 

methods, which were 1.7 ± 14.5 and -1.3 ± 11.7 % for GM and WM CMRO2, respectively; 

and -0.6 ± 10.1 and -2.9 ± 10.8 % for GM and WM OEF, respectively. 



 
Figure 6. CMRO2 images (mLO2 (100g)-1 min-1) obtained with the reference-based method applied 

to [15O]O2-PET data from healthy volunteers (n = 10) for integration times of 3 (a) and 5 min (b), 

compared to DARG images (c). (d) Images of the relative difference (%) between the 5-min 

reference-based and DARG CMRO2 images. All images were normalized to the MNI space. 

 
Figure 7. OEF images obtained with the reference-based method for integration times of 3 (a) and 

5 min (b), compared to DARG images (c). (d) Images of the relative difference (%) between the 5-

min reference-based and DARG OEF images. All images were normalized to the MNI space. 

 



Significant correlation was found between regional CMRO2 (figure 8a) and OEF 

(figure 8b) values from the reference-based and DARG methods for every ROI (p < 0.001; 

R2 > 0.98; integration time of 5 min). Relative difference in CMRO2 between the two 

methods plotted as a function of OEF is shown in figure 7c. To generate this figure, each 

subject’s OEF values were normalized to WB-OEF and scaled to a mean value of 0.40. Mean 

CMRO2 differences between reference-based (5 min integration time) and DARG 

measurements were 0.05 mLO2 (100g)-1 min-1 for GM (1.7% higher, p < 0.01) and -

0.04 mLO2 (100g)-1 min-1 for WM (1.3% lower, p < 0.01). 



 
Figure 8. CMRO2 (a) and OEF (b) estimates from DARG and reference-based methods (n = 10; 

integration time of 5 min). Selected ROIs were frontal, occipital and temporal lobes, insula, 

hippocampus, precuneus, dorsal striatum, and cerebellum. The dashed line represents the identity 

line, while the solid black line is the average regression (average slope of 1.00 ± 0.04  and 0.98 ± 0.04 

for CMRO2 and OEF, respectively; average intercept of 0.04 ± 0.14 mLO2 (100g)-1 min-1 and 



0.01 ± 0.02 for CMRO2 and OEF, respectively; R2 > 0.98; 95% CIs are represented by the dotted 

lines). Significant correlation (p < 0.001) was observed for all ROIs, for both CMRO2 and OEF. (c) 

Relative difference in CMRO2 for the two methods plotted as a function of OEF. Each subject’s OEF 

values were normalized to the WB extraction and scaled to OEF = 0.40. The solid black line is the 

average regression (𝑦 = −2.75𝑥 + 1.14; R2 = 0.63 ±0.23; 95% CIs are represented by the dotted 

lines). 

 



7 DISCUSSION 

This study presents the derivation of a reference-based approach for imaging CMRO2 

developed to take advantage of simultaneous PET/MR imaging. The central concept is to 

use MRI to provide an independent estimate of WB CMRO2 that can act as a reference in 

order to avoid invasive arterial sampling. The value of a reference region to simplify 15O-

PET imaging was investigated by Ibaraki et al., although assumed values of WB CBF and 

OEF were required (Ibaraki et al., 2004). Reference regions are also frequently used in PET 

studies of misery perfusion, although only to measure relative OEF (Jiang et al., 2010). In 

addition to the model solution for the reference-based approach, this study also presents 

derivations of error terms that predict the effects of RW and blood-borne activity (i.e., CBV). 

The sensitivity of the method to errors in the input parameters and to statistical noise was 

investigated, the latter by Monte Carlo simulations; and an initial assessment of the approach 

was conducted using human PET data.  

The value of the residual terms given in eqs. (10), (13) and (14) is they indicate which 

factors will contribute to errors due to neglecting signal contributions from RW and CBV. 

Eq. (10) shows that the magnitude of RW errors is proportional to the difference between 

regional and WB OEF, while eqs. (13) and (14) indicate that blood volume errors depend on 

regional differences in CBV and CMRO2. Since 휀𝑅𝑊 depends on 𝐴𝑤(𝑡), its contribution will 



increase with integration time as the concentration of metabolically generated [15O]H2O 

builds. The time dependency of the CBV error is not as straightforward as 휀𝑉0
𝑜 depends on 

𝐴𝑜(𝑡) and 휀𝑉𝐴
𝑤  on 𝐴𝑤(𝑡). These differences are illustrated in figures 2 and 3. When 𝐸𝑖 =

𝐸𝑤𝑏, the error is primarily due to 휀𝑉0
𝑜, which is heavily weighted towards the first pass of 

radiolabelled oxygen. Consequently, its signal contribution diminishes with integration time, 

reaching a minimum of ±1% for 𝑇 = 5 min (figure 2a). When regional OEF differs from the 

WB value, 휀𝑅𝑊 becomes the dominant residue and the error in regional CMRO2 increases 

with integration time due to the greater contribution from RW. Figures 3 and 4 predict that 

the magnitude of the error will vary by approximately ± 10% when regional OEF varies from 

WB OEF by ± 25% (i.e., 0.3 ≤ 𝐸𝑖 ≤ 0.5 when 𝐸𝑤𝑏 = 0.4) depending on the integration 

time. To put this in context, 95% of the voxel-wise OEF values from the PET dataset were 

within the range from 0.27 to 0.52 (figure 7), which agrees with the general observation that 

OEF is fairly homogeneous in the healthy brain (Hattori et al., 2004; Aanerud et al., 2012; 

Kudomi et al., 2013). The accuracy of the reference-based method is predicted to be worse 

for larger changes in regional OEF; for example, ischemic stroke can lead to compensatory 

increases in OEF as large as 50% (Pappata et al., 1993). Figure 3 predicts an error of 15% 

for a 50% decrease in blood flow and a concomitant rise in OEF defined by 𝑛 = 3; however, 

as the flow-to-metabolism ratio increases (i.e., 𝑛 → ∞), so will the error in CMRO2. 



Shorter integration times would be the simplest approach for mitigating RW effects 

(Ohta et al., 1992). An advantage of the reference-based method is that the procedure does 

not involve nonlinear optimization with multiple fitting parameters since CMRO2 is 

determined directly from eq. (7). Integration times less than 5 min are feasible considering 

the noise simulations demonstrated that CMRO2 estimates had an error ≤ 2% for TAC noise 

levels of up to 20% (figure 5). Alternatively, the accuracy of the reference-based approach 

could be improved by taking advantage of the known WB information and the measured 

TACs to directly model and correct for RW and CBV (Su et al., 2017; Kudomi et al., 2018) 

(currently under investigation). 

In addition to 15O-related errors, the sensitivity of the CMRO2 measurements to the 

input parameters was investigated. As evident by eq. (7), inaccurate WB CMRO2 

measurements will have an equal effect on regional CMRO2 estimates. The results presented 

in figure 4 demonstrate that the approach also relies on accurately imaging CBF since the 

error in CMRO2 is proportional to the error in the corresponding regional or voxel-wise CBF 

estimate. On a PET/MR scanner, non-invasive imaging of CBF with [15O]H2O can be 

implemented by the approach recently proposed by Ssali et al. (Ssali et al., 2018) 

Alternatively, the ability to acquire MR perfusion images simultaneously would reduce the 

PET procedure to just [15O]O2 inhalation, reducing the acquisition time to about five minutes. 



Since both MRI oximetry and ASL are non-invasive and rapid methods, repeat 

measurements can be easily acquired to improve precision. 

As an initial investigation of the reference-based method, it was applied to an existing 

PET dataset. While this application cannot address potential issues with the MR techniques, 

it did provide the opportunity to evaluate the influences of RW and the CBV. Figures 6 and 

7 illustrate the similarity between CMRO2 and OEF images generated from the reference-

based approach for integration times of 3 and 5 min when compared to those from the 

previously validated DARG method. There were spatial differences, which are easier to 

identify in the difference images (figure 6d and figure 7d), with the largest occurring around 

the ventricles and large vessels, such as the superior sagittal sinus. Such large vascular 

artefacts are a consequence of neglecting blood-borne activity and they could be identified 

on a PET/MR scanner using non-contrast MR angiography/venography methods. 

In terms of regional CMRO2 and OEF, strong correlations (p < 0.01) were found 

between the two methods for all ROIs with an average regression slope of 

1.00 ± 0.04 mLO2 (100g)-1 min-1 for CMRO2 and 0.98 ± 0.04 for OEF (figure 8a and b). 

CMRO2 exhibited a dependency on integration time for the reference-based method. For the 

four regions (frontal and temporal lobes, precuneus and dorsal striatum), the CMRO2 

estimate converged to the corresponding value from DARG as T increased from 2 to 5 min; 



while the opposite was observed in the other four ROIs. Based on the predictions of the 

residual terms, these patterns suggest the error was related to CBV for the first four ROIs 

and to RW for the remaining regions. To further investigate the agreement between the 

model predictions and the experimental results, the relative difference between the CMRO2 

estimates from the two methods was plotted as a function of OEF (integration time of 5 min; 

figure 8c). The deviation between the two methods was significantly correlated with the 

difference between the OEF for a given ROI and the WB value (𝜌 = -0.80, p < 0.001). The 

magnitude of this difference as estimated from the regression analysis was similar to that 

predicted by the residuals (figure 2d).  

In evaluating the potential sources of error with the proposed reference-based method, 

it is useful to compare it with other approaches developed to reduce the complexity of PET 

imaging of CMRO2. These have included eliminating the need for measuring RW and CBV 

directly through modelling approaches (Ohta et al., 1992; Iida, Jones and Miura, 1993; 

Kudomi et al., 2009, 2013). However, they still require arterial sampling, which is 

technically complex, and the AIFs are inherently noisy. In an effort to circumvent this issue, 

newer methods have been developed based on measuring the image-derived input function 

(IDIF), either by PET alone (Kudomi et al., 2016, 2018) or by incorporating structural MRI 

for guidance (Su et al., 2013, 2017). However, reliably extracting the IDIF is challenging 



due to the sensitivity to partial volume errors. Consequently, the accuracy of these methods 

relies on carefully measuring empirical scaling factors needed to quantify the IDIF. 



8 CONCLUSIONS 

This study presents an alternative approach that avoids the complications of 

measuring the input function altogether by calibrating the PET data with WB measurements, 

which can be accomplished by incorporating MRI measurements of OEF and CBF. When 

the method was applied to PET [15O]H2O and [15O]O2 data from healthy individuals, the 

strong agreement with results derived with the DARG approach demonstrated the feasibility 

of the reference-based method in this population. Further studies are required to validate the 

reference-based approach in a PET/MR scanner and to investigate its feasibility in clinical 

studies, especially when local OEF varies significantly from WB extraction. 
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