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Abstract 

The Finnish system for authorising translators to produce legally valid translations was refor-

med in 2008, from a test measuring language skills into an examination containing translation 

assignments. The examination consists of two translation assignments and a test on the exami-

nees’ knowledge of the authorised translator’s professional practices. In the assessment of the 

translation products, a predefined, two-dimensional assessment system is used in which trans-

lations are marked for both content and language quality. In this paper, we discuss the Finnish 

assessment system and compare it with the assessment systems used on examinations by the 

American Translators’ Association (ATA), the Canadian Translators, Terminologists and In-

terpreters Council (CTTIC), and the translation quality evaluation models SAE J2450 and 

MQM-DQF used within the translation industry. Drawing on a previous analysis of the use of 

the assessment system in the Finnish examinations and a pilot survey among the assessors in 

the Finnish system, we propose a new, simplified assessment model. 

 

Keywords: translator certification, translation assessment, translation of official documents, 

legal translation, translators’ professional practices 

1. Introduction 

The systems of authorising or certifying translators vary between countries. In 

some countries the examinees have to take translation tests, while in others, such 

as Canada, it is possible to receive a certification by mentorship (CTTIC 2016a). 

In Finland the system of authorising translators was reformed in 2008. It now 

consists of two translation assignments and a test on the examinees’ knowledge 

of the professional practices in an authorised translator’s work. In this article, we 

discuss the assessment criteria used on this examination and on other similar 

examinations and assessment systems. 

In addition to the systems as such, the terminology related to certification also 

varies: certification, accreditation and authorisation are all used, with slightly 
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different meanings (see Melby 2013; Hlavac 2013; Pym et al. 2012: 15–16 and 

25–26, for discussions on terminology). We use the terms authorisation and 

authorised translator, as the certification here relates to the production of legally 

valid translations only, and as these are the terms used in the Finnish system (see 

FNBE 2012). 

Translation quality assessment is a vast area that is of interest in various con-

texts, such as translator training, machine translation, technical communication, 

or the practice of quality assessment in professional translation service provi-

sion. Our perspective in this article is on assessing the translation product in an 

examination context designed to determine whether a candidate demonstrates a 

level of competence required for producing legally valid translations. This is 

why we limit our discussion on the assessment of translations. This can be based 

on either an analysis of errors or on a comparison of the translation with predefi-

ned criteria describing what the translation should be like or what translation 

skills it should demonstrate (Angelelli 2009: 40–41; Turner et al. 2010). Error 

analysis has been regarded as reliable, and that is why it is used on many certify-

cation examinations (cf. Hale et al. 2012: 58). Nevertheless, research shows that 

criterion-based assessment can be as trustworthy as the assessment based on er-

ror analysis (Turner et al. 2010). 

On the following pages, we present the assessment system in the Finnish Autho-

rised Translator’s Examination, compare it with some other assessment systems 

used in similar examinations and within the translation industry, and discuss 

possible modification of the Finnish system. 

2. The assessment system used on the Authorised 

Translator’s Examination in Finland  

The Finnish Authorised Translator's Examination consists of two translation as-

signments: one in the field of law and administration and the other in another 

specialist field chosen by the examinee. The four specialist fields available are 

business and economy, medicine, technology and education. The length of the 

examination texts is defined in terms of characters and should be approximately 
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2,000 characters (with spaces) or equivalent for languages which use non-Latin 

alphabets. The examinees have 2 hours and 45 minutes per translation assign-

ment at their disposal. They are allowed to use different translation aids, with 

the exception of machine translation, translation memories and direct contact 

with other persons. After the examination, the assessors begin their work. Two 

assessors mark the translations independently, but discuss their assessments af-

terwards (FNBE 2015, FNBE 2016a). The goal is that the assessments are as 

consistent and transparent as possible regardless of language combinations and 

directions. Language combinations and directions are chosen by the examinee, 

provided that there are examiners available for the combination in question, and 

either the source or the target language in the combination must be Finnish, 

Swedish or Sami. 

2.1. The assessment system in general 

In Finland, the assessment of translation assignments in the Authorised Transla-

tor's Examination is based on an error analysis. In their work, the assessors look 

at the correspondence of the source and target texts, on one hand, and at how ac-

ceptable the translations are as target texts, on the other hand. The assessors use 

a scoring chart (see Appendix 1) with two error categories: errors of equivalence 

of content ('C' errors) and errors of acceptability and readability ('A' errors). In 

the first error category, the meaning of the source text is not transferred into the 

translation, and in the second category, there are problems in the target language 

(style, register, grammar, punctuation, etc.). Both categories currently include 

seven
1
 error types of different degrees of severity. The severity of an error is ex-

pressed in terms of fault points varying from 1 to 9. One 9-point error is enough 

to fail the translation. However, it is not only the number of fault points that 

counts on the examination. Other factors, such as the function of the translation, 

the difficulty of the source text and the time constraint are taken into account as 

well. Even translators’ notes can affect the assessment: if the examinee shows in 

a note that he or she knows the proper professional practice, an inadequate trans-

lation solution can be accepted. All these factors are considered in the overall 

                                                
1
  From 2012–2014 there were eight 'C' errors and seven 'A' errors on the scoring chart. 
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statement written by the assessors where they express their views about the 

translation (FNBE 2015: 4–5).  

The scoring chart is based on a proposal presented by Andrew Chesterman 

(2001) in an article in Kääntäjä – Översättaren, the journal of the Finnish Asso-

ciation of Translators and Interpreters, where he proposed dividing the errors 

into these two categories. For defining the severity of an error, Chesterman 

(2001) proposed using a severity scale with two levels; the severity could be 

defined as either severe or not severe, or given either 4 or 1 fault points, respect-

tively. The chart was drafted by a working group preparing the implementation 

of the examination in 2008. 

2.2. Assessment in the Finnish Authorised Translator's 

Examination in 2012–2014  

In order to see how the scoring chart is used in the Finnish Authorised Trans-

lator's Examinations, we conducted a small-scale study of translations produced 

in the examinations between 2012 and 2014. The results of this study are repor-

ted in more detail in Kivilehto (2016), Kivilehto and Salmi (forthcoming) and 

Kivilehto (2017). The data contained 56 translations from and into English (“the 

English setting”), 48 from and into Swedish (“the Swedish setting”), and 28 

from and into German (“the German setting”). We counted all errors marked in 

the translations and analysed which error types had been used by the assessors. 

For the error types in use, see the scoring chart in Appendix 1. Table 1 shows 

the numbers of translations in the data, as well as the main results of the study. 

Table 1: Error types used by the assessors on the Finnish Authorised Translator’s 

Examination (2012–2014) 

 English Swedish German 

Number of evaluated 

translations 

56 48 28 

Most common error 

type 

C7 (41%) A6 (23%)  C7 (42%) 

Second most common 

error type 

A5 (26%) C7 (20%)  

Error types seldom 

used 

C3 (0%) 

C4 (0.1%) 

C4 (0.4%) 

C3 (0.6%) 
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As can be seen from Table 1, the most common error type both for language 

pairs including English and German was a 'C' error, more precisely C7, “an indi-

vidual word/term that is imprecise, unsuitable or irrelevant or an omission or an 

addition not essentially affecting the meaning of the text”. This type accounted 

for over 40% of all errors in both settings. In language pairs including Swedish, 

however, the most common error type was the 'A' error A6, “individual style er-

rors and unidiomatic expressions”, accounting for 23% of all errors. 

The second most common error type in the English setting was the acceptability 

error A5, “a structural error that does not cause misinterpretation”, which ac-

counted for about 26% of all errors, and in the Swedish setting, the C7 with 

20%. In the German setting, the rest of the errors were divided fairly evenly, so 

that in addition to the C7 with 42%, no other type accounted for more than  

10%, which is why they are not shown in Table 1. In contrast to these frequently 

employed error types, error types seldom used were C3, “the translation function 

is disregarded, leading to inadequate results”, C4, “unfounded alternative trans-

lation equivalents”, and C8, “incomplete or erroneous equivalents for the cultu-

ral and social context of the source language”. 

The percentages show that C7 was frequent and C3 infrequent in all language 

settings. The frequency of C7 may depend on the description of this error type. 

There were actually three different kinds of errors included in the description: 

incorrect term, omission and addition. We also noticed that 'A' errors were used 

in the Swedish setting more often than 'C' errors. One reason for 'C' errors occur-

ring more seldom in the Swedish setting might be that the examinees have a 

good knowledge of Swedish, it being one of the other official languages of Fin-

land. However, information on the linguistic background of the examinees is not 

available in the system. 

In sum, the results of our small-scale study show that some of the error types are 

used by the assessors quite often, while others occur quite seldom. This points to 

the fact that the scoring chart might need some adjustments. 
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2.3. Survey among assessors 

In November 2016, we conducted a pilot survey on the assessment system 

among the assessors of the Finnish examination. The survey was distributed in a 

seminar organised shortly after the examination to allow the assessors to discuss 

the assessment parameters (cf. Salmi / Kinnunen 2015: 235). 

We received 24 responses in the seminar. There are over 60 assessors on the 

register, but not all of them have translations to assess every year. This is why 

we decided to only distribute the pilot questionnaire on paper only to those pre-

sent at the seminar, as they would be the ones actively doing the assessment. We 

asked them to evaluate the functionality and ease of use of the current error ca-

tegories (equivalence of content and acceptability of target language) on a scale 

of 1 to 5, with four different features expressed with adjectives (see Table 2). 

We also asked whether they considered there to be too few or too many error ty-

pes. In addition, the questionnaire contained three open-ended questions (com-

ments on the general evaluation, comments on the numbers of error types, and 

suggestions for developing the current system). The averages of responses regar-

ding the general evaluation of the current categories are presented in Table 2: 

Table 2: Evaluation of current error categories, scale from 1 to 5 

 Average Respondents 

Functionality (criteria are functional / not functional) 4.1 21 

Logic (criteria are logical / illogical) 3.8 21 

Comprehensibility (criteria are easy / difficult to grasp) 3.6 22 

Ease of use (criteria are easy / difficult to use) 3.5 21 

 

As can be seen from Table 2, the current division into categories was found to 

be functional (average 4.1 on a scale of 1 to 5), but their comprehensibility and 

ease of use were less highly rated, though above scale midpoint (averages 3.5 

and 3.6). Seven respondents explicitly stated in their comments that it is some-

times difficult to decide which error type to choose, and two mentioned that 

some of the error types overlap. On the other hand, five gave positive comments 
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on the current system, and two specified that once you get used to the categories, 

the system works well. 

For the response to the question on the number of error types (1 = too few, 2 = ok, 

3 = too many), the average was 2.3 (23 respondents). One respondent checked 

both “1” and “3”, which was interpreted as “1” for the analysis. Table 3 shows 

the distribution of the responses: 

Table 3: Responses to question related to number of error types 

The number of error types is…  

...too large 9 

…as it should be 12 

…too small 2 

 

Table 3 shows that half of the respondents (12) were satisfied with the number 

of error types. However, the number of respondents (9) who considered the 

number to be too large was clearly greater than that of those considering it too 

small (2). 

3. Assessment systems elsewhere 

As mentioned above, the terms used in the field of authorised translation vary. 

In some countries certified translators are called ‘sworn translators’ or ‘official 

translators’ (Vigier et al. 2013: 40). In Finland, such translators are ‘authorised 

translators’. In the United States there exist no such appellations as ‘sworn trans-

lator’ or ‘official translator’, whereas in Canada, the title is ‘certified translator’. 

In addition to the appellations, there is also variation in the certification and 

authorisation procedures, not to mention the assessment systems. In this section, 

we discuss, as examples, the assessment systems in two certification examina-

tions, ATA (the United States) and CTTIC (Canada), as well as in two trans-

lation quality evaluation models used within the translation industry, the SAE 

J2450 and the MQM-DQF harmonised system. ATA and CTTIC are examples 
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of certification examinations, and the SAE J2450 and the MQM-DQF are 

examples of error categorisation. 

3.1. Assessment in certification examinations – ATA and 

CTTIC  

The American Translators Association (ATA) arranges translation examinations 

for translators who want to become ATA certified. The examination consists of 

three translation assignments: A, B and C. Assignment A is compulsory for all 

examinees, while they can choose between B or C. A is a general text assign-

ment, and B and C are somewhat specialised texts. B is technical, scientific or 

medical, and C is financial, business or legal in nature. The texts contain about 

225 to 275 words each and the examinees have three hours to translate the texts. 

Dictionaries, glossaries and non-interactive Internet resources are allowed, but 

CAT tools and interactive Internet resources are prohibited (ATA 2016a, ATA 

2016b). 

The assessment system of the ATA translation examination is a combination of 

error- and criterion-based assessment. Errors fall into 23 error types listed alpha-

betically from addition (A) to word form (WF) (see ATA 2016d). The transla-

tions are assessed from the point of view of four areas of performance: useful-

ness/transfer, terminology/style, idiomatic writing and target mechanics. Each of 

these areas contains a description of performance with five error levels: stan-

dard, strong, acceptable, deficient and minimal – standard being the ideal perfor-

mance. Errors are marked using a five-level fault point system (1, 2, 4, 8 and 16 

fault points), with the fail threshold being 18 fault points (ATA 2011, 2016c, 

ATA 2016d). 

The Canadian Translators, Terminologists and Interpreters Council (CTTIC) or-

ganises translation examinations for professionals who want to use the appel-

lation ‘certified translator’. The examination consists of two translation assign-

ments, one of which is a general text and compulsory, and the other a somewhat 

specialised text assignment and selected from among two texts, either scienti-

fic/technical/medical or economic/administrative. The texts contain approxima-

tely 175–185 words each and the examinees have three hours to translate the 
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texts. Dictionaries and reference works are allowed, but all technological aids 

are prohibited (CTTIC 2016a, CTTIC 2016b). 

The assessment system of the CTTIC translation examination is error-based. Er-

rors fall into two categories: translation errors and errors of expression. Trans-

lation errors are failures to render the meaning of the source text, i.e., misinter-

pretations and omissions of phrases and larger units. Errors of expression are er-

rors of the target language, including violation of syntax, grammar, vocabulary, 

spelling and typographical rules. Errors are rated using fault points ranging from 

3 to 10 points, 3–5 points standing for minor errors and 10 points for major er-

rors. To pass the examination, the examinee must gain 70% for each assignment 

(CTTIC 2016c). 

In sum, both ATA and CTTIC rely on detecting and counting errors. What is 

different, though, is that the ATA system is more comprehensive, combining 

both error- and criterion-based assessment. 

3.2. Assessment in Translation Quality Models – SAE and DQF-

MQM 

Different systems to evaluate translation quality have been developed within 

companies providing translation services (for a fairly recent overview, see 

O’Brien 2012). We present here two such systems where error-based assessment 

is used: the typology described in the SAE J2450 standard, as well as the DQF-

MQM, which is a recently formulated comparison of two existing frameworks, 

the Multidimensional Quality Metrics (MQM) and the Dynamic Quality Frame-

work (DQF) system formulated by TAUS, a resource centre for translation in-

dustries.  

The SAE J2450 translation quality metric is a standard created by the Society of 

Automotive Engineers for quality measurement in the automotive industry. It 

has seven error categories: wrong term, syntactic error, omission, word structure 

or agreement error, misspelling, punctuation error and miscellaneous error. The 

classification intentionally does not contain a category for style, register, tone, 

etc., as it is “designed only for the evaluation of translations of service infor-

mation” (SAE International 2016: 5). A severity level is defined for each error, 
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with two severity levels (‘serious’ and ‘minor’). The error type and the severity 

level are converted into a numeric value using a table with a predefined scale 

(e.g., syntactic error: serious = 4 points, minor = 2 points), and the fault points are 

added up. The sum is then divided with the number of words in the source text 

document, giving a weighted score (SAE International 2016). 

The SAE model takes some account of subjectivity, admitting that the severity 

ranking is “always a judgment call by the evaluator, and necessarily so” (SAE 

International 2016: 5). It provides a specific rule for how to deal with hesitation: 

when hesitating between error types, the rule is to choose the error type appea-

ring first in the list, and when between severity levels, to mark the error as ‘seri-

ous’. This is mechanical and arbitrary, but intended to create consistency, as 

long as all evaluators follow the same rule (SAE International 2016). 

The Multidimensional Quality Metrics (MQM) was developed to provide a fra-

mework for describing and defining quality metrics used to assess the quality of 

translated texts and to identify issues in those texts. It does not provide one sing-

le metric, but rather a vocabulary for describing metrics and creating them with 

different types of foci. It “does not specify what must be checked, but rather 

provides ways to describe what is checked” (Lommel et al. 2015: 23, emphasis 

in the original).  

Simultaneously with the development of the MQM, the Dynamic Quality Fra-

mework (DQF) system had been formulated by TAUS, a resource centre for 

translation industries. These two were compared for harmonisation in an EU-

funded project, and Lommel et al. (2015) present, as a result of the process, an 

MQM-compatible version of the DQF typology (Lommel et al. 2015: 12–13). 

There are seven main error categories: accuracy, fluency, terminology, style, de-

sign, locale conventions and verity, and a varying number (up to seven) of sub-

categories within each of them. Accuracy relates to correspondence with the 

source text content (addition, omission, ambiguities etc.), and fluency to the tar-

get language grammar, punctuation and other conventions; terminology and style 

have their own categories. Design is related to the layout and formatting of the 

translation and locale conventions to how issues like addresses or measurements 

are expressed (usually, they should follow the target culture conventions). Verity 

refers to rendering culture-specific items. The DQF error typology is detailed in 
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the TAUS Quality Dashboard document (TAUS 2016) with examples. The 

examples given reflect a functionalist approach and a domesticating strategy in 

that using the Fahrenheit scale in a text translated into French, for example, is 

considered an error (TAUS 2016: 23). 

Both systems have been implemented in various CAT tools, allowing the quality 

assessment of both human and machine translation. For example, a translation 

memory system can compare the output in each segment to pre-established gui-

delines or glossary entries, during or after the translation process. This is partly 

why the DQF-MQM comparison differentiates between “issues” and “errors”; 

issues are “potential problems” that an automatic system may notice but that are 

not necessarily errors (for example, the target language equivalent for a term 

could be present in a glossary but missing from a translated segment, yet if the 

translator has just replaced the term with a pronoun, this is not an error) (Lom-

mel et al. 2015: 7). Another example of an issue would be an explanatory addi-

tion related to a culture-specific item that the target audience would not be fami-

liar with.  

In addition to classifying the error type, the severity level of each error is defi-

ned. The MQM system distinguishes between two levels, ‘major’ and ‘minor’. 

The DQF system has five levels, of which Severity 1, 2 and 3 are errors that are 

‘critical’, ‘major’ or ‘minor’, respectively; Severity 4 is used to mark other in-

formation that is not an error, and kudos can be used to praise for exceptional 

achievement (TAUS 2016: 23). In other words, MQM can be considered to have 

two and DQF three severity levels for errors. 

The harmonised system also contains the idea of weight, meaning that some is-

sue type may be given more importance than others. For example, terminology 

might be weighted at 2.0 and style at 1.0 (Lommel et al. 2015: 8). 

4. Proposals for a simplified assessment model 

In developing the assessment used in the Finnish Authorised Translator’s Exa-

mination, we need to remember the nature of the examination. It is meant to sift 

out the translators capable of producing legally valid translations. In this type of 
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translating, documentary translation, rather than instrumental translation, is 

usually needed, as a legally valid translation is meant to have the same eviden-

tiary weight as the original and it needs to represent the original document “as 

is”. Accuracy is essential and nothing should be omitted, unless agreed before-

hand with the authority requesting the translation. All culture-specific items 

should reflect the source-text culture, rather than be localised using target-cul-

ture items, and be explained in a translator’s note, if necessary. For example, 

educational or occupational qualifications should not be rendered with the nea-

rest target language equivalent, as systems vary and as drawing equivalents is a 

task for the authorities of the target culture (FNBE 2016b; Nord 1997: 47; Taibi 

/ Ozolins 2016: 91). 

The current system relies on error analysis, and the severity of an error is indica-

ted by fault points. Depending on the error type, the points given can range from 

1 to 2, 2 to 6 or 6 to 9, but the exact score for each error is decided by the asses-

sor. There are currently 14 different error types, which was felt by 9 of our 23 

respondents to be too many. As the data analysis discussed in 2.2. showed, some 

types are used frequently and others hardly at all. There would therefore be 

room for rethinking the system. In the following, we present our suggestions for 

simplifying it. 

The current division into errors of equivalence of content ('C' errors) and errors 

of acceptability and readability ('A' errors) is the same as the division in the 

CTTIC system into Translation and Language errors. Our first suggestion for 

simplifying the current system is to retain this division ('C' vs. 'A' errors), but 

without subcategories. 

An alternative to this would be to modify the MQM-DQF error typology to cor-

respond to the needs of a system for testing examinees in producing legally valid 

translations. The error types ‘accuracy’ (correspondence with the source text), 

‘fluency’ (adherence to the target language conventions regarding grammar, 

spelling, punctuation etc.), ‘terminology’ and ‘style’ could be used without mo-

dification. As the analysis of the examination assessments showed, there is 

strong evidence from the assessments that use of terminology can form an error 

type of its own. ‘Design’ could here refer to how the conventions of producing 

legally valid translations are taken into account (for example, providing a hea-
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ding for the translation or adding a translator’s confirmation at the end). ‘Locale 

conventions’ could relate to how elements like addresses or measurements are 

dealt with in the translations. ‘Verity’ could refer to the manner of rendering cul-

ture-specific items and taking the target audience into account (as defined in the 

instructions given to examinees). 

In the current Finnish system, fault points are given as in the SAE system, where 

the number of fault points is related to the error type. In the CTTIC system, fault 

points are given according to the severity of the error (3, 5 or 10), the total fault 

score is subtracted from 100, and 70 points are needed to pass (CTTIC 2016c). 

In fact, the use of severity levels instead of fault points given by the assessor 

would simplify the rating of the errors. The systems reviewed here have 2–5 

severity levels, and a division into three (‘minor’, ‘major’ and ‘critical’) might 

be sufficient. In the SAE system, a weighted score is reached by dividing the to-

tal fault score by the number of words in the original. As mentioned in section 2, 

in the Finnish system, the length of the examination texts is approximately 2,000 

characters (or equivalent). A similar score could therefore be used (with the fault 

points subtracted from a given figure or divided by the number of characters in 

the source text). However, if fault points are used, whether in the form of seve-

rity levels or numbers, a pass rate could also be defined and used consistently, as 

in the CTTIC and ATA systems. This is our first suggestion: errors classified in-

to either two or seven error types, and the severity of the errors defined and sum-

med up as a single figure which is then used with a pass rate. 

A pass rate expressed as a number or as a percentage presents some problems, 

however. A legally valid translation may not contain severe errors, and this is 

reflected in the current scoring chart by the inclusion of error types that are rated 

at 9 points but lead to a failed examination (e.g., complete misinterpretation of 

an idea or the omission of a sentence). One critical error can therefore be enough 

to fail an otherwise acceptable translation. On the other hand, a translation may 

contain plenty of minor errors but still be acceptable, as long as it renders the 

content of the original as required for the translation task in question. A strict 

pass rate might not do justice to such different cases. 

Another problem with the use of pass rates is discussed in the CTTIC marker’s 

guide (CTTIC 2016c). The document advises the assessors to try to distance 
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themselves from the 70% pass mark as far as possible and, for translations that 

are “borderline cases”, determine their overall acceptability and adjust their mar-

king accordingly. This is also recommended to avoid “complaints from unhappy 

candidates” (CTTIC 2016c: 4–5). 

If fault points are not used to define passing or failing, the assessors should give 

an overall assessment on the translation, taking a stand on whether a) the transla-

tion is suitable to and usable in its intended purpose, as defined in the translation 

instructions given to the examinee; and b) the translation has conveyed the mea-

ning of the source text. This could be developed along the lines of the ATA sys-

tem, where a criterion-based assessment is used (as described in 3.1.) for asses-

sing translations from the point of view of four different areas of performance 

and defining an error level (from 1 to 5) for each of them. An acceptable trans-

lation could be defined to reach, say, at least the second highest level in all four 

areas. In this second suggestion, the assessment would combine error-based and 

criterion-based assessment. In fact, this brings us back to the proposal by And-

rew Chesterman in 2001, in which he proposed rating the translation on a scale 

from 0 to 3 and accepting only the translations rated at 3. 

As these are just initial proposals for a new scoring system, testing with a samp-

le set of examination translations would be needed next, in order to gain data on 

the usability of the proposed error types and to refine them. A more thorough 

survey of the assessors' opinions could also be administered in a digital form to 

all the current and former assessors. 

In any case, marking the errors in each translation is necessary and useful for the 

legal protection of the examinees, as they have the right to receive information 

on why they have failed and how they could improve their skills. The CTTIC in-

structions for candidates clearly state that CTTIC is “not a teaching institution” 

and that the “exam is only a tool used to assess candidates’ knowledge and ca-

pabilities, not a development tool” (CTTIC 2016b). However, this is not quite 

the stand taken by the Finnish Authorised Translators’ Examination Board, as 

“examinees are informed of the way in which assessment criteria are applied to 

their performance in the examination” (FNBE 2012: 9), and this is currently do-

ne by sending failed examinees a copy of their assessed translation. 
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5. Conclusions  

In this article, we have given an overview of the assessment system used in the 

Finnish Authorised Translator's Examination. We focussed on how assessors as-

sess the translations and gave an account of what they think about the assess-

ment system. We also discussed the assessment systems in two certification exa-

minations – ATA and CTTIC – and two quality assessment models – SAE and 

MQM-DQF.  

As our overview points out, the assessment systems of the Finnish examination 

and of the ATA and CTTIC examinations resemble each other. The CTTIC sys-

tem has the same division into categories as the Finnish system (errors in rende-

ring the meaning of the source texts vs. errors of expression in the target lan-

guage). In each examination, error types are marked and fault points are coun-

ted. There are, however, differences in how detailed the systems are. The ATA 

system is the most detailed with its 23 error types, whereas the Canadian system 

seems more holistic. The SAE and MQM-DQF systems fall in between these, 

having fewer than ten error types. 

The analysis of the translation assignments in the Finnish examination, as well 

as our pilot survey among the assessors, provides grounds for a rethinking of the 

assessment system. The analysis showed that not all the error types are used, 

while some are used very often. Therefore, it might be useful to introduce a mo-

re holistic system and to reduce the number of error types. We would like to pro-

pose either a simplified version of the current error type division, corresponding 

to the CTTIC system with two error categories, or a new error division system 

based on the MQM-DQF classification with six or seven error types. The trans-

lations could be rated as pass / fail by using either fault points with a determined 

pass threshold, as in the SAE or CTTIC systems, or using descriptors as in the 

ATA system. In any case, our next step will be to test the different rating sys-

tems with a sample set of examination translations in order to study their 

usability, and to inquire the assessors’ opinions with a more comprehensive 

survey than the pilot one reported in this paper. 
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Appendix 1 

Scoring chart used by the assessors of the Authorised Translator’s Examination in 

2012–2014 

Error category Error type  Points 

Equivalence of content 

(C); precise and 

faultless use of special 

terminology. 

An idea is completely 

misinterpreted  

An entire sentence is left out 

C1 9 p. leads to a failed 

examination 

A wrong term leading to the 
misinterpretation of the translation 

C2 9 p. leads to a failed 
examination 

The translation function is 

disregarded, leading to an 
inadequate result 

C3 6 p. may lead to a failed 

examination 

Unfounded alternative translation 

equivalents, i.e. the choice is left to 

the evaluator 

C4 6 p. may lead to a failed 

examination 

An omission or an addition 

essentially affecting the meaning of 

the text, e.g. a general and crucial 

abbreviation is not translated 

C5 6–4 p. depending on the 

severity of the omission; 6 

p. may lead to a failed 

examination 

Misinterpreted structure C6 6–2 p. 

An individual word/term that is 

imprecise, unsuitable or irrelevant 

for the content or culture but does 
not necessarily lead to the 

misinterpretation of the translation 

An omission or an addition not 
essentially affecting the meaning of 

the text 

C7 4–2 p. 

Incomplete or erroneous equivalents 

for the cultural and social context of 
the source language 

C8 2 p. 

A structural error that is likely to 

cause misinterpretation 

A1 6–4 p. depending on the 

severity of the error; 6 p. 
may lead to a failed 

examination 

Acceptability and 

readability of text (A). 
General acceptability 

and readability of text; 

usage according to 
orthographical, 

morphological and 

syntactic norms; 

register and style 
correspond to the text 

function and the 

intended use of the 
translation. 

Inconsistent terminology or style A2 6–2 p. 

A spelling mistake that affects the 
interpretation of the text section  

A3 4–2 p. 

Inadequate translation in terms of 

the information structure of the text 

A4 2 p. 

A structural error that does not 
cause misinterpretation 

A5 2 p. 

Individual style errors and 

unidiomatic expressions 

A6 2–1 p. 

A spelling mistake that does not 
affect the interpretation of the text 

section  

A7 1 p. 

   

 


