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Can the obstacles to privacy
self-management be overcome?
Exploring the consent intermediary
approach

Tuukka Lehtiniemi1 and Yki Kortesniemi2

Abstract

In privacy self-management, people are expected to perform cost–benefit analysis on the use of their personal data, and

only consent when their subjective benefits outweigh the costs. However, the ubiquitous collection of personal data and

Big Data analytics present increasing challenges to successful privacy management. A number of services and research

initiatives have proposed similar solutions to provide people with more control over their data by consolidating consent

decisions under a single interface. We have named this the ‘consent intermediary’ approach.

In this paper, we first identify the eight obstacles to privacy self-management which make cost–benefit analysis concep-

tually and practically challenging. We then analyse to which extent consent intermediaries can help overcome the

obstacles. We argue that simply bringing consent decisions under one interface offers limited help, but that the potential

of this approach lies in leveraging the intermediary position to provide aides for privacy management. We find that with

suitable tools, some of the more practical obstacles indeed can become solvable, while others remain fundamentally

insuperable within the individuated privacy self-management model. Attention should also be paid to how the consent

intermediaries may take advantage of the power vested in the intermediary positions between users and other services.
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Introduction

The production of personal data – any information relat-
ing to an identified or identifiable natural person
(European Union, 2016) – seems to be ever increasing
as activities performed with information technology
have become daily routines, and companies use Big
Data analytics to produce potentially detailed pictures
of us. This extensive use of personal data can benefit indi-
viduals themselves, as personalisation can make services
more valuable to use, and business models based on pro-
filing oftenmake services available free of charge. But the
associated cost is the impact on privacy as people reveal
more information about themselves to service providers.

EU legislation has long held privacy as a fundamental
right of the individual (Wachter, 2017) and places
strict limits on the processing of personal data.
The new General Data Protection Regulation (GDPR)
(European Union, 2016) states that personal data may

only be processed based on one of the following six
grounds: it is required by a legal obligation, it is carried
out to protect a vital interest of the individual, it is car-
ried out for the public interest, it falls within a legitimate
interest of the data controller, it is necessary for the
performance of a contract, or it is based on the consent
of the individual. The informed consent approach, which
is also used in many other jurisdictions, allows people
the freedom to agree to many types of data processing.
However, with a contract, processing is limited to data
which is strictly necessary for its fulfilment, and for the
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other bases, the individual can either do nothing or can
at most object to some of it.

In this article, we focus exclusively on consent-based
processing as it places the greatest demands on the indi-
vidual’s ability to make informed decisions. People are
expected to manage their privacy by weighing the
subjective costs and benefits of data collection in each
case (Solove, 2013). In practice, however, many are
neither well informed on the uses of their personal data
nor feel in control of it (European Commission, 2015;
Turow et al., 2015). A fundamental dilemma underlies
the concept of informed consent: meaningful cost–benefit
analysis on personal data is anything but straightforward
in the context of Big Data analytics, data aggregation,
and opaque data flows. But for the moment, we will live
with the model of informed consent, as in many jurisdic-
tions it is codified in legislation. This has sparked an
ongoing discussion about how to make the model
work better. For example, Custers (2016) discusses
expiry dates for consents and calls for further discussion
on the issue of consents in the Big Data era, a call to
which we respond with the present article.

Within the last few years, a number of initiatives to
give people better control over their personal data have
started to appear. Proponents of personal information
management systems (PIMS) (Abiteboul et al., 2015;
European Commission, 2016) recognise the current
inability of people to meaningfully control the uses
of their data, and seek to redress the situation with
personal data stores and features for managing data
use permissions. We consider these emerging services
consent intermediaries (CIs). With CIs, people them-
selves still manage their own privacy, but the intermedi-
ary consolidates all management to a single place.
In this article, we investigate the concept of CIs and
ask two questions: (1) to what extent can CIs help
people in making informed privacy decisions and (2)
is it even possible to overcome all of the obstacles?

The rest of the paper is organised as follows: we first
review the privacy self-management model and identify
eight obstacles which currently stand in the way of
informed privacy decisions. We then proceed to describe
the CI approach and analyse its potential to tackle these
obstacles. We find that CIs form a platform for building
tools to help with the more practical obstacles, but
obstacles arising from the privacy self-management
model’s individuated nature are not as easy to solve
without relaxing the model’s individuated assumptions.
Finally, we conclude by discussing the implications of
the CI approach.

Privacy self-management

The right to informational privacy is essentially a decision
right. Zuboff (2015), for example, conceptualises it as the

ability to choose one’s position along the spectrum
between secrecy and transparency. Altman (1975)
refers to the same phenomenon as boundary regulation
of privacy and publicness. Solove (2013) refers to the
current approach of privacy regulation as privacy
self-management; people have the right to notice of the
upcoming collection and use of personal data and have
the choice whether or not to consent to such processing.
Armed with these rights, people are expected to make
privacy decisions based on cost–benefit evaluations
and to disclose data only when the benefits outweigh
the costs.

Privacy self-management has to take into account
the highly divergent preferences people have on the
desirable position along the secrecy-transparency
spectrum. Westin’s well-known classification identifies
privacy fundamentalists, who have high privacy con-
cerns, pragmatists, who have some concerns but favour
individual choice, and the unconcerned, who have low
concerns and tend to trust data collectors (Hoofnagle
and Urban, 2014). Further, individuals’ preferences
on privacy can change over time, and are also highly
context-dependent (Acquisti et al., 2015; Coll, 2014;
Hoofnagle and Urban, 2014).

Privacy self-management relies on individuals being
informed and making decisions based on subjective
analysis of this information, and it therefore places a
lot of faith in their rational capabilities. But in practice,
decision-making is only partially the result of rational
cost–benefit analysis. Decisions are also affected by
social norms, emotions and heuristics (Acquisti et al.,
2015), and people are only boundedly rational
(Gigerenzer and Selten, 2001), due to limitations in
information, cognitive capabilities, and available time.
Therefore, individuals are often not that well-informed
when consenting; they do not always read privacy poli-
cies (Custers, 2016) and can operate under misinformed
assumptions about these policies’ purpose and contents
(Turow et al., 2015). In a recent Eurobarometer, only
18% of respondents reported reading privacy policies
fully and 49% partially, length and complexity being
typical reasons for not reading them (European
Commission, 2015). In fact, many habitually accept
consent dialogues without even glancing the provided
information (Böhme and Köpsell, 2010).

Unsurprisingly, people do not feel in control of
personal data but nevertheless see no alternatives to
disclosing data in order to gain access to services
(European Commission, 2015). The feelings of power-
lessness to contest the data collection practices speak of
the same issue (Andrejevic, 2014). To overcome the
experienced lack of control, people employ implicit
control mechanisms to regulate the quantity and qual-
ity of data, including maintaining multiple or pseud-
onymous profiles, providing incorrect information,
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and refraining from providing data whenever feasible
(Snell et al., 2012). Overall, however, people’s actions
seem to demonstrate the privacy paradox: despite indi-
cating concerns about privacy, they part with intricate
details about their private life – in other words, behav-
ioural intentions towards privacy are not reflected in
actual behaviour (Norberg et al., 2007). One explan-
ation is that broad attitudes to privacy may measure
different things than contextual decisions (Acquisti
et al., 2015). Another could be that when people do
consider the costs and benefits of the options provided,
if the cost of achieving better privacy is high – for
example the inability to use a social networking site,
or a significant effort to configure the privacy settings
– people do not always see the benefits of better privacy
as worth the cost.

We can conclude that even if the privacy self-man-
agement model expects people to behave rationally, this
is not always the case. It is therefore worth exploring
whether the proposed new ways of consenting can help
people make better privacy decisions.

Obstacles to privacy self-management

In this section, we distil findings from literature review
into eight obstacles which summarise the challenges of
privacy self-management. Our aim is to categorise and
reformulate these findings so that they can be used
to evaluate the effectiveness of attempts to improve
privacy self-management. The obstacles are summarised
in Table 1.

Timing and duration. A challenge with privacy is that it is
an outcome of long-term information management, but
the practical implementations of privacy self-manage-
ment do not currently support this (Solove, 2013). The
point of decision occurs when the collection of personal
data is started, and individuals are then expected to
assess all future harms and benefits. Decisions on dis-
closing personal data are also made in isolation from
other similar decisions, and often they are made with
the aim of gaining immediate benefits. And while imme-
diate harms may be insignificant, long-term harms can
develop gradually over time. Having to make the
decision before the outcomes arise is arguably a
feature of most human decision-making, but with
personal data, the timing poses particular difficulties
due to the inherent dynamics arising from the
advancement of data analysis technologies (Custers,
2016). As harms and benefits may arise by mechan-
isms which are not discernible, or do not yet even
exist, the consequences of a disclosure decision are a
moving target. Yet a consent, once given, is typically
in effect indefinitely.

Non-negotiability

The current implementation of notice and choice is usu-
ally based on terms dictated by the service provider
(Custers, 2016), and users have to accept these terms
in full to use the service. The other option, obviously, is
not to use the service. This Hobson’s choice does not
match the preferences of those who are willing to agree
to some subset of the terms in exchange for some subset
of the service. Also, once the choice is made, the terms
of personal data use are largely fixed. For example, the
privacy settings within a service often only affect the
visibility of personal data to third parties rather than,
for example, what data gets collected. However, post-
consent negotiations of sorts can arise when an organ-
isation attempts to impose new terms which a large
portion of the users find unacceptable. This is evidenced
by the stir which Spotify’s new privacy policy caused
and the consequent changes made by the company
(Kastrenakes, 2015). In addition, data protection regu-
lation in the EU, for example, provides the possibility
of withdrawing consent at will. But in practice, recon-
sidering a decision is impractical and potentially inef-
fective. When providing consent is an all-or-nothing
decision, withdrawing consent involves ceasing the use
of the service altogether. It also involves removing data

Table 1. Obstacles to privacy self-management.

Timing and

duration

Estimating harms is difficult due to timing

of decisions and the typically unlimited

duration of the consent (Custers, 2016;

Solove, 2013).

Non-negotiability The terms are not negotiable enough

(Custers, 2016).

Scale Privacy self-management does not scale

well enough (McDonald and Cranor,

2008; Solove, 2013).

Aggregation Data is aggregated and analysed to produce

new data, leading to implicit disclosure

of latent data (Mai, 2016; Solove, 2013).

Downstream

uses

Data flows to parties and purposes not

foreseen at the time of consenting

(Anthes, 2015; Crain, 2016; Turow

et al., 2015).

Cognitive

demands

The cognitive limitations of all human deci-

sion making hamper cost–benefit analysis

(Solove, 2013).

Social norms Pressure to conform can strongly affect

the decisions people make (Acquisti et al.,

2015; Andrejevic, 2014; Zuboff, 2015).

Social data Privacy decisions are framed as individual

choices, but the data and the decisions

also affect others (Lampinen et al., 2011;

Schneier, 2010; Taylor et al., 2017).
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in the service provider’s databases, but having data
deleted has turned out to be a complex issue (Custers,
2016). Interestingly, the upcoming GDPR (European
Union, 2016) addresses the current situation by stating
that the availability of a service cannot be contingent on
the individual consenting to data processing which is not
essential to the service.

Scale

A practical obstacle to decision-making is that privacy
self-management as currently implemented does not
scale too well. Making people better informed in their
decisions cannot be achieved simply by convincing
people to read privacy policies better (Solove, 2013),
because there is just too much information to study,
and there are too many decisions to make. An estimated
80–300 hours are needed to familiarise oneself with just
the privacy policies of the websites an individual visits in
a year (McDonald and Cranor, 2008), and including
other data-collecting entities only increases the time
required. Also, as we will discuss below, some of the
obstacles are due to people not being fully aware of the
complex consequences of the decisions they make – and
the more people are made aware of the consequences, the
more problematic the scaling problem can become.

Aggregation

Data-collecting entities often aggregate personal data
across individuals and contexts, which can lead to reve-
lation of new data through data analysis. We contrast
this latent data to openly expressed and exhaust data
(Kitchin, 2014). Openly expressed data is consciously
provided by individuals about themselves, for example
filled in a form, and exhaust data is produced by obser-
ving activities, for example, clickstreams on a website.
Latent data, however, is fundamentally different; it is
produced from other data by using inference techniques
and is therefore implicitly shared alongside other data.
Yet an explicit consent is never provided for latent data
(Mai, 2016). Inference can produce seemingly uncon-
nected results by treating the input data as proxy data
for the unavailable information. Then, for example,
demographic data can be deduced from location
history alone (Bellovin et al., 2013). Aggregation also
happens across not just numerous sources of data but
also across individuals. Therefore, the costs and benefits
of my disclosure decisions are affected by the decisions
of others. So even if each disclosure decision were well-
considered in isolation, the aggregation of data can lead
to the overall effect being undesired. The production of
latent data also hinders the effectiveness of refraining
from disclosing data, as it may still be deduced from
other data (Custers, 2016).

Downstream uses

Unexpected movements of personal data to new parties
are to a large extent opaque to the individuals, compli-
cating meaningful decision-making. We refer to these
movements as downstream uses of data. There are mul-
tiple reasons for these movements. In downstream data
markets, data brokers sell personal data compiled from
public records and nonpublic sources, often without the
knowledge of the individuals involved, even though
they may have consented to such uses of data by the
primary data collectors (Anthes, 2015; Crain, 2016;
Turow et al., 2015). Changes in business models of
data-collecting companies may result in new uses of
the data contradicting the individual’s’ expectations
from the time of decision, an example being direct-to-
consumer personal genome testing and the subsequent
medical research use of the collected data (Alba, 2015;
Seife, 2013). Another reason for downstream uses is
malicious actions of third parties. Well-known exam-
ples include publication of data hacked (Zetter, 2013)
or otherwise collected (Zimmer, 2016) from dating
services, resulting in personal data about customers
being put to unforeseen uses. Personal data collected
by private companies can also end up being aggregated
in governmental databases, and superficially innocuous
pieces of personal data may end up being highly con-
sequential in practice. The upcoming GDPR, again,
places some limitations on downstream uses of data,
stipulating that all processing must have a legal basis.

Cognitive demands

People’s ability to make informed and rational choices
about personal data is not on par with requirements of
privacy self-management, and people can end upmaking
bad decisions with respect to disclosing personal data,
regardless of the information and tools they have in
use. The cognitive limitations hampering privacy self-
management have been summarised by Solove (2013)
as follows. To begin with, people are not very well
informed about the decisions they make because they
do not read privacy policies. If they do read them, they
have difficulties understanding them. If they do under-
stand them, they lack the necessary knowledge to make a
truly informed choice. And even if they are well-informed,
their decision-making capability is limited by difficulties
which generally riddle human decision-making.

Social norms

As observed above, the decision not to disclose per-
sonal data often means non-participation in activities
which include collecting data. As many online services
are regarded an integral part of modern life
(Andrejevic, 2014; Zuboff, 2015), non-participation
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may simply be infeasible regardless of privacy prefer-
ences or subjective concerns over data disclosure.
Thus, decision-making on personal data is subject to
social norms (Acquisti et al., 2015) which regulate
individual decisions. Another way of saying this is
that private cost–benefit decisions to disclose data are
embedded in a network of social relations, and looking
at them from an individuated, under-socialised point of
view is misleading (Granovetter, 1985). These norms
are further reinforced by each individual decision; the
more people conform, the harder it becomes to deviate
from the norm regardless of the individual judgement
of costs and benefits. Norms may also be at odds with
attempts to implicitly control the quality and quantity
of data once consent has been provided.

Social data

Privacy self-management frames the decision-making on
personal data as an individual choice based on private
cost–benefit analysis, despite personal data often also
conveying information about others. Schneier (2010)
uses the term incidental data to denote data which other
people’s activities leak about you. Any data about my
interactions or relationship with you is also data about
you. Health or genome data may implicate relatives in the
case of hereditary diseases, shared photos can convey
information about others, and consumption data may
by nature concern a household. Decision to share loca-
tion data may help predict the future locations of others
(Bellovin et al., 2013), and the combined effect of two
people sharing location data may reveal details about
their relationship. In particular, latent data produced by
Big Data analytics may by nature concern a group rather
than individuals (Taylor et al., 2017). Privacy can, by
various mechanisms, be affected by the choices others
make (Lampinen et al., 2011) and the outcomes of
data-sharing decisions are, therefore, not only private.

To summarise the obstacles, privacy decisions are
made in a situation described by considerable informa-
tion asymmetry; non-experts know little about collected
personal data, what is done with the data, or the
business operations of the data industry (Zuboff, 2015).
Altogether, the obstacles affect privacy self-management
by first making it hard to appraise the situation and
then by diminishing the possibilities of actually making
preferred decisions.

Next, we proceed to describe the CI approach and
analyse its potential to tackle these obstacles.

Consent intermediaries

The last few years have seen an emergence of initiatives
and services whose aim is to provide people with better

control over the collection and sharing of their personal
data. A report by the European Commission (2016) on
PIMS included commercial service developers such as
the personal cloud server Cozy Cloud (2017) and the
personal information control services digi.me (2017)
and Meeco (2017), as well as research-originated initia-
tives such as the networked personal data indexing
device Databox (Chaudhry et al., 2015), personal data
stores Hub of All Things (Hub of All Things, 2017) and
OpenPDS (de Montjoye et al., 2014), and the personal
data management model MyData (Poikola et al., 2015).

All of these services aim to provide more control to per-
sonal data and allow people to share their data with third
parties, but two different means to achieve this can be iden-
tified: storage spacesaccumulatepersonal data fromvarious
sources, whereas permission-management services only keep
track of where data is stored. While their practical imple-
mentations and stages of maturity vary, conceptually these
services propose to act as Consent Intermediaries (CIs)
between individuals and data-using entities. From the per-
spectiveof individuals,CIs aimtoconsolidate theprovision-
ing of consents under one control point, providing an access
point through which individuals grant, view and withdraw
consent to collect and use data. From the perspective of the
services, CIs enable the outsourcing of privacy manage-
ment. The CI, therefore, consolidates the consenting prac-
tices of many services and the consenting decisions of
multiple individuals, in a conceptual change to the
current dispersed practice as shown in Figure 1.

CIs strive to provide individuals with better control
over their personal data, which is expected to lead to
better privacy and larger benefits from their data.
A recent opinion published by the European Data
Protection Supervisor (2016), for example, sees the
PIMS services, backed up by GDPR, as potentially
leading to the empowerment of users. Yet empower-
ment and control might be illusory if making sense of
the consequences of data disclosure decisions does not
become easier than it currently is. In addition, CIs also
introduce a new party in the consenting process, which
may also have its own aims and incentives.

Analysis

We start by looking at the changes the intermediary
may bring to the consenting process, and then go
through how these changes could help overcome the
obstacles. We conclude the analysis by addressing the
nature of privacy self-management obstacles.

How could a consent intermediary change
consenting?

Simply bringing consents under one control interface
has the potential to make privacy self-management
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easier. It can help individuals make sense of the whole,
be aware of past decisions, and take them into account
in future decisions. This is particularly true if the CI
presents consents in a comparable format. An overall
view can help in situations in which privacy manage-
ment fails due to individuals not being aware of
the totality of their own decisions, which is, in light
of the identified obstacles, a part of the problem but
does not cover nearly all of its aspects.

Bigger changes can happen if the CI takes advantage
of its intermediary position and builds new tools to aid
decision-making, for example, by employing concepts
which are already commonly used in other online ser-
vices. Without an intermediary between individuals and
data users, it would be much harder to build these tools.

First, online services and marketplaces routinely
employ recommendations, predictions, ratings, and
crowdsourcing to provide their users tailored informa-
tion. In smartphone platforms, users give permissions
to applications they install, and making privacy-con-
scientious decisions requires accounting for how the
applications likely use those permissions. Liu et al.
(2016) propose a ‘privacy assistant’ which provides per-
sonalised recommendations for application permissions
based on user profiling. It is possible to apply a similar
approach to the more general issue of providing con-
sent. An intermediary service can leverage consent
metadata, including information contained in consents

themselves, and information on other users’ actions
regarding consents to provide more information at
the point of decision. In experimental settings, timely
presentation of privacy information has been found to
lead to more privacy-protecting decisions (Kelley et al.,
2013), and designs which highlight the implications
of decisions have been found to have a similar effect
(Harbach et al., 2014).

Second, there are several ways to automate actions
based on, for example, rules and profiles. With a CI, it
might be possible to automate some practical consent
decisions. This might include straightforward recom-
mendations based on preferences; users indicate their
preferences, and the intermediary then recommends
actions based on them. Privacy preferences can also be
deduced automatically using data analysis, as has been
done for privacy settings on Facebook (Fang and
LeFevre, 2010) and for mobile applications (Liu et al.,
2016). In the context of mobile applications, recommen-
dations for access permissions by experts (Rashidi et al.,
2015) and crowdsourcing (Agarwal and Hall, 2013) have
also been proposed. With consents, individuals could
similarly choose to automatically follow the recommen-
dations formed collaboratively by engaged users or
provided, for example, by a privacy advocacy group
or a commercial provider.

Third, companies are fundamentally dependent on
individuals as their data sources, and this position

Figure 1. The conceptual change of the consent intermediary approach.
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could be leveraged for more favourable terms of data
use. Currently, the position of individuals is charac-
terised by low bargaining power over these terms.
Attempts to balance similar asymmetries are in many
other contexts based on the disadvantaged parties orga-
nising as a collective actor rather than as individuals,
including well-known examples of consumer interest
lobbies and unions in labour market negotiations.
The CI could act as a platform for collective action to
balance these power asymmetries by leveraging the pres-
ence of others in the same decision-making situation.

How could these changes help overcome
the obstacles?

Timing and duration. As noted above, making informa-
tion on consents viewable from a single point has the
potential to increase individuals’ awareness of the long-
term aspects of privacy management. This could help
individuals make decisions in a more systematic
manner, particularly by mitigating the timing issue in
the sense that the long-term effects of decisions can be
better taken into account. Making sense of the whole
can also be made possible by making use of consent
metadata. For example, an individual might be made
aware of all actors who have access to certain kind of
data. It would be straightforward for the CI to employ
nudges to revisit previous decisions (Liu et al., 2016) to
see whether they still accurately represent current pref-
erences. Prompts to re-evaluate consent might be issued
periodically or be based on changed conditions such as
the provision of new consent for similar purposes.
Nudges and prompts could bring benefits similar to
those of proposals for periodically expiring consents
(Custers, 2016; Mayer-Schönberger, 2011), but would
likely also exhibit similar problems; for some, they
would likely be just another forced click of an ‘agree’
button without much thought (Custers, 2016).

Non-negotiability. Broad, non-negotiable consents make
sense to many companies, as their business models
drive them to make privacy policies as general as pos-
sible in terms of the quality, quantity and possible uses
of personal data (Custers, 2016; Srnicek, 2017).
Implementing negotiability of privacy policies, for
example, by using smart contracts, may be costly in
service design sense. Also, tweaking privacy policies
before accepting them increases the decision-making
effort required from individuals, and customised con-
sents lead to the production of additional metadata and
complicate data management (Custers, 2016). Despite
the incentives for non-negotiable consent, there is noth-
ing which fundamentally prohibits negotiations. To the
extent that the lack of negotiations is attributable to
each individual having low bargaining power against

data collectors, individuals could organise as a collect-
ive entity to leverage the dependence of organizations
on them as data sources. We argue that such collective
action is difficult to achieve without some kind of coor-
dinating entity, and the CI could act as one. Introducing
an intermediary between individuals and data-collecting
entities would, in any case, affect the power balance of
the situation, and in the best case this would help indi-
viduals have a say over the terms under which their data
is used. However, it seems safe to assume that the inter-
mediary might leverage its position also for its own bene-
fit, which may or may not align with the interests of the
individuals.

Scale. Given the amount of effort expected from indi-
viduals, the scale problem seems difficult to overcome.
However, we argue that it is not a problem of principle
but is largely due to how privacy self-management is
implemented in practice. Making each decision simple
enough, or gathering many small but similar decisions
under one higher-level decision, would make the whole
decision-making effort more manageable. Automation
and aides which help identify important decisions would
work in this manner. Practical questions include whether
or not it is possible to simplify decisions enough while
fulfilling both the expectations individuals have of the
ability to affect each decision, and the requirements
data protection regulations place on the way consent
is provided.

Aggregation. Data aggregation is an obstacle which is
difficult to tackle in principle, as latent data emerges
only ex post, after decisions have been made. The rela-
tionship between disclosed data and the consequences
of this disclosure are therefore obscured, and latent
data can make meaningful analysis of costs and benefits
impossible. While it is likely impossible to fully over-
come this obstacle, some improvements to the current
situation can be envisioned. Making people aware of
known outcomes of data aggregation, based not only
on their own but also on others’ past decisions, could
help them become better informed about potential
latent data. Consent metadata can, for example, be
aggregated across individuals and used to provide
information on what data others have chosen to dis-
close. Simply explaining the likely purpose of a mobile
application’s permission request has been found to play
an important role in privacy decisions (Liu et al., 2016).
Metadata can also be used to form predictions of likely
consequences of disclosure decisions without access to
the actual disclosed data, for example, predicting the
potential revealing of contextual data based on location
data alone, if others have already provided contextual
and location data (Bellovin et al., 2013). Such conse-
quences are, of course, a moving target, and predictions
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would necessarily be coarse, but they might still be
better than the heuristics individuals currently have
to rely on.

Downstream uses. To the extent that downstream uses of
data happen with user’s consent, it is possible in prin-
ciple to make it easier to take these uses into account in
privacy decisions. For example, by combining consent
metadata with other data sources, the network of data
flows originating from the initial data collectors could
be tracked in a manner similar to tracing the relation-
ships of online ad platforms (Helmond and van der
Vlist 2016), and visualising them might make sense-
making easier. Naturally, the possibility of increasing
transparency is limited to data flows which are con-
sented to and trackable – excluding, for example,
downstream uses through surveillance or data leaks.
In addition, structural constraints of the data industry,
such as opaque business practices and analytical layers
which separate data sources from data uses, limit
efforts to increase transparency (Crain, 2016).

Cognitive demands. The cognitive limits of human deci-
sion-making fundamentally restrict cost–benefit ana-
lyses. An obvious way to tackle this problem is to
make decisions less demanding. On-time provision of
relevant information could make it less demanding to
be informed, but all efforts to make now-opaque con-
sequences of data disclosure transparent run the risk of
making each decision even more complex. Here, as in
the context of the scale problem, one solution facili-
tated by a CI is to change the nature of the decisions;
instead of considering each decision separately, an
overall decision could be made on privacy management
principles. The CI would offer a limited choice of more
or less conservative privacy profiles, and then would
recommend actions based on those profiles. At the
extreme end, technically nothing prevents totally auto-
mated consenting, so that the intermediary would
automatically provide consent on behalf of the individual
or revoke consent from services no longer in use.
Such solutions, however, may be at odds with current
privacy regulations.

Social norms. The adherence to social norms makes an
individual’s privacy decisions dependent not only on
their private costs and benefits, but also on others’
expectations about those decisions. Tools which help
evaluate the consequences of disclosure affect the pri-
vate aspects of decisions to disclose data, and to the
extent that social norms regulate those decisions,
tools do not help. The obstacle that norms place in
the way of privacy self-management is, therefore, insu-
perable within the individuated model, regardless of the
privacy management tools developed. Of course, it

should be kept in mind that norms with respect to the
disclosure of data are not fixed, and they may change
over time.

Social data. There is a fundamental inconsistency
between privacy self-management and the social
nature of personal data. Social data makes my privacy
dependent on the choices of others (and vice versa). My
goals and privacy preferences might be contradictory to
those of others, and the private benefits someone draws
from disclosing social data might, from their perspec-
tive, overcome the private costs imposed on others.
While the interdependencies of decisions and the
consequences of my decisions on others can be made
more visible by using tools similar to those discussed
above, no amount of awareness will solve this funda-
mental tension.

How difficult are the obstacles?

A key dilemma in all the discussed improvements to
privacy self-management is that tools should help
individuals take more complexity into account, and
at the same time render decision-making easier.
By revealing more of the consequences of data pro-
cessing, we make the individual better informed, but
this also makes decisions cognitively more demanding.
Therefore, it seems to us that progress could best be
made if CIs provided privacy management features
on all of the three fronts described above. While not
all the privacy self-management obstacles can be
overcome, evaluation aides, decision automation and
collective action have the potential to lead to better
privacy self-management.

Based on our analysis, we can also deduce something
about the nature of the privacy self-management
obstacles. Some of them seem to be more practical in
nature, and potentially solvable by developing tools for
privacy management. Timing and duration, non-
negotiability and the scale problem can, in principle,
be solved by rethinking practices and providing new
kinds of privacy management tools. While we consider
these problems to be solvable in the sense that they are
practical, it does not mean that they are easy to solve.
At the other end of the spectrum, obstacles which
feature social dimensions exhibit fundamental tensions
with the individuated privacy self-management model
and are therefore insuperable, unless the individuated
principle of the model itself is changed. In between are
the cognitive demands of decision-making, aggregation,
and downstream uses of data. Privacy management
tools can help to mitigate them, but they are challen-
ging issues and exhibit aspects which we consider likely
to be unsolvable. Table 2 presents this rough, by
necessity, categorisation.
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Discussion

Our overview of the potential of the CI approach was
largely positive in nature, in that we looked at the possi-
bilities of developing features which are potentially bene-
ficial for individuals. It is clear that the restrictions of the
approach, the implications of the CIs, and the limitations
of privacy self-management also merit discussion.

To begin with, the CI approach rest on the assump-
tion that people are inclined to manage privacy. While
the experienced lack of control and implicit means used
to gain some control exhibit a demand for better privacy
self-management tools, some might simply be happy
with current services. It is likely that new tools for priv-
acy management alone will not overcome disinterest.

The existence of economic incentives to maintain the
current state of affairs should not be overlooked.
The production of latent data is ingrained in the busi-
ness models of many online companies (Srnicek, 2017;
Zuboff, 2015); therefore, it is one underlying reason for
the extensive collection of personal data in the first
place. If the privileged position of organisations
which collect and use data is an outcome of privacy
self-management (Coll, 2014), then the current scatter-
ing of consents and the associated difficulties in privacy
self-management serve existing business interests.
Attempts to change the existing consent practices are,
therefore, likely met with resistance. Here, legal devel-
opments such as GDPR can have a significant impact.

For several of the privacy management obstacles,
it is evident that the problem is connected to the

fundamental assumption of the privacy self-manage-
ment model: that individuals themselves consider
costs and benefits of data disclosure case by case.
As outlined above, these problems could be managed
by automating or delegating decisions. The level of
abstraction can be increased, and the decision would
then concern the rules of automation or to whom the
decision would be delegated. Therefore, automation
and delegation of consenting decisions could well lead
to a better outcome, on the whole. The extent to which
these actions are possible within current regulatory con-
texts is an object of research in its own right.

This assumption also makes privacy self-manage-
ment an inherently individuated model. The social
dimensions of personal data are hidden by framing
the issue as ‘my data’ which is ‘about me’ (Crabtree
and Mortier, 2015). This framing leaves open the ques-
tion of social data which is not only about me, and
focusing on individual cost–benefit analysis downplays
the role of the norms which affect decisions. While it
can be possible to make the social and societal conse-
quences of data disclosure decisions more transparent,
private cost–benefit analyses can still fail to take
common good into account, which has the risk of lead-
ing to only locally optimal solutions; sometimes taking
a broader societal or collective view may lead to a
better, globally optimal solution. It would therefore
be misleading to think about the social obstacles to
privacy management as ‘problems’ which new consent
practices can ‘solve’. Rather, they are features of the
privacy self-management model and present an inher-
ent tension which cannot be overcome without chan-
ging the underlying individuated principle of the model.
The obvious question, then, becomes how to take the
collective aspect into account in the relationships
between individuals and data collectors. Concepts
such as networked privacy (Lampinen, 2015) and focus-
ing on the group rather than the individual as the start-
ing point of privacy (Taylor et al., 2017) pave the way
towards such alternative models. While this conceptual
discussion is ongoing, practical experiments in collect-
ive privacy management are underway in more limited
contexts, for example, developing an extended notion
of ownership of digital content and providing tools
which help in reaching collective decisions regarding
such content (Squicciarini et al., 2009). It might be pos-
sible to extend solutions like this to the more general
context of consent as well, which would amount
to developing a model to achieve common good from
an individual privacy management starting point.
CIs can likely function as platforms which facilitate
the building of tools from these wider points of view
as well. However, the individuated approach required
by privacy regulations might render such solutions
non-compliant.

Table 2. Potential to overcome obstacles with privacy

self-management tools.

Solvable

Timing and duration Practical problem of making it feasible

to revisit decisions and revoke

consent.

Non-negotiability Practical problem of negotiating power.

Scale Practical problem of making each deci-

sion easy enough.

Challenging

Aggregation Possible to mitigate by increasing

awareness of latent data.

Downstream uses Possible to mitigate by providing infor-

mation on consented and traceable

data flows.

Cognitive demands Possible to mitigate by changing the

nature of decisions.

Insuperable

Social norms Cannot be overcome within the indi-

viduated model.

Social data Cannot be overcome within the indi-

viduated model.
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While forms of automation could lead to easing the
cognitive load of decision-making, automation does not
come without its own trade-off: decision-making power
is transferred to those forming profiles and recommen-
dations, such as algorithm designers. More generally,
given the power invested in intermediary positions
between user and data-using entities, we should pay
close attention to how intermediaries make use of this
power. Intermediaries could channel collective action
and set up governance mechanisms which participating
organisations are expected to follow, which could well
work favourably for individuals. But we should not
assume this is the only possible outcome. The inter-
mediary also has the capacity to affect the behaviour
of its users, for example through discreet nudges or
outright limits to choices. This leads to the possibility
of coaxing users towards behaviours which serve its
own ends. This also renders the intermediaries tempting
targets for attacks, both for the troves of information
they contain about the individuals in the form of con-
sents, profiles, and policies, and for the power of influ-
encing the individuals in their privacy decisions.

Conclusions

As we will live with the consent-based privacy self-man-
agement model for some time, it pays to investigate ways
to make it better. From the recent developments of per-
sonal data services, we identified the concept of CIs
which gather privacy decisions under a single control
point. Based on our analysis, this provides only some
direct remedies to the obstacles which currently hinder
privacy self-management. However, intermediaries could
be leveraged to develop tools to mitigate obstacles, help-
ing people understand the decisions they make, better
evaluate their consequences, and simplify the decisions
themselves. We conclude that it is indeed possible to
make privacy self-management work better, and some
of its obstacles seem to be even solvable with new
tools. However, not all of the obstacles can be tackled
this way. Some obstacles seem challenging in the sense
that they could be only mitigated but likely not solved.
Finally the inherent problems related to individual-cen-
tricity of the model lead to insuperable problems that
could be better approached if its individuated assump-
tions were relaxed.
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