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A B S T R A C T   

Currently, popular methods for prenatal risk assessment of fetal aneuploidies are based on multivariate proba
bilistic modelling, that are built on decades of scientific research and large-scale multi-center clinical studies. 
These static models that are deployed to screening labs are rarely updated or adapted to local population 
characteristics. In this article, we propose an adaptive risk prediction system or ARPS, which considers these 
changing characteristics and automatically deploys updated risk models. 

8 years of real-life Down syndrome screening data was used to firstly develop a distribution shift detection 
method that captures significant changes in the patient population and secondly a probabilistic risk modelling 
system that adapts to new data when these changes are detected. Various candidate systems that utilize transfer 
-and incremental learning that implement different levels of plasticity were tested. 

Distribution shift detection using a windowed approach provides a computationally less expensive alternative 
to fitting models at every data block step while not sacrificing performance. This was possible when utilizing 
transfer learning. Deploying an ARPS to a lab requires careful consideration of the parameters regarding the 
distribution shift detection and model updating, as they are affected by lab throughput and the incidence of the 
screened rare disorder. When this is done, ARPS could be also utilized for other population screening problems. 

We demonstrate with a large real-life dataset that our best performing novel Incremental-Learning-Population- 
to-Population-Transfer-Learning design can achieve on par prediction performance without human intervention, 
when compared to a deployed risk screening algorithm that has been manually updated over several years.   

1. Background and significance 

Population-based prenatal screening provides the means for identi
fication of various adverse pregnancy-related outcomes early in preg
nancy in order to provide prophylactic treatment, greater clinical 
monitoring to monitor disease progression and optimise timing of de
livery. Currently, the most common prenatal screening tests are for fetal 
aneuploidies, specifically Down syndrome or Trisomy 21 (T21) in the 1st 
trimester using the combined test [1]. This test combines the results 
from maternal blood analysis, fetal ultrasound examination with rele
vant maternal obstetric history and socio-demographic information to 
produce a personalised estimated risk [2]. Software used to estimate this 
risk use published algorithms employing multivariate probabilistic 

models whose probability distributions are the result of decades of sci
entific research and large-scale multi-center clinical studies [2–4]. These 
probabilistic models in addition require all continuous measurements 
used to be standardised prior their use by expressing all measurements 
as a multiple of the expected median (MoM) [5] level in pregnancy, 
maternal physical size, current and past pregnancy history and 
socio-demographic factors. 

In practise, when risk software are deployed to the field, the models 
are rarely updated [6], frequently not adapted to local population 
characteristics [5] and only revised if a laboratory screening perfor
mance significantly deviates from expected levels. In addition, the 
generalisability and therefore usefulness of probabilistic models in an 
unseen patient population can be limited, as they rely on the assumption 
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that any unseen population will have similar characteristic to that of the 
original population used to create the initial model [7]. Risk models 
developed in one part of the world and then utilized in another can 
result in reduced prediction performance of the model simply due to the 
population differences between the two places [8]. In addition, popu
lation characteristics in a region of a screening laboratory can also 
change over time [9,10]. Furthermore, changing the models requires 
individual laboratories to have technicians who possess the requisite 
analytical skills to revise models and assess the impact of any on changes 
on screening performance. Few laboratories however possess such 
individuals. 

One alternative would be to use an automated adaptive risk pre
diction system (ARPS) in parallel with the risk software to monitor, 
revise and assess models in the risk software. Automation would 
potentially allow the risk estimation software to incrementally learn (IL) 
and adapt models to local variance and populations over time through 
continuous feedback [11]. ARPS would also monitor distribution 
changes of the data and activate the learning process or training when it 
detects enough deviation, thus eliminating the need to unnecessary 
re-train the used model at every point in time when new data arrives, 
which is demanding in terms of computing resources. Systems for 
adapting from one domain to the next have been proposed in the past 
[12–15], and more than often they are developed for a specific task in 
mind. Moving away from the mindset of static risk prediction models 
and towards locally adapting systems with a quality control based on 
clinical significance would be the next steps for risk prediction. To our 
knowledge, this has not been addressed in scientific literature in terms of 
prenatal screening risk algorithms. 

2. Objective 

The objectives of this study are firstly to design a method for 
detecting distribution shifts in terms of feature variables used in T21 risk 
prediction, secondly develop a probabilistic risk modelling system that 
adapts to new data when these shifts are detected. To this end, statistical 
testing methods and incremental learning and population-to-population 
transfer learning with neural networks are investigated. The resulting 
system should achieve better automation for model updating while 
maintaining the clinically feasible performance. Also, it should be 
parameterizable for determining the sensitivity of the shift detection, 
and model updating should be based on clinically significant perfor
mance. The prediction performance of our proposed system is also 
simulated with a real-life dataset that contains data collected in over 8 
years. The historical risk prediction results produced by the currently 
deployed lab’s model [16] and our previously published static model 
[17] are used as a benchmark for screening performance. 

3. Materials and methods 

3.1. Study data 

Anonymised patient screening and pregnancy outcome data of 
women having a singleton pregnancy were extracted from the screening 
database of the Obstetrics Screening Laboratory of The Department of 
Obstetrics and Gynaecology of The Chinese University of Hong Kong for 
the period between July 2011 and June 2019 inclusive. All women 
attended the Hong Kong Hospital Authority Universal Down Syndrome 
screening test at 11–13 + 6 weeks’ of gestation. Fetal ultrasound bio
markers were documented in a standardised manner at the time of 
screening and maternal blood was analysed using standard commercial 
biochemistry analysers for levels of pregnancy related hormones known 
to be associated with occurrence of T21. The dataset contained 117 753 
unaffected and 270 confirmed T21 affected pregnancies. All of the 
participants signed an Institutionally approved consent form specific to 
Aneuploidy screening. An audit and analysis of pregnancy outcome in 
women undergoing screening was approved by the Joint Chinese 

University of Hong Kong – New Territories East Cluster Clinical Research 
Ethics Committee (CREC Ref No. 2012.538). Table 1 summarises the 
anonymised data set according to T21 status. This retrospective dataset 
provided a record of real-world clinical use of the commonly used T21 
algorithm [2] over an 8 year period. The Laboratory has previously re
ported that 1) it detected 90% of T21 affected pregnancies in a consis
tent manner since 1st trimester combined screening test was introduced 
in 2003; 2) that 5–6% of screened pregnancies with a risk cutoff of 1:250 
are screened as high risk [16,18]. This method represents the predicate 
and benchmark against which the adaptive system is compared. 

The anonymised dataset contained information on fetal viability, 
fetal nuchal translucency (NT) thickness, fetal crown rump length (CRL) 
and absence of major fetal abnormalities. For all patients, maternal 
blood samples were collected on the same day as the measurement for 
determination of T21-related biomarkers pregnancy-associated plasma 
protein A (PAPP-A) and free human chorionic gonadotropin beta 
(fhCGβ) concentration levels using either the KRYPTOR (ThermoFisher 
Scientific, Hennigsdorf, Germany) or DELFIA Xpress analyzers (Perki
nElmer, Turku, Finland). Measured NT, PAPP-A and fhCGβ were con
verted to their MoM value using previously published expected median 
values in Chinese [19]. Gestational age at the time of screening was 
determined from CRL using a previously published Chinese dating 
formulae [20]. 

Feature selection was dictated by the clinical task, as only the vari
ables related to T21 combined test were used in this study. Data pre
processing for this study was minimal, as we didn’t want to alter the 
routine nature of the dataset and all data were validated against the 
laboratory referral form at the time of initial screening. The descriptive 
statistics of the feature variables in the study data are listed in Table 1. 

The utilization of IL or any adaptive method requires the definition 
of a data block, i.e. in what increments is the data stream processed [11]. 

Table 1 
Descriptive statistics of the feature variables. Statistical difference of cases and 
controls were tested with one-way ANOVA [21] for continuous variables and 
Chi-square test [22] for the categorical values.   

Control (N =
117753) 

Trisomy 21 
(N = 270) 

Total (N =
118023) 

p value 

Maternal Age 
(years)    

<0.001 

Median (Q1, Q3) 32.45 (29.45, 
35.45) 

37.20 (33.84, 
40.18) 

32.46 
(29.45, 
35.46)  

Maternal Weight 
(kg)    

0.518 

Median (Q1, Q3) 54.10 (49.40, 
60.20) 

54.35 (49.08, 
60.85) 

54.10 
(49.40, 
60.20)  

GA sampling (wks)    0.369 
Median (Q1, Q3) 88 (85, 91) 87 (85, 90) 88 (85, 91)  

Ethnicity    0.500 
East Asian 116909 

(99.283%) 
269 
(99.630%) 

117178 
(99.284%)  

Afro-Caribbean/ 
Caucasian/South 
Asian/Other 

844 
(0.717%) 

1 (0.370%) 8845 
(0.716%)  

Smoker    0.925 
No 112379 

(95.436%) 
258 
(95.556%) 

112637 
(95.436%)  

Yes 5374 
(4.564%) 

12 (4.444%) 5386 
(4.564%)  

NT MoM    <0.001 
Median (Q1, Q3) 1.02 (0.91, 

1.17) 
1.99 (1.48, 
2.80) 

1.02 (0.91, 
1.17)  

fhCGβ MoM    <0.001 
Median (Q1, Q3) 0.96 (0.66, 

1.46) 
1.76 (1.16, 
2.73) 

0.96 (0.66, 
1.46)  

PAPP-A MoM    <0.001 
Median (Q1, Q3) 1.01 (0.72, 

1.41) 
0.46 (0.31, 
0.74) 

1.01 (0.72, 
1.40)   
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This block size should scale to the analysis throughput of the screening 
lab, while considering the minimum required observations for the sta
tistical distribution changes detection to function properly. Also, the 
incidence of the screened rare disorder needs to be considered when 
determining a proper data block size. For our research, different block 
sizes were estimated based on our study data, which contained 118 023 
patient records or observations over 8 years, approximately 1229 ob
servations per month. For simplifying the data block determination, the 
block representing a month was rounded down to 1000 observations. 
From there, data blocks for one day, week, quartile, half year and a year 
were estimated, and are represented in Table 2. 

3.2. Distribution shift detection 

Variables used for risk prediction can be susceptible to variance from 
different sources. All data have the small probability of containing data 
registration errors [23], which are sometimes close to impossible to 
recognize. Sources of variance that can be mitigated commonly relate to 
factors affecting sample measurement, such as laboratory-to-laboratory, 
instrument-to-instrument and operator-to-operator variance [24], along 
with seasonal effects that can affect the biochemical testing process. 
These are addressed to a varying degrees by the MoM procedure [5] 
which is used to reduce the laboratory-to-laboratory variance. If the 
population median is updated regularly, it can reduce other sources of 
variance that are affected by time. MoM is however commonly used for 
biochemical and biophysical measurements only [25], in order to 
standardize information of significant predictor of outcome. 

Mother’s pregnancy history and demographics are also susceptible to 
sources of variance, but they are usually not scaled or adapted to local 
differences. The proportions of different ethnicities and what is 
considered a common body-mass index can vary from country to 
country, and within country as a function of time [26]. This is evident in 
our study data as well; Fig. 1 depicts the monthly median of the maternal 
weight in screening results collected in Hong Kong over eight years, 
where seasonality within a year can be seen but also the steady rise of 
maternal weight overall. 

Detection of such distribution shifts [27] and shape changes over 
time enables a risk system to adapt to them. A feasible detection method 
would monitor every feature variable, so it would have to accommodate 
different data types. For T21 risk prediction, feature variables consist of 
continuous and categorical data. Testing for differences in old and new 
data medians of continuous distributions can be done using a 
nonparametric Mood’s median test [22], as the assumptions about 
sample variance are more relaxed when compared to the widely used 
one-way ANOVA [21]. As for distribution shape, a nonparametric two 
sample Kolmogorov-Smirnov test [28] can be used to compare the cu
mulative distributions of two samples. Distribution differences in cate
gorical data on the other hand can be tested with Chi-square test of 
independence via a contingency table [22]. Our method consists of using 
these three tests for appropriate feature variables according to their data 
type, this is described in Table 3. 

After the testing, the produced p values are adjusted with the Bon
ferroni correction [29]. This is done to reduce type 1 error or false 
positive error when conducting multiple statistical tests. After this, each 
of the adjusted p values are compared against a p value cutoff for 

significance called the global p value cutoff or GpVC, and it is a tuneable 
parameter of how sensitive the method is to finding differences. If any of 
the feature variables are found to have a distribution shift, the system 
continues to fitting a candidate model on the assumption that any shift is 
due to underlying populations change and not equipment failure. The 
method does not consider any prior information about the data nor the 
clinical relevance of the differences, it is used for finding events of nu
merical difference and then triggering learning and evaluation steps in 
the risk system. A laboratory should adapt to their own specific GpVC 
value, as the proper cutoff determination depends on the local patient 
population and the screening test used. The proposed distribution shift 
detection schema is depicted in Fig. 2. 

3.3. Incremental and transfer learning 

While the data block sizes are determined by the estimated 
throughput of the lab, different data processing strategies can be used 
with IL. These relate to the way historical data is utilized; the cumulative 
strategy is to include all historical data during fitting the updated 
models, while the windowed strategy limits training data to a certain 
period. The sufficient amount of adaptivity demonstrated by an incre
mentally learning ARPS relates to the stability-plasticity dilemma [30], 
where the idea is that in a learning system sufficient adaptability is 
required for integrating new knowledge, while retaining stability to 
prevent forgetting of important past knowledge. Cumulative strategy 
can be thought to be most stable version of IL as all previous knowledge 
is retained, while windowed strategy forces plasticity to the model 
fitting process. Both strategies are experimented with our proposed 
ARPS. 

When a shift event is detected, the system fits a candidate model 
from the historical data using a data processing strategy. This model is a 
deep fully-connected artificial neural network (DNN) with same archi
tecture as our previously published T21 risk model, which achieved 
improved performance when compared to a commonly used T21 algo
rithm which is based on multivariate logistic regression [17]. Neural 
networks are also suitable for IL due to the nature of mini-batch sto
chastic gradient descent optimization [31], as you can continue model 
fitting with new data. After fitting, the performance of the candidate and 
current models are calculated. The chosen performance metric should be 
appropriate for our problem of T21 screening, which is a binary classi
fication task with significant class imbalance because the incidence of 
T21 is roughly 1 in 700 [32]. Because of this, relevant literature 
commonly reports true positive rates (TPR) at clinically significant false 
positive rates (FPR) along with the more general area under the curve 
(AUC) from a receiver operating characteristic curve (ROC) [33]. For 
our model updating, the chosen metric was the partial AUC (pAUC) [34] 
of 0%–10% FPR, as this represents the clinically significant FPR range 
for this application. Plain AUC, average precision from a precision-recall 
curve [35] and F1 score [36] were initially investigated but not used due 
to lesser prediction performance when compared to pAUC of 0%–10%. 
The diagram of our proposed ARPS is in Fig. 3A. 

The first model in ARPS that would be deployed to a screening lab 
without any historical data will more than likely perform poorly, either 
due to small training data amount because of small data block size, or 
that the training data contains little or no positive cases due to T21 
incidence. To mitigate this, transfer learning or TL can be used with DNN 
models to start with an existing model fitted with data from a different 
problem domain [37]. The network architecture is partially frozen, and 
only some of the last layers are actively fitted to the study data. This 
way, the existing knowledge that resides in the fitted parameters of the 
frozen layers can be leveraged. TL has been successfully utilized in other 
clinical domains [38]. In our research, our previously published 2018 
T21 risk model (named as NN2) [17] that is fitted to a significantly 
different population will serve as the basis for population-to-population 
TL in an IL manner that we call IL-P2P-TL, similarly to domain adap
tation [39]. Class imbalance of the data during training was considered 

Table 2 
Data block sizes in the study.  

Data block Estimated time 

36 Day 
250 Week 
1000 Month 
3000 Quartile 
6000 Half year 
12000 Year  
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by utilizing cost-sensitive learning [40]. For utilizing TL properly, same 
categorical levels of variables should be used. South Asian and East 
Asian ethnicities were recoded as Asian to achieve compatibility with 
our previously published model. This proposed method is depicted in 
Fig. 3B. A comprehensive description of our model architecture is 
described in the Supplementary material. 

3.4. Experimental overview 

Our experiments are divided into two phases: parameter and data 
processing strategy investigation with the proposed distribution shift 
detection method, and risk prediction performance evaluation of the 
resulting different ARPS versions. In the first phase, by conducting a grid 
search of a range of GpVC values and data block sizes for both 

Fig. 1. Monthly median of maternal weight calculated form the study data. Each year is marked with a vertical line, and a linear regression line (blue) highlights the 
population change over time. 

Table 3 
Features variables of T21 risk prediction and statistical tests used for 
detecting their distribution shifts.  

Feature Test 

Maternal Age Moods median test 
Maternal Weight 
GA sampling 
Ethnicity Two sample Kolmogorov-Smirnov 
Smoker 
NT MoM Moods median test 
fhCGβ MoM 
PAPP-A MoM  

Fig. 2. Schema figure of the proposed distribution shift detection. For every feature variable, appropriate statistical test is used between historical and new data for 
determining the statistical significance of the difference. The chosen global p value cutoff or GpVC is then corrected of type 1 error with Bonferroni correction. After 
this, the values are compared against the corrected GpVC, and if any of them is at or below it then the new data is flagged for distribution shift. The GpVC can be 
adjusted for determining the sensitivity of the detection. 
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cumulative and 2-block windowed strategies while iterating through the 
whole study dataset, the number of detected distribution change events 
will be investigated. Initial testing revealed that the window sizes of 
three or less behaved similarly, while window sizes over three behaved 
similarly to the cumulative strategy, so the window size of two was 
chosen for experimentation. In the second phase, all combinations of 
distribution shift detection parameters, data processing strategies and 
TL utilization will be compared against the predicate method and our 
previously published DNN model. This will highlight whether high- 
stability or high-plasticity IL is beneficial, if TL is beneficial and does 
the best performing automatic ARPS match the performance of the 
predicate. In our experiments, we assume that the outcome information 
of the patient arrives at the same time. This is not the case in real-life 
screening however, where the real outcome arrives to the lab with 
some delay. In routine use, the distribution shift detection would func
tion the same, while training a candidate model would wait for the 
outcome information to arrive. Supplementary material contains the list 
of used software libraries and hardware. 

4. Results 

4.1. Distribution shift detection 

The distribution shift detection method was tested with various data 
block sizes representing different time points estimated from lab 
throughput, along with the GpVC values of 0.05–0.5 by 0.05 increments. 
These parameters with the resulting amounts of data distribution shift 
events were visualized as separate heatmaps shown in Fig. 4. From this 
plot we can see that the two strategies behave similarly with the block 
size of 36 or one day, while the windowed strategy detected smaller 
amount of shifts with all of the other block sizes and throughout the 
whole p value range. The most notable differences were with block sizes 
of 1000 and 3000. As the data block size was increased, the number of 
detected shifts decreased with the cumulative method. This was to be 
expected, as the number of total possible shifts decreases. However, the 
windowed strategy results in Fig. 4B demonstrate a decrease of detected 

shifts at data block of 3000, and the number of shifts is increased after 
this in data block of 1000. The authors speculate that seasonal effect 
components which can be seen from comparing the study data month to 
month and half-year to half-year are diluted with the data block of 3 
months, and thus the window strategy finds less shifts. As for the GpVC 
value, when it is increased the number of detected shifts increased with 
both methods. This was also expected behaviour, as the cutoff value for 
significance becomes more lenient. All the parameter combinations 
presented in Fig. 4 heatmaps were experimented with in the second 
phase of the study, so that the relationship between the number of 
detected shifts and the overall method prediction performance could be 
investigated. The full description of the results is depicted in the Sup
plementary material. 

4.2. System evaluation 

Phase one of the experimentation demonstrated that the cumulative 
and windowed data processing strategies generated significantly 
different amount of detection events and therefore affect the systems 
adaptability. The strategy along with the utilization of TL produced four 
candidate system designs: cumulative data processing with and without 
TL, and windowed data processing with and without TL. These four were 
all used to process through the study data, and their AUC performance at 
each data block and over the whole data were compared against the 
predicate methods. Comparing against our previously published model 
would demonstrate if TL is beneficial and comparing against the labs 
screening method would demonstrate if IL is beneficial and can the 
ARPS reach similar performance automatically. Every combination of 
GpVC and data block size were experimented with, these results are 
listed in the Supplementary material. GpVC value was found to be more 
meaningful for window and window TL, as different values had no 
significant effect on overall AUC with cumulative strategy -based 
methods. This is understandable; during the simulation as the old data 
set cumulates into big enough size that when it is compared against one 
data block for statistically significant differences, they are not produced 
due to the sample size differences. Data block size on the other hand can 

Fig. 3. ARPS diagram is depicted in 3A. New data n is introduced for data monitoring, where it is compared to existing data. If a distribution shift of any feature has 
been detected (1.), a candidate model is fitted. This can mean fitting a completely new model or utilize TL. n − 2 data is used for training and n− 1 for validation, 
while new data n is used for testing the performance of the current and candidate models with the pAUC metric. After this, if the candidate model produced better 
prediction results (2.), the current model is replaced by the candidate model. All the diagram outcomes trigger a data update procedure (dashed arrows), where new 
data n becomes validation data and n − 1 is added to the training data. IL-P2P-TL is illustrated in 3B. Initially, a pretrained neural network model fitted with a 
different patient population is used by the lab as a starting point (1.). The first two layers of the network are freezed, i.e. their weights and biases are not updated, and 
this knowledge is retained. As more new data is introduced, the last layers of the network are fitted to the specific patient population (2.), until the model has adapted 
and surpassed the original version in terms of prediction performance (3.). 
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be seen as a limiting factor, as the usage of bigger data blocks result into 
better overall AUC with all of the predicate methods. However, labo
ratories that have not yet cumulated years’ worth of data cannot utilize 
such data block sizes. The amount of data required to achieve clinically 
acceptable performance as early as possible is decreased when TL is 
used, as the window TL method achieves the performance of 0.96 AUC 
with GpVC of 0.05 and data block size of just 1000. These results along 
with all the other candidate and predicate methods are depicted in Fig. 5 
as a function of time. The plot showcases the fast adaptability of TL, as it 
provides the candidate models with the means to give predictions of 
feasible performance during the early phases of adaptation (data blocks 
from 1 to roughly 30). Without it, the cumulative system requires a 
significant amount of data for achieving similar performance that of the 
predicates, while the windowed strategy is the most unstable. 

Fig. 5 also demonstrates that with any candidate and benchmark 
models, at some time point some data block’s AUC is less than ideal, thus 
producing an outlier value. We believe this is because the block contains 
one or more T21 positive observation which is abnormal in terms of 
feature variables, and thus the system produces suboptimal AUCs for 
that block. The number of positive observations is limited due to the 
incidence of T21, thus making these observations highly impactful when 
calculating AUC of a block. The candidate system with a top median 
AUC and the best IQR was the windowed system with transfer learning. 

For the final comparison, performances over the whole study data 

with 0.05 GpVC and 1000 data block were investigated by calculating 
ROC curves. These results are listed in Table 4. Compared to our 2018 
model that was used as the backbone for TL, windowed TL system 
marginally improved the prediction performance, indicating that 
transfer learning with windowed incremental learning is beneficial, 
while transfer learning with cumulative data strategy was disadvanta
geous. Systems without transfer learning also performed poorly 
compared to the 2018 model. The screening lab algorithm performs as 
previously reported. 

5. Discussion 

Deploying an adaptive risk prediction system to a lab requires careful 
consideration of the parameters regarding the distribution shift detec
tion and model updating. Window strategy -based system enables the 
laboratory to start utilizing risk prediction early after starting their 
operation, and with TL the performance would reach a clinically 
acceptable state faster. The determination of GpVC for proper distribu
tion shift detection is critical in this case, and less so with cumulative 
strategy -based methods. Also, the data block size should scale with the 
throughput of the lab while considering the minimum amount of data 
needed for probabilistic modelling, as the incidence of rare disorders 
dictate the number of positive observations which are available for 
training models. The performance metric of model updating should also 

Fig. 4. Distribution shift results of the cumulative (4A) and window strategies (4B) as heatmaps. Number of detected shifts is plotted against data block size (Y-axis) 
and GpVC (X-axis). With both data processing strategies the number of events increases as the GpVC is increased, or as the p value cutoff gets more lenient. However, 
the size of the data block contributes more to the overall number of events for both strategies, as the number of maximum possible events decreases as the block 
size increases. 
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be adapted to the problem domain, where it would best represent the 
clinical significance. For the prediction task of T21, the pAUC of 0%– 
10% was experimented to yield best overall prediction performance. 

Our empirical experimentation shows that when we utilize distri
bution shift detection, the window data processing strategy provides a 
computationally less expensive alternative to continuously cumulating 

training data that also does not perform worse in terms of prediction 
performance. TL has shown to enable leveraging models developed with 
different patient populations as a backbone for adapting to the local 
population over time with IL. The ARPS can adapt to data over time in a 
clinically significant way, however closer inspection of the learning 
model’s fitted parameters would be the topic of future research, in 
addition to method generalization. We have demonstrated in the past 
that neural network models can perform better when compared to 
multivariate logistic models that are routinely used in this domain [17], 
however the explainability of neural network model fits and predictions 
are not at the same level as with logistic regression. We believe that this 
trade-off will be less severe in the future, as more effort is currently put 
into making neural network models more transparent [41]. 

The screening lab algorithm performed the best overall, however 
behind this performance there is extensive adjustment work done by one 
or more laboratory technician over the period of multiple years. With 
our best performing candidate system, we demonstrated on par perfor
mance of an adapting system that requires no human intervention. Few 
screening laboratories possess individuals with such analytical skills that 
can revise the analysis and understand the impact of those changes on 
screening performance. This highlights the impact of our proposed 
method, as screening labs with limited resources could utilize our so
lution and actively improve their screening performance. 

The prediction of T21 was experimented with our proposed ARPS, 
however with proper parameters it could be utilized to other problem 
domains. Relating to this, we produced promising results of using our 
published T21 prediction model as a backbone for improving detection 
of other chromosomal abnormalities such as T13 and T18 [42], the re
sults are appended in the Supplementary material. The core function
ality of ARPS could also be extended further. Multiple different models 
fitted for different block sizes could be used to account for small and big 
time frame changes in the data. We have successfully applied ensemble 
learning in the past [43], this could also be used to increase robustness 

Fig. 5. AUC prediction performance as a function of time for all candidate systems and benchmark models, results per data block. The “coin flip” value of 0.5 is 
depicted as a horizontal line. 

Table 4 
Prediction performance of the predicates and candidate models calculated over 
the whole study data. Candidate models were parameterized with 0.05 GpVC 
and 1000 data block. AUC and bootstrapped 95% confidence interval (1000 
bootstrap replicates) are presented, along with TPRs of 5% and 10% FPR. The 
best performing candidate model results are highlighted in bold.   

AUC (95% 
CI) 

TPR 
of 
1% 
FPR 

TPR 
of 
3% 
FPR 

TPR 
of 
5% 
FPR 

TPR 
of 
8% 
FPR 

TPR 
of 
10% 
FPR 

TPR 
of 
15% 
FPR 

Predicates 
Screening 

lab 
algorithm 

0.98 
(0.98,0.99) 

70% 85% 91% 94% 95% 98% 

2018 
published 
model 

0.96 
(0.95,0.97) 

44% 69% 79% 84% 87% 92% 

Candidates 
Cumulative 

system 
0.92 
(0.89,0.94) 

65% 74% 77% 80% 81% 84% 

Cumulative 
system 
with TL 

0.90 
(0.88,0.92) 

52% 66% 71% 75% 77% 81% 

Windowed 
system 

0.89 
(0.87,0.91) 

50% 59% 61% 65% 68% 72% 

Windowed 
system 
with TL 

0.96 
(0.95,0.97) 

60% 75% 82% 88% 90% 93%  
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or performance. Routine screening data is also commonly highly 
imbalanced due to the incidence of a particular outcome, for this 
problem we have previously published a GAN-based solution [44] which 
could be integrated into ARPS. Equations used in the MoM process that 
standardize the biophysical or biochemical measurement by factors such 
as gestational age could also be adjusted within ARPS. 

The main limitations of our study relate to method generalization. 
While our study data is extensive, it was gathered from one laboratory 
representing one patient population and region of sample collection. 
Collecting a data set of similar size from a different setting and testing 
the generalization of ARPS and its individual components would be the 
next steps of our research. 

We believe that TL and IL as methods are at the maturity level that 
they can be utilized for improving clinical risk prediction, as demon
strated by our research. IL-P2P-TL could enable a screening lab to start 
with an established prediction model, but over time adapt to their local 
population and improve the detection of positive cases. There is also a 
possibility of starting with a model for one outcome, and slowly branch 
out new TL models that are adapted to other outcomes, which are 
routinely so rare that feasible models cannot be constructed otherwise. 
By developing our adaptive system build on familiar concepts to clinical 
practitioners, we believe that ARPS could be a practical way to improve 
risk assessment related to clinical screening in general. 

6. Conclusion 

In this paper we propose a novel adaptive risk prediction system for 
the risk assessment of T21. We demonstrate with a sufficiently large real- 
life dataset that our best performing design can achieve on par predic
tion performance without human intervention, when compared to a 
deployed risk screening algorithm that has been manually updated. For 
this system to operate in a clinical setting with a feasible stability and 
plasticity, we also propose a novel distribution shift detection method 
that can be parameterized to fit the required sensitivity of the problem 
domain. 
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