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Abstract
Machine learning (ML) enables the analysis of large datasets for pattern discovery. ML methods and

the standards for their use have recently attracted increasing attention in organizational research;

recent accounts have raised awareness of the importance of transparent ML reporting practices,

especially considering the influence of preprocessing and algorithm choice on analytical results.

However, efforts made thus far to advance the quality of ML research have failed to consider the

special methodological requirements of unsupervised machine learning (UML) separate from the

more common supervised machine learning (SML). We confronted these issues by studying a com-

mon organizational research dataset of unstructured text and discovered interpretability and rep-

resentativeness trade-offs between combinations of preprocessing and UML algorithm choices

that jeopardize research reproducibility, accountability, and transparency. We highlight the need

for contextual justifications to address such issues and offer principles for assessing the contextual

suitability of UML choices in research settings.
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Introduction
By some estimates, over 80% of all data available for organizations are in the form of unstructured
text (Gandomi & Haider, 2015; Robinson et al., 2020). Organizations that employ these data in their
decision-making have been shown to be more successful than those that do not (Cao & Duan, 2017;
McAfee et al., 2012), which makes exploiting the vast quantities of available text data tempting. As a
potential means of benefiting from this data, machine learning (ML) has increasingly attracted atten-
tion from both industry and academia. In organizational research, ML offers vast potential through its
ability to identify patterns that researchers can apply for hypothesis development grounded in data,
further exploratory inductive or abductive research, or post hoc analyses of regression results for pre-
viously undetected patterns, among other applications (Choudhury et al., 2021). However, the task of
turning text into data analyzable by computers is not straightforward, as machines understand only
numbers, and transforming language into numbers involves many potential pitfalls (Cambria &
White, 2014).

In terms of ML applications, supervised machine learning (SML) has predominantly been used in
previous research (LeCun et al., 2015). SML algorithms construct a way of mapping inputs to
assigned outputs based on human-labeled training datasets. Although SML can discover useful
data patterns that have gone unnoticed by more traditional methods (Choudhury et al., 2021),
SML, through its use of predetermined labels, subjects data inferences to human presumptions
about what is to be and what can be discovered, resulting in increased concern over the lack of
accountability and transparency in such methods (Agrawal et al., 2020; Jain, 2017; Rosso, 2018;
Tonidandel et al., 2018). Moreover, labeling a dataset for use in SML is a slow, error-prone, and
costly process of human coding (Abney, 2007; Kobayashi et al., 2018b; Muslea et al., 2006), and
current data analysis methods already struggle to manage data’s exponential growth (Kuang et al.,
2015). In the face of such limitations, unsupervised machine learning (UML) becomes an increas-
ingly lucrative option for data analysis, as UML discovers data characteristics and patterns based
purely on the data itself, without preassigned labels (Ziegler, 2012). Thus, UML enables the discov-
ery of patterns independently of human presumptions, while also reducing the manual labor required
(Kuang et al., 2015).

With increasing use of ML for text mining in organizational studies, researchers have a greater
need to preprocess the natural language texts they intend to analyze. Preprocessing refers to the deci-
sions made prior to the analysis itself that determine how the words will be converted into numbers in
a way that decreases the complexity of the inputs in the analysis while also maintaining the interpret-
ability and reliability of the results (Denny & Spirling, 2017). As preprocessing choices are gradually
beginning to be recognized as crucial steps in ML with potentially radical impacts on the analysis
results (Denny & Spirling, 2017), the search for best practices has begun (Hickman et al., 2022;
Kobayashi et al., 2018a, 2018b; Schmiedel et al., 2019). For instance, Hickman et al. (2022)
attend to improving the reproducibility, validity, and transparency of text mining practices in orga-
nizational SML research by creating preprocessing recommendations for text data, since heretofore
the reporting of preprocessing methodology has been ununiform and obscure (Fokkens et al., 2013;
Hickman et al., 2022).

However, recommendations based on SML methodology do not automatically translate into UML
as such (Denny & Spirling, 2017). While there are similarities between SML and UML methodolo-
gies and their preprocessing steps and algorithms, the key difference between them lies in the fact that
it is not possible to reliably evaluate the validity of UML results in a numerical, objective manner
appropriate for evaluating SML results (Chang et al., 2009). In SML, objective numerical measures
exist for how well a predetermined task is performed; any assortment of preprocessing choices will
yield statistics on how well the data were categorized according to the predefined conceptualized cat-
egorization. The inference always remains a task performance measurement from which it is possible
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to objectively ascertain the best combination of both preprocessing techniques and algorithms
through testing and evaluating the performance values. On the other hand, despite existing quantita-
tive measures for UML evaluation, it remains an inherently subjective task of interpretation (Denny
& Spirling, 2017; Friedman et al., 2001). Hence, engaging in quantitative evaluation practices rele-
vant to SML in an inherently qualitative UML research setting may result in arbitrary or even pos-
sibly cherry-picked UML methodology selections. Currently there persists a lack of differentiation
between best practices for SML and UML in the literature. Thus, it is critical for the development
of the field to identify and discuss the issues of UML research separately from those of SML.

The possibility of biased practices raises healthy suspicion, considering the persistent lack of
transparency in contemporary UML research (Fokkens et al., 2013), as explicit consideration of
the impact that preprocessing has on UML results is frequently omitted (in, e.g., Bellstam et al.,
2021; Jeong et al., 2019; Kim & Chen, 2018; Westerlund et al., 2018; White et al., 2016). Similar
transparency concerns persist regarding algorithm choices (in, e.g., Agrawal et al., 2020; Bellstam
et al., 2021; Hannigan et al., 2019; Huang et al., 2018; Jeong et al., 2019; Westerlund et al.,
2018; Zhong & Schweidel, 2020), which are no less significant. Even when preprocessing is consid-
ered, the impacts that the researchers’ choices have on the results are overlooked (in, e.g., Ashton
et al., 2020; Choudhury et al., 2021; Lee & Kang, 2018; Talafidaryani, 2021; Zhong &
Schweidel, 2020), a practice that causes such choices to appear arbitrary. To tackle these issues,
this article demonstrates the requirements for accountability and reproducibility in UML. We empir-
ically explore how different preprocessing methodologies and algorithm choices affect UML analysis
results on a common dataset in organizations—a large set of relatively short, unstructured texts
(Schmiedel et al., 2019).

In this study, we build on the few exceptional studies that have considered the effects of using
different UML algorithms (Erzurumlu & Pachamanova, 2020; Lee & Kang, 2018; Talafidaryani,
2021) and the effects that the preprocessing measures utilized have had on the results (Erzurumlu
& Pachamanova, 2020; Huang et al., 2018; Schmiedel et al., 2019). We demonstrate the effects of
both preprocessing and UML algorithm choices and show that the decisions made on both fronts
have major impacts on the reproducibility, transparency, and accountability of UML research. Our
results demonstrate that the best practice in UML research is meticulous contextual justification of
methodological choices.

We investigate the outputs of UML data analysis regimes (i.e., combinations of preprocessing and
algorithm choices) in terms of their interpretability, representativeness (Ashton et al., 2020), and
computational time requirements. The qualitative differences we discover in the UML data analysis
regime outputs highlight existent trade-offs between the three dimensions, and how negligence of one
over the others can cause issues in research accountability, transparency, and reproducibility. In
summary, we aim to alleviate the prevalent vague methodological descriptions of UML data analysis
regimes that prevent future scholars from reproducing research to confirm, utilize, or improve upon
the results (Haibe-Kains et al., 2020; Zhang & Shaw, 2012).

Theoretical Background
Preprocessing: Let There be no Fishing
Preprocessing is the application of various techniques to reduce data complexity and size (Denny &
Spirling, 2017; Hardeniya et al., 2016). Data preprocessing decisions significantly affect the inter-
pretability and validity of UML results, and what is applicable in one research setting may not be
applicable to the text data of another (Denny & Spirling, 2017). Thus, choices need to be
justified specifically in the context of the research discipline and setting (Hickman et al., 2022).
Contemporary organizational research using UML lacks transparency for preprocessing choices
and does not consider the theoretical and contextual factors pertinent to making these choices
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(in, e.g., Jeong et al., 2019; Kim & Chen, 2018; Westerlund et al., 2018; White et al., 2016). Merely
copying the preprocessing used in the previous literature without offering contextual justifications
may lead to unsuitable methodological decisions (Denny & Spirling, 2017) and result in unwarranted
inferences being drawn from the analysis.

Moreover, the lack of transparency regarding the choices made allows researchers to simply report
only the preprocessing techniques that yield the expected or desired analytical results. The need for
reproducible research and transparent data cleansing, especially in the big datasets associated with
ML, is greater than ever, with instances of questionable and outright fabricated papers coming to
light, as discussed by Braun et al. (2018). The lack of contextual justification for crucial data analysis
steps undertaken in current UML research—steps that may significantly alter results and analytical
inferences, even with a single dataset (Denny & Spirling, 2017)—allows researchers to risk data
splicing (Covin & McMullen, 2019; Kirkman & Chen, 2011) and to propose potentially fished
and cherry-picked data analysis regimes to achieve specific results at will.

Vague methodological descriptions undermine the reproducibility of UML research, thereby lim-
iting the potential to ascertain its validity and reproducibility and hindering other researchers’ possi-
bilities of building on the results (Haibe-Kains et al., 2020; Zhang & Shaw, 2012). Although
quantitative performance measurements exist for UML, they are often contrary to actual human eval-
uation (Chang et al., 2009); hence, evaluating and drawing inferences from UML results is often a
time-consuming task of interpretation and heuristic argumentation (Denny & Spirling, 2017;
Friedman et al., 2001). This ambiguity of analysis, combined with results that vary drastically
depending on preprocessing choices (Denny & Spirling, 2017), allows researchers to make prepro-
cessing choices favorable to a specific interpretation of the results.

There is no limit to how creative one can get while preprocessing a dataset, as arbitrary decisions
can be freely made. Thus, to investigate the effects of preprocessing choices on UML data analysis
regime outputs, we chose to study the set of common preprocessing steps depicted in Table 1. To
further elucidate various preprocessing techniques, see Hickman et al. (2022).

In preprocessing, choices are always inherent: stop words are removed or not, and data are either
stemmed, lemmatized, or neither (Hardeniya et al., 2016). These techniques can reduce data dimen-
sionality and make computation easier, but some information will always be lost in the process of
taking these steps (Hickman et al., 2022). The step that finally turns the processed text into a numer-
ical representation for computation is vectorization. Usually, this representation is a matrix in which
documents are represented as rows, and the tokens occurring per document are represented as
columns. This matrix of token counts is commonly called the “bag-of-words” (BOW) representation,
since it simply counts the “words” (tokens) and omits positional information (Zhang et al., 2010).
The BOW document-term matrix for the three sample documents is represented in Table 2.

To emphasize the importance of rarer tokens, “term frequency–inverse document frequency”
(TF-IDF) vectorization can be chosen over BOW. TF-IDF compares the frequency of tokens in indi-
vidual documents to their inverse frequency over all documents in a corpus, which results in larger
impacts for tokens that appear in fewer documents (Manning et al., 2008; Salton & Buckley, 1988).
An example of TF-IDF vectorization is presented in Table 3. TF-IDF ignores semantics or positional
information and can therefore be considered a form of BOW vectorization. Both vectorizations
assume that terms are more important to a document the more frequently they appear in it, and
TF-IDF assumes that rare tokens are more meaningful than common ones (Manning et al., 2008;
Salton & Buckley, 1988).

A common, yet possibly overemphasized (Landauer et al., 1997), criticism of BOW is that seman-
tic information about the text data is lost (Fu et al., 2018; Sinoara et al., 2019; Zhao & Mao, 2018). If
retaining some semantic information is prioritized, then token order information can be acquired with
word sequences, such as chunks of words or n-grams (Hickman et al., 2022; Kobayashi et al., 2018b;
Zhong & Schweidel, 2020). N-grams and chunks combinatorically increase the data size. The order
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in which preprocessing steps are applied also has a significant impact on the final processed data
(Denny & Spirling, 2017). For instance, making chunks only after removing stop words can com-
pound and associate tokens that originally had an insignificant connection to each other by removing
the tokens between them. The preprocessed data were then fed into a UML algorithm. Differences in
preprocessing choices already yield diverging results with a single algorithm (Denny & Spirling,
2017), let alone with different UML algorithms, which yield even further diverging results specific
to each. Suddenly, the possibilities for proposing fished results increase combinatorically: different
preprocessing outputs can be passed to different UML algorithms to consider and choose which com-
bination yields the desired results.

Algorithm Selection: Following the Herd
In contemporary research, careful consideration of the choice of the UML algorithm itself is uncom-
mon. Instead, most implementations of UML in organizational research literature use a specific algo-
rithm, namely the latent Dirichlet allocation (LDA) topic model (Banks et al., 2018; Blei et al., 2003),
without further consideration of other UML algorithms (in, e.g., Choudhury et al., 2020; Hannigan
et al., 2019; Huang et al., 2018; Jeong et al., 2019; Westerlund et al., 2018; Zhong & Schweidel,
2020). LDA is a topic model; topic models are a group of probabilistic algorithms that create prob-
ability distribution-based lists of text documents based on how often tokens appear together in the
same contexts (Mohr & Bogdanov, 2013). One such token distribution list is called a topic. Topic
models attempt to discover “substantively meaningful categories” (Mohr & Bogdanov, 2013) as
well as abstract, latent topics that exist within text data (Blei et al., 2010).

This arbitrary use of LDA as a default algorithm poses transparency issues similar to failing to
report the preprocessing steps, allowing for the possibility that results will be biased or overlook
important contextual considerations. This is also problematic, since the dominance of LDA has no
basis in extant research comparing possible topic-modeling algorithms (Ashton et al., 2020), not
to mention other types of methodologies. Choosing between UML algorithms should require
careful consideration and contextual justification (Ashton et al., 2020; Schmiedel et al., 2019),
rather than using LDA as a seemingly arbitrary default method.

If topic models are probabilistic ways of splitting a body of texts into subsets of topics, a deter-
ministic way to accomplish the same is through clustering. Clustering algorithms create clusters of
similar text documents based on the similarities of the tokens used in the documents. A text document

Table 2. Example of bag-of-words Vectorization.

this is a sentence another there also third

This is a sentence. 1 1 1 1 0 0 0 0

There is also another sentence. 0 1 0 1 1 1 1 0

There is also this third sentence. 1 1 0 1 0 1 1 1

Table 3. Example of term-frequency-inverse document frequency Vectorization.

this is a sentence another there also third

This is a sentence. 1/2 1/3 1/1 1/3 0 0 0 0

There is also another sentence. 0 1/3 0 1/3 1/1 1/2 1/2 0

There is also this third sentence. 1/2 1/3 0 1/3 0 1/2 1/2 1/1

6 Organizational Research Methods 0(0)



can be any piece of text. The aim of clustering is to represent a dataset as smaller, distinct groups
within which the characteristics of the data points (texts) are alike and different from those in
other groups. These smaller, separate groups of data are called clusters (Aggarwal & Zhai, 2012;
Srivastava & Sahami, 2009). The main difference between topic modeling and clustering is that
topic modeling is probabilistic, whereas clustering results are deterministic—a document either
belongs to a certain cluster or does not. In topic models, all words found in a corpus have a proba-
bility of belonging to a topic, and all text documents have a probability of belonging to all topics.

On the rare occasion when the topic modeling selection is explained in the literature (in, e.g., Lee
& Kang, 2018; Talafidaryani, 2021), the reason given for choosing topic modeling over a determi-
nistic methodology such as clustering is the possibility of a text document containing multiple topics.
However, with the most common organizational data for short texts, contextual justification is
required for the assumption that multiple topics exist within a single document in a research
setting (Ashton et al., 2020; Schmiedel et al., 2019).

Moreover, since topic models are supposed to discover latent topics, it is possible that topics with
no documents strongly affiliated with them will arise. In such situations, it is still possible that a
researcher might unjustly infer the existence of such a topic from the results, even if its existence
is uncertain according to the topic model itself. Topic modeling’s probabilistic vagueness can, at
times, make it difficult to pinpoint why certain documents reflect a specific topic. In contexts that
require data analysis interpretability for the purposes of decision-making (Jain, 2017; Lee & Shin,
2020), the ability to explain results and offer transparency is important (Lee & Shin, 2020), and a
probabilistic methodology just might not be up to the task. However, such contextual considerations
are rare in current research.

Topic models—and clustering algorithms—can be evaluated by their interpretability (Ashton et al.,
2020), which is a task of heuristic argumentation (Denny & Spirling, 2017; Friedman et al., 2001).
The interpretability of UML outputs is mainly evaluated in contemporary research by token list represen-
tations of each topic without looking at the documents themselves. This readily creates confusion and
transparency issues that need to be resolved, as shown in recent examples (Ashton et al., 2020;
Schmiedel et al., 2019). Failing to show the links between the generated topics and the corpus creates
possible transparency issues in which top tokens represent nonexistent or misleading topics when com-
pared to the actual data. To evaluate this aspect, representativeness can be assessed (Ashton et al., 2020).
Here, representativeness refers to what Ashton et al. (2020) defined as a measure of “when evaluating a
selection of documents, do they reflect the topic that was understood based on the keywords?” (p. 111).
Here, the keywords indicate the top token list representation of a cluster or topic.

Moreover, the computational requirements of algorithms can differ radically and become imprac-
tical with increasing amounts of data (Xu & Tian, 2015), while some UML data analysis regimes
behave combinatorically with regard to data dimensionality, for instance, with n-grams. This
imposes constraints on UML data analysis regime choices due to computational requirement
limits. Hence, an assessment of the possible trade-offs between quick, interpretable, or representative
results may be required. As we highlight the degree of transparency required for reproducible
research by demonstrating the interpretability and representativeness effects of different preprocess-
ing choices with two types of UMLmethodologies—deterministic and probabilistic—we also call for
transparency regarding the computational requirements of the UML data analysis regimes used.

Methodology
Data
Since we want our research to be as generalizable as possible, we use typical and realistic unstruc-
tured data from news sentences as our corpus. This corpus was acquired by retrieving news on digital
camera manufacturers using keyword retrieval over company names from the LexisNexis database.
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The resulting corpus was then fed into further preprocessing phases, allowing us to collect a corpus of
over a million news sentences. The requisite computational capacity of some implemented UML
algorithms is very sensitive to sample size (Xu & Tian, 2015); hence, to make computation plausible
in terms of time, random samples of 581, 1,163, 2,907, 5,813, and 11,627 news sentences were
extracted. For reference, the LDA performance, as a ubiquitous benchmark, has been reported to sta-
bilize after 1,000 documents (Mohr & Bogdanov, 2013; Schmiedel et al., 2019). We limited our data
sample size to 11,627, since we deemed this sufficient, and increasing data samples beyond this
extended the computational requirements of the most computationally demanding algorithm to
over 72 h without any perceivable further benefit.

Preprocessing
Table 4 presents the preprocessing choices we made and their justifications in terms of the context
and aims of the research. All preprocessing was performed using the spaCy library for Python
with its standard methods, except for n-gram and chunk extraction and vectorization. For the
n-grams and chunks, a Python library called textacy was used due to its compatibility with spaCy.
Vectorization was performed using the scikit-learn library for Python. These fast and robust libraries
were chosen because ready-to-use statistical packages are commonly employed and recommended in
the field of organizational research (Kobayashi et al., 2018a, 2018b; Schmiedel et al., 2019), and we
want our research to be as accessible as possible.

UML Algorithm Selection: Topic Modeling vs. Clustering
To explore topic modeling, three different algorithms were considered and compared: LDA (Blei et al.,
2003, 2010) as the ubiquitous benchmark method (Mohr & Bogdanov, 2013); latent semantic indexing
(LSI) (Deerwester et al., 1990) as the predecessor and usual comparison to LDA (Ashton et al., 2020);
and the hierarchical Dirichlet process (HDP) as a newer proposition to overcome the limitation of
having to predefine the number of topics to be created in the parametric algorithms, since the HDP
autonomously defines the number of topics to create (Blei et al., 2010). All topic model algorithms
were imported and used in their standard form from the Gensim topic modeling library for Python.
Gensim is dedicated to topic modeling and has all the algorithms under consideration ready to use.
Default parameters were used to keep the approaches general. The mathematical details of the
methods are well covered in the papers mentioned above and are therefore not covered in detail here.

To study clustering, the popular and straightforward K-means algorithm was chosen as a parallel
to LDA, since it both creates a similar output (Ziegler, 2012) and requires the number of clusters to be
created to be set as a predefined parameter (Xu & Tian, 2015). The K-means algorithm is iterative: the
first set of potential cluster centers is a random guess, after which all data points are assigned to the
center closest to them. Cluster centers are updated to be the average “position” of all the data points
that were closest to the previous center until a set convergence criterion is met (Friedman et al., 2001).

We compare the affinity propagation (AP) clustering algorithm to K-means in a manner similar to
that in which HDP is compared to LDA. AP does not require the number of clusters to be created as a
preset parameter; however, AP is complex timewise, sensitive to its required set of parameters, and
not well suited to large datasets. AP regards every data point as a potential cluster center and a spec-
ified distance measure between data points as their affinity. In practice, this means that the higher the
number of data points that are similar to a certain data point, the higher the probability of that data
point being a cluster center (Xu & Tian, 2015).

The density-based mean shift (MS) clustering algorithm was studied because it can be compared
by cluster centers to the other chosen clustering algorithms. The idea of density is simple: points close
to each other—constituting a “dense” area of data points—are grouped together as a cluster.
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Density-based clustering methods are very sensitive to their required set of parameters and require
much computational memory (Xu & Tian, 2015).

All clustering algorithms were available on scikit-learn for Python and were used as such. AP
needed an affinity measure to be provided; Euclidean distance was chosen for this purpose since it
is the default in K-means. Otherwise, all scikit-learn default parameters were used to keep the
approaches general.

Table 4. This Study’s Preprocessing Choices.

Phase Actions performed

Data cleansing The text was uniformed into Unicode Transformation Format – 8-bit encoding to

avoid encoding errors. News pieces were split into sentences with spaCy’s

tokenizer. The first few sentences of each news piece were retained in the dataset.

This was judged not to subvert data informativeness. With spaCy’s ready methods,

we removed obvious defining tokens (company names, named entities, special

characters, numbers, and emails) from each text to study the ability of the methods

to discover unnoticed patterns. Results indicating that the data are split by the

search terms used or company actor names are a priori information and not a new

discovery.

Tokenization Three tokenizations were used: unigram, bigram, and chunks. SpaCy used unigrams by

default. Punctuation was removed in all cases because it played no role in the data. If

one were studying data in which punctuation is used to structure information, it

would be important and would require more attention.

Stopword removal SpaCy-defined stop words were removed in all tokenizations because testing the set

without stopword removal yielded topics and clusters containing mostly

stopwords. We could not specify the correct percentage of common or rare words

to use to avoid losing potentially important common words, such as “patent,” so

using such methods was implausible.

Stemming or

lemmatization

Except for chunks, spaCy’s default lemmas were used. We chose lemmatization

because it performs more reliably than stemming (Hardeniya et al., 2016) and better

reduces data dimensionality, which is important for studying n-grams that

combinatorically expand the data size. Chunks were tested with lemmatization and

mostly became obscure.

N-gram or chunk

extraction

Noun chunks were extracted with ready spaCy methods. Textacy methods were used

to extract bigrams for n-grams and verb chunks that matched the regular

expressions pattern: r“<VERB>*<ADV>*<PART>*<VERB>+<PART>*”.
Extracting bigrams was deemed sufficient to demonstrate n-gram behavior, leaving

longer token combinations for chunk tokenization. To observe the behavior of

chunk tokenization in general, both noun and verb chunks are valid, since neither

has any significance over the other for our general purposes.

Vectorization Both term frequency-inverse document frequency and bag-of-words vectorizers were

used and compared for different tokenizations. Other vectorizations were judged

to be too niche for our purposes, such asWord2Vec, which builds on bag-of-words.

Phase order First, punctuation was removed. For extracting chunks, stopwords were not removed

and tokens were not lemmatized, since chunks become easily unintelligible and

undetectable with lemmatization and stopword removal. For tokens outside of

chunks and in both uni- and bigrams, stopwords were removed and the remaining

tokens were lemmatized, after which unigrams and bigrams were formed.
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Preprocessing and UML Algorithm Combinations
In section “Preprocessing”, we presented the procedures that left us with two preprocessing steps to
explore: tokenization and vectorization. For tokenization, three different methods were explored: uni-
grams, n-grams, and chunks. For vectorization, two different methods are explored: BOW and TF-IDF.
Thus, we have six different preprocessing combinations. In Section “UML Algorithm Selection: Topic
Modeling vs. Clustering”, we presented two UML approaches: topic modeling and clustering. Three
topic modeling algorithms were explored—LDA, LSI, and HDP—together with three clustering
methods—K-means, AP, and MS. All six UML algorithms were fed with all preprocessing combina-
tions to generate an output. All 36 possible UML data analysis regimes are depicted in Figure 1.

Each output was then evaluated in terms of three dimensions: interpretability, representativeness,
and time requirements. A detailed time requirement analysis methodology is provided in the supple-
mental material. The interpretability and representativeness of all UML data analysis regimes were
evaluated according to Figure 1 by first comparing the effects of the different tokenizations made
within the vectorizers. Tokenizer effects were studied separately for the BOW and TF-IDF vectoriza-
tions. Tokenization comparisons were followed by vectorization effect comparisons, considering
how tokenization was affected as well. Interpretability refers to how well a human reader can con-
ceptualize an overall sensible theme from the resulting token lists of the topics and clusters
created, while representativeness refers to whether a selection of data documents reflects the topic
that was understood based on the topic/cluster representation (Ashton et al., 2020). Clustering and

Figure 1. Description of the preprocessing and UML algorithm combinations and UML data analysis regimes

used in this study. Note: BOW= bag-of-words; TF-IDF= term frequency-inverse document frequency; LDA=
latent Dirichlet allocation; LSI= latent semantic indexing; HDP= hierarchical Dirichlet process.
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topic modeling create similar outputs (lists of the most representative tokens of a cluster/topic) and
can be assessed similarly.

Interpretability Assessment. We used a similar evaluation method to that proposed by Ashton et al.
(2020), by which two researchers independently coded each topic and cluster output. For output
interpretability, all 36 regimes” topics and clusters were coded based on the top token lists into
the following categories: “interpretable,” “uninterpretable,” and “uncertain.” For a topic or a
cluster to qualify as interpretable, the answer to the question “Does this represent a coherent and
understandable concept?” had to be positive. To demonstrate the assessment process, we show
some samples of our results below. For instance, the K-means clustering algorithm with unigram
tokenization and TF-IDF vectorization discovered the following cluster:

“model, new, market, price, launch, sell, announce, plan, business.”

This cluster was assessed as interpretable, and the concept it was interpreted to represent was “new
model launches.” For uninterpretable results, the answer to the interpretability question had to be
negative. For instance, HDP with unigram tokenization and TF-IDF vectorization discovered the fol-
lowing topic:

“p5, guru, cesthe, biness, capital, rearrangement, leaderinwait, ic, target.”

This topic was assessed as uninterpretable since it was not possible to interpret any coherent concept
from it. For the uncertain results, no certain answers existed for the interpretability question. For
instance, LDA with unigram tokenization and TF-IDF vectorization discovered the following topic:

“analyst, grow, printer, business, sale, technology, estimate, company, equipment,”

which can be judged to either concern analysts making estimates about printer sales or analysts
estimating the business and sales of a company that also happens to be in the printer business.
The same UML data analysis regime also discovered the following topic:

“tv, right, material, lawsuit, team, seek, subsidiary, expensive, head,”

which might be assumed to concern lawsuits regarding material rights to television. However, to
include later tokens, such as “seek” and “expensive,” the concept would have to concern “teams
seeking expensive lawsuits regarding material rights to television.” Perhaps such a topic exists,
but interpreting it is not clear, and it requires guesswork. From both examples, interpreting a
concept seems like a leap of faith. In summary, uncertain results were not clear and required guessing
at either the concept itself or between different possibilities.

The aggregate output of each UML data analysis regime was then coded into the following cat-
egories: poor, moderate, and good. For “poor” outputs, the clear majority of all topics or clusters were
uninterpretable. For “moderate” outputs, no clear majority appeared for either interpretable or unin-
terpretable clusters or topics. This was the case when most results were uncertain. For “good”
outputs, the clear majority of all topics and clusters were interpretable.

The same coding scheme was implemented by both coders on the whole dataset and discussed
afterwards to resolve all discrepancies and ensure that the coders understood the scheme similarly
before independently coding the complete dataset again according to the revised scheme. After
coding the interpretability results, the differences in the final results were discussed. Intercoder
agreement on the aggregate output interpretability assessments was 86%, which is acceptable
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(Lombard et al., 2002). Among the 36 results, the coders only clearly disagreed on one output.
They also differed in the coding of four others, but it became apparent through discussion that
these were borderline cases straddling the line between poor and moderate.

Conflicts were resolved by the coders explaining to each other why they saw certain topics or clus-
ters as interpretable or not and finding a compromise; as is typical for UML (Denny & Spirling, 2017;
Friedman et al., 2001), all assessments are inherently subjective. There is no objective truth as to how
or whether a cluster or topic can be interpreted. For instance, a topic represented by the tokens “job,
cut, plant” could be interpreted to concern factory layoffs by one coder and the gardening profession
by another. Both coders would correctly judge the topic to be interpretable despite their interpreta-
tions being different. Similarly, a topic of “biennial, bolt, medium, variety” could equally validly
be uncertain for one coder and interpretable for the other (who is assumed to be more acquainted
with gardening). Explaining the gardener coder’s perspective to the uncertain coder may prompt
them to agree with the interpretable assessment. Interpretability comparisons were made based on
the dataset with 5,813 documents because it was the largest set that could be run for all methods
within a reasonable amount of time (a more detailed example of interpretability coding is presented
in the supplemental material). Altogether, 8,564 topics and clusters were covered in the interpretabil-
ity coding process.

Representativeness Assessment. Representativeness was assessed in a similar fashion to interpretability
assessment after the results for the latter were attained. To assess representativeness, the outputs from
all 36 UML data analysis regimes were coded into the following categories: “representative,” “nonrep-
resentative,” and “uncertain.” For a document assigned to a topic or a cluster to qualify as representa-
tive, the answer to the question “Do the contents of this document represent the concept interpretable
from the topic or cluster to which it has been assigned?” had to be positive. To evaluate topic modeling,
the topics to which documents were assigned with the highest probability were studied. To again use
samples from our results for demonstration purposes, for the previous K-means cluster,

“model, new, market, price, launch, sell, announce, plan, business,”

the document “to introduce online only models words to tackle the conflict between online and
offline retailers over the pricing of its products will introduce new models to be sold exclusively
through ecommerce portals said president and CEO of ” was assessed to qualify as representative,
since its content matches the interpreted context of the cluster, namely new model launches.

For nonrepresentative results, the answer to the representativeness question had to be negative.
For instance, the document “The of the itself solidifying with words reinventing its business model
for longterm growth has announced the creation of a cuttingedge broadcast solutions package
and a significant expansion of inhouse television production capabilities” assigned to the same
cluster was assessed as nonrepresentative, since although it touches on the topic of creating some-
thing new, it does not concern a new model launch. On the other hand, the document “We would
continue to avoid the stock as smartphone sales are falling off faster than expected and we are scep-
tical that new models will be able to replace lost profits said analyst” was assessed as uncertain
because while the document cannot be said for certain to represent a new model launch, it clearly
does touch on the concept of launching new models. Uncertain representativeness results required
making similar leaps of faith as were seen in the interpretability evaluation.

Uninterpretable topics or clusters were naturally nonrepresentative as well, since a document
cannot represent an uninterpretable concept. For instance, for the previous HDP topic,

“p5, guru, cesthe, biness, capital, rearrangement, leaderinwait, ic, target,”
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the document “Following the announcement in of the creation of a new global company structure
has continued to integrate its operations under distinct organisations and” was assessed as nonrep-
resentative. For topics and clusters of uncertain interpretability, all types of representativeness can be
present. For instance, for the previous LDA topic:

“analyst, grow, printer, business, sale, technology, estimate, company, equipment,”

The document “My prediction is that overnight there should be a good market for secondhand’s
as current users upgrade and less demanding firsttime users scout for a cheap laser printer” was
assessed as representative, since it clearly represents the concept of printer business estimates—a
concept that may be interpretable from the topic. The document “the consensus estimate for may
also be lowballing the company again” assigned to this topic was assessed as nonrepresentative,
since the document is too abstract to be connected to the core concept of the topic: the printer tech-
nology business. The document “Analysts said the sale might have been accelerated by’s woes and
ongoing weakness in hardware sales after the biggest technology services company reported a
percent drop in revenue from on” assigned to this topic was assessed as uncertain because, while
it touches on estimates of technology business, printers are specifically important to the topic and
are not present in the document.

The aggregate output of each UML data analysis regime was then coded into the following cat-
egories: poor, moderate, and good. Here, “poor” indicated a result in which the clear majority of doc-
uments did not “reflect the topic that was understood based on the keywords” (Ashton et al., 2020,
p. 111); in other words, they were not representative. Conversely, “good” indicated a result in which
the majority of documents assigned to topics and clusters were representative. A “moderate” result
implied an output that could not be said to have a clear majority of topics, either representative or
nonrepresentative. For instance, this happened whenever the majority of documents were of uncer-
tain representativeness.

To ensure agreement on the coding scheme, the coders followed a similar process as in the inter-
pretability assessments. In their final analysis, both coders studied the same 1,000 documents for each
UML data analysis regime for representativeness (a detailed example of representativeness coding is
presented in the supplemental material). Altogether, 36,000 documents were covered in the represen-
tativeness coding process. Intercoder agreement on the aggregate representativeness assessments was
81%, which was deemed sufficient (Lombard et al., 2002). The differences in coding were discussed,
and all differences were borderline results that could have been coded into proximate categories
according to both coders. Conflicts were resolved via discussion to determine the final categories
in a similar manner to interpretability evaluation because representativeness evaluation is also an
inherently subjective task. Using the previous example from section “Interpretability Assessment”,
the coder who interpreted the topic “job, cut, plant” to represent gardening would rate documents
assigned to the topic differently from the coder who interpreted the topic to concern factory
layoffs. The former may assess the document “Compost can be used to replenish soil nutrients” as
being representative, while the latter would likely assess it as nonrepresentative. Both are equally
valid assessments, unless the original data are consulted.

In the interpretability and representativeness assessments, the number of topics or clusters that
needed to be created was set to 50 for the parametric algorithms that required such a value; this
number was used based on iterative testing, which showed that it produced non-repetitive topics
for LDA. LDA behaved worse as more topics were created. When the number of topics was set to
150, all topics had the same top tokens. Other methods were not this volatile in terms of the param-
eter, and the output quality remained stable.

The Python code we used for our methodology is provided in the supplemental material, along
with a sample of the data. However, the supplemental code retrieves n-grams and chunks using
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spaCy’s methods only, because the support was ceased for the originally employed textacy Python
library. The two Jupyter Notebook files created for the supplemental material have been heavily com-
mented on, and the code is simple enough for a novice to play around with. Despite the textacy-free
method for attaining chunks and n-grams, the results were similar to those we drew from the original
code. It is extremely important to note that in light of the results presented in the following section,
the supplemental code in its present form should not be considered applicable to anything other than
reproducing this study’s methodology.

Results
Tables 5 and 6 present summaries of the interpretability, representativeness, and computational time
requirement (speed) results for all UML data analysis regimes explored. Table 5 presents the results
for the UML data analysis regimes using BOW vectorization, while Table 6 presents those using
TF-IDF vectorization. The complete time requirements analysis used to yield these results is provided
in the supplemental material.

We now concentrate on the major differences among the UML data analysis regime outputs for the
three aspects mentioned above and leave detailed descriptions of the outputs for the supplemental
material.

Interpretability
No common trends are identifiable among the tokenizations from Tables 5 and 6. Most UML data
analysis regimes had a minor or no effect on tokenization changes. Vectorization, however, was
more influential on UML data analysis regime interpretability than tokenization. For topic modeling
methods, interpretability could be increased or retained using BOW instead of TF-IDF. HDP with
n-grams was the only exception. There were no general trends among clustering methods, and the
effects of vectorization were algorithm specific. However, in multiple cases, TF-IDF vectorization
degraded n-gram and chunk tokenization interpretability due to overly specific or nonsensical
tokens in the outputs.

Any interpretability differences due to preprocessing choices were overshadowed by those due to
algorithm choice. The output could be tweaked with preprocessing, but the algorithm itself mostly
determined whether the UML data analysis regime was rated good or poor on the evaluation
scale. Topic modeling—and especially LDA—discovered interesting and thought-provoking pat-
terns when the results made sense in the interpretability assessments. LDA appeared to split and
merge otherwise clear topics, and often, the effort required to interpret these topics sparked realiza-
tions. For instance, LDA with unigram tokenization and TF-IDF vectorization discovered the follow-
ing topic:

“loss, forecast, fall, global, demand, hit, job, rise, cut.”

This topic implies the presence of a potentially interesting relationship between the demand fore-
casts and job cuts concepts. In certain research settings, it may be inferred that falling global demand
and job cuts are correlated or that perhaps even a causal relationship may exist between the two.
Clustering, as a deterministic method, discovered crude, simple clusters compared to topic modeling.
For example, K-means (also with unigram tokenization and TF-IDF vectorization) discovered the
following cluster around the theme of job cuts:

“job, cut, production, plan, plant, facility, say, announce, company, manufacture.”
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The cluster is straightforward; jobs are being cut at a facility. Unless “job cuts” and “facility” are
treated as separate concepts, no potential correlations or causal relationships between the concepts
can be inferred. In either case, the correlation’s abstraction level between the event and implied loca-
tion may be clearer to interpret than the correlation implied by topic modeling. To summarize, data
patterns can be inferred from clustering results, but they are more obvious and less intricate than topic
modeling results. This difference was consistent across all the UML data analysis regimes studied,
albeit to different degrees.

Representativeness
For poorly interpretable results, representativeness was also naturally poor. If most topics or clusters
are non-interpretable, they cannot contain documents that represent the concept interpretable, as
given by the definition of representativeness. Hence, the focus on representativeness results is on
the regimes that yielded good or moderate interpretability results.

The effects of tokenization were clearer for representativeness than for interpretability. Generally,
unigrams created the most representative results. Depending on the chosen vectorization, either
n-grams or chunks degraded the representativeness more than unigrams. Using n-grams or chunks
to emphasize rarer tokens in topics and clusters can result in notably poorer result representativeness,
while not necessarily impacting the interpretability of the results.

Similar trade-offs were present in the vectorization choices. While the vectorization effects varied
by algorithm for clustering, topic modeling representativeness was notably worse with BOW vector-
ization than with TF-IDF. This contrasts with interpretability, which improved when using BOW
with topic models. However, despite vectorization having clearer impacts on representativeness
than interpretability, the chosen algorithm was the major determinant of how the UML data analysis
regime was rated. In general, representativeness was better for clustering than topic modeling.

Of the parametric methods, the LDA and LSI topic modeling algorithms’, lower overall represen-
tativeness compared to K-means clustering was expected. While clustering simply groups similar doc-
uments together, topic modeling is an exploratory method (Schmiedel et al., 2019) meant to discover
latent, hidden, topics and patterns. The nature of topic models allows for the emergence of topics with
documents assigned to them with varying probabilities. Topics that had documents assigned to them
with a high probability were noticeably more representative than topics that lacked high probabilities
for any document — degrading the overall representativeness of topic modeling.

For example, for the same topic from section “Interpretability”.

“loss, forecast, fall, global, demand, hit, job, rise, cut,”

the three documents assigned to it with the highest probability were: “Operating profit totalled
compared with a loss in while revenues inched higher to” with 67%, “market tracker cut its forecast
from to growth for global spending on information technology” with 52%, and “In Q2 it added the
and expanded into global markets”with 51%. To compare this topic modeling behavior to clustering,
using the same cluster from section “Interpretability”.

“job, cut, production, plan, plant, facility, say, announce, company, manufacture,”

the three documents assigned to it were “The massive reorganization which will cut jobs of the
workforce revamp retirement benefits and restructure internal business units is expected to save
the company beginning in,” “The global cuts are to take place over as part of its integration of in
its operations,” and “On the world’s largest consumerelectronics manufacturer said it would cut
jobs and close plants across the world in and abroad.” Contrary to the LDA topic, no document
was assessed as nonrepresentative.
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This demonstrates the main difference discovered between probabilistic topic modeling and deter-
ministic clustering. While the presented topic interpretation suggested that a potential relationship
between changes in global demand and job cuts was present in the data, none of the documents
assigned to this topic (over other topics) suggested such a relationship. Therefore, while topic mod-
eling can function as a tool to explore hitherto unnoticed data patterns, their existence cannot neces-
sarily be justified based on the actual documents in the data. Clustering had no such issue. Located
patterns in clustering are often cruder than topic modeling, but clustering discovers more represen-
tative patterns that are easily interpreted and explained.

To summarize, while certain preprocessing or algorithm choices may not make major differences
to UML data analysis regime outputs individually, the combinations thereof will. With different algo-
rithms, different preprocessing choices become dominant. The entire UML data analysis regime,
including its contextual factors, output analysis, and research setting, should all be considered con-
currently and synchronously.

Computational Time Requirements
Preprocessing steps reduce data size and complexity (Denny & Spirling, 2017; Hardeniya et al.,
2016). In our setting, data size refers to the BOW or TF-IDF document-term matrix dimensions,
which is the number of tokens multiplied by the number of documents in the sample. Figure 2 dem-
onstrates the uni-, bi-, and chunk tokenization dimensions. Dimensionality mainly concerns compu-
tational requirements.

The data dimensionality is clearly reflected in the results. The combinatorial nature of chunks and
especially n-gram tokenizations require more computational resources. Vectorization, conversely,
had no effect on time requirements, as the weights in the data matrices simply changed.
Algorithm choice was again the major determinant of where the result ranked on the slow, moderate,
or fast scale. A clear split emerged for topic modeling and clustering algorithms. Topic models ran
faster than clustering algorithms. A detailed time requirement analysis results exploration is provided
in the supplemental material.

Discussion
Regarding UML algorithm selection, we found that probabilistic topic modeling can discover
nuanced and surprising patterns, but the interpretability and representativeness of the outcome is

Figure 2. Vectorization matrix dimension for different tokenizations.
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often abstract and vague. For topic modeling, interpretability could be improved by degrading rep-
resentativeness with vectorizer choice. However, clustering—a deterministic approach—discovered
less surprising and more obvious patterns that were lucid (i.e., easily interpreted and explained) and
representative. When comparing probabilistic and deterministic methodologies, the probabilistic
methodology was always significantly lighter and faster computationally. Varying UML data anal-
ysis regimes creates trade-offs that should be accounted for—specifically whether they are desired
or tolerable considering the goals of the analysis—when conducting data analysis. In contemporary
research, such considerations are rare (in, e.g., Bellstam et al., 2021; Jeong et al., 2019; Kim & Chen,
2018; Westerlund et al., 2018; White et al., 2016).

It could be argued that topic modeling in our results behaved as expected, and that clustering is not
optimized for unsupervised text analyses, unlike topic modeling. However, considering that contem-
porary UML data analysis rarely assesses representativeness or compares the created topics or clus-
ters to their generative data, researchers may, with various preprocessing and algorithm choices,
iterate for the one UML data analysis regime that yields the preferred topics or clusters without
noting whether the data justifies the results. This is especially relevant to topic modeling, which
created intricate interpretability patterns that were barely correlated with the data. Since this phenom-
enon was less prevalent with clustering, the question is when interpretable, nonrepresentative results
are contextually justifiable. This also applies to computational time requirements. Methodological
limits imposed by computational requirements or prioritizing the quick generation of results for
the initial exploration of data require contextual justification.

Regarding preprocessing choices, we found that while a choice in any single preprocessing step
may not cause major differences in output interpretability and representativeness, varying prepro-
cessing choice combinations yield notably different outputs. One concrete example of preprocessing
effects was that TF-IDF vectorization emphasizes rarer token discoveries with n-grams and chunks, a
finding supported by previous research (Denny & Spirling, 2017). This emphasis on rarer tokens in
topics and clusters can result in significantly poorer result representativeness and lead to ungeneraliz-
able inferences and hypotheses based on only the rarest instances in the data. Contextual justifications
for why analyzing only the rarest tokens would be both desirable and valid may exist, but these must
be explicated for every research setting for transparency.

Our results further highlight how the combined effects of various preprocessing and algorithm
choices can create issues in affirming the outputs’, representativeness in relation to the data. If the
UML data analysis regime output analysis is not elucidated beyond the study of the topic or
cluster representations, issues regarding analysis reproducibility, transparency, and accountability
emerge. At worst, this potentially allows the presentation of biased results (Covin & McMullen,
2019; Kirkman & Chen, 2011). To avoid transparency issues in UML research, preprocessing,
and algorithm choices require rigid contextual justification due to their major impact and qualitative
nature. As a framework for contextualizing UML data analysis regime choices, we offer the contex-
tual justification principles in Table 7 to follow when conducting and reading UML-based research.
Table 7 also offers illustrative answers to the questions posed in a research-setting scenario, in line
with our previous example, in which making preprocessing choices to emphasize the rarest tokens
would be justified.

The preprocessing and algorithm combination output analyses must be compliant with the
research setting. The analysis’s contextual justifications, preprocessing, and algorithm choices
require disclosure to ensure comprehensive compatibility of the entire UML data analysis regime.
We also include analysis considerations in our principles for reporting in Table 7. We argue that con-
textual justifications for analysis choices include descriptions of how the outputs were interpreted and
whether the outputs and inferences based on the outputs were assessed for representativeness.
Justifications for the compatibility and suitability of the combination of preprocessing, algorithm
choice, and analysis choices also require elucidation. For example, topic modeling preprocessing
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Table 7. Principles of Contextual Justifications in Reporting the Selection of Unsupervised Machine Learning

Data Analysis Regimes.

Phase Question

Preprocessing What preprocessing was done on the data before passing it on into algorithms?

(e.g., “Common English stop words were removed and the documents were

TF-IDF-vectorized.”)

What preprocessing was not done on the data before passing it on into algorithms?

(e.g., “Tokens were not stemmed or lemmatized.”)

For each data preprocessing procedure, why was it justified over other options in light of the

research goal?

(e.g., “We are studying the evolution of jargon and changes in terminology, and since stop

words remain common and consistent throughout, they are not considered meaningful to

our purposes and were removed.”)

Are the combined effects of the preprocessing choices suitable for the task and context at

hand?

(e.g., “Since we hope to find instances of terms used in previously unconventional ways, we

wish to find all conjugations and forms of the terms and not lemmatize them, as well as

emphasize the rarest forms with TF-IDF.”)

Were there limitations as to what preprocessing could not be considered?

(e.g., “Wewished to replicate a certain methodology with certain preprocessing, but some

features were no longer supported by software.”)

Algorithm

choice

What unsupervised machine learning (UML) algorithm or algorithms were used?

(e.g., “K-means clustering was used.”)

What other possible UML algorithms were considered or trialed, and why were they not

chosen?

(e.g., “latent semantic indexing and latent Dirichlet allocation were trialed, but the task

required representativeness that was not achieved with these algorithms.”)

Why does the chosen UML algorithm suit the contextual situation?

(e.g., “The short documents in the data cannot realistically cover multiple topics that

would require topic modeling’s probabilistic qualities to catch.”)

Why are the preprocessing choices in combination with the selected UML algorithms

justified in the research setting?

(e.g., “Clustering will group documents together that used similar uncommon

terminology, and potentially allows for the identification of a group of documents that

began a new branch of jargon.”)

Were there limitations as to what UML algorithms could not be considered?

(e.g., “Computational limits existed for the size of dataset that ruled out certain

algorithms.”)

Analysis How were the UML outputs analyzed to draw conclusions, i.e., how was output

interpretability assessed?

(e.g., “The documents in each cluster were analyzed for use of terms, time, and author as

to whether the use of the same terminology was consequential or related to the same

discussion.”)

Were the outputs evaluated against the data that generated it, i.e., was representativeness

assessed? Why is this contextually justifiable?

(e.g., “The task requires validation of outputs against the data itself if substantive

conclusions are to be drawn about the origins of terms, the appearance of the outputs is

insufficient.”)

Why is the chosen UML algorithm or algorithms in combination with the result analysis

method justified in the research setting?

(continued)
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choices can be made to improve output representativeness. However, if the results are then analyzed
without investigating the outputs in relation to the data used to generate them, the justifications for the
compatibility for the entire UML data analysis are inadequate. In the most lamentable case, one could
assume sufficient result representativeness by only following suggestions from previous literature
while failing to investigate the factual achieved outputs in relation to the data. To summarize,
Table 7 provides principles for UML data analysis contextual justifications that can guide both
those looking to employ rigorous UML methodology and those evaluating UML research.

Conclusions
Our results demonstrate trade-offs between UML outputs due to preprocessing and algorithm
choices. Probabilistic topic modeling methods discovered intricate and interpretable patterns in
outputs that were unsubstantiated by the factual data used. Contemporary UML reporting practices
typically do not consider the alignment of the outputs with the data (i.e., representativeness). This
absence, combined with oft-omitted preprocessing choices and algorithm considerations in UML
research, creates research reproducibility, accountability, and transparency issues since others
cannot validate, reproduce, or evaluate the methodology. These issues are especially pertinent in
UML, since analysis inferences are always up for subjective interpretation.

We also found that contrary to topic modeling, clustering’s deterministic methodology creates
outputs that are more aligned with the data but straightforward and less intricate. This may limit
the possible use of clustering in UML contexts. In light of these results, providing solid logic to
accompany the choices made in UML relating to the context and research setting becomes vital.
Simply reporting preprocessing and algorithm choices without providing rigorous contextual justifi-
cation for their suitability is insufficient. For example, researchers must explain why a probabilistic
methodology suits their specific research setting better than a deterministic one.

To aid in disclosing and evaluating such justifications, we provided the principles in Table 7.
Requiring such justifications limits potential misconduct (e.g., cherry-picking only the UML data
analysis regimes that yielded the desired results) and mistakes. This increases research reproducibil-
ity, transparency, and accountability by preventing information omissions regarding the work put
into titivating the final research results and their inferences.

No research is without limitations. It is possible that our preprocessing regime outputs varied drasti-
cally due to the particular programming libraries used and other specific choices that we made. The inter-
pretability and representativeness of the regimes may be lower than ideal because our parameters were
manipulated as little as possible, and better results in terms of interpretability and representativeness
are certainly achievable using our data. This emphasizes our call for transparency regarding preprocessing
methodologies, since achieving better results is likely to require greater preprocessing complexity, thereby
creating even more accountability and reproducibility issues when these choices go unreported.

Table 7. (continued)

Phase Question

(e.g., “Clustering groups documents with similar terminology together, which allows for

straightforward comparative analysis of the actual documents within the cluster.”)

Were there limitations as to what types on output analysis could not be considered?

(e.g., “Only the clusters with terms of interest in the top tokens were assessed and other

clusters were not scoured for whether they may have included documents with these

terms.”)
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Furthermore, we omitted stop word removal and lemmatization contemplations from our analysis
because they perform variably and require contextual consideration (Song et al., 2005; Toman et al.,
2006). However, these were SMLmethodologies and thus were not wholly comparable, but we chose
to prioritize more complex preprocessing choices. The decision to study only lemmatized documents
was difficult to make, and we strongly suggest comparing lemmatization to no lemmatization in
future research. However, since we aimed to study the differences between deterministic and prob-
abilistic text clustering, and to protect the plausibility of the number of regimes studied, we decided
not to compare lemmatization versus stemming versus neither. We prioritized studying n-grams and
chunks over lemmatization because they address the issue of semantic information loss in BOW
models (Fu et al., 2018; Sinoara et al., 2019; Zhao & Mao, 2018).

Moreover, finding generalizable results is becoming increasingly important (Church & Hestness,
2019), and that all the UML data analysis regimes in this study were run on the same dataset was a
limitation. However, we consider that the demonstrated preprocessing and UML choice effects are
clear, even with one dataset, particularly as random sampling was used and the data were not identical
for all runs. The most obvious limitation of our research was the number of approaches tested, but it
was impossible to study and compare all topic modeling and clustering methods exhaustively
because there were too many. Nonetheless, the scope of the studied algorithms was clearly set,
and inferences were not extended beyond the open-source versions studied. The surprising LDA
behavior with an increasing number of topics possibly stemmed from the specific Gensim version
becoming corrupted in this exact setting, but for our purposes, the number of topics for which no
issues were raised sufficed to support our argument.

For a more comprehensive analysis, different algorithms, vectorizations, lemmatizations, and
tokenizations should be studied from a larger variety of sources. In particular, algorithms that are
better suited to high-dimensional and large datasets (such as CURE, DBCLASD, DBSCAN,
STING, OPTICS; Xu & Tian, 2015), K-means variations that are more compatible with high dimen-
sionality data or deep learning clustering (Ezugwu et al., 2022), and LDA versions without repetition
issues in the topics created, should be studied. Interpretability and representativeness evaluations
should be performed by more evaluators to increase the reliability of the results. Finally, using
various datasets and further varied UML data analysis regimes in the future would also improve
the reliability and generalizability of the conclusions. Our study lays the groundwork for further
development of reporting practices in UML research to produce more reproducible, accountable,
and transparent results in the field of organizational research.
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