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1 INTRODUCTION

1.1 Background

The gap between what can be imagined and what carcdmglished

has never been smaller. (Hamel 2000, 10)
In the past decades the business world has expederapid changes in all areas
affecting how business is conducted. The major phmema and topic of discussion has
been globalization and its impacts. The procesglobalization has led to many
positive effects to the world economy as the ecaasrand market players can reach
across their national boarders more easily andfivdrem larger resource base as well
as from new opportunities. (cf. Albaum, Strands&oRuerr 2002)

Technological development is not only a factor lfeting globalization but also an
outcome, as global integration at all levels (ecoiwp social, technological, political
and cultural) enhances knowledge transfer andgdfuof technologies. (cf. Albaum et
al. 2002) The business cycle has become fasteost aspects, and a demand for tools
in managing business operations has become undlenid® managers are facing times
of constant changes in the market structures, €iecompetition and customer
intelligence, which all demand close monitoring global markets. Sustainable
development of own products and business modelsegded in order to be ahead of
the competitors, and therefore the winners mugivothe infamous guideline: Innovate
or die! (Hamel 2000, 1-29)

Innovation management has become a notable fattmday’s business world. Not
only has innovation become a key determinant ofesg, but also the way innovations
are managed is shifting towards a new approachn apeovation. (cf. Chesbrough
2003a, 2003b). Open innovation is

..a paradigm that assumes that firms can and shas&lexternal ideas,
and internal and external paths to market, as ihmd look to advance
their technology. (Chesbrough 2003b, xxiv)

This broad definition by Henry W. Chesbrough, th@mpinent author of open
innovation concept, can be extended to includekelts of initiatives from joint
ventures to a reach outside of the company for helpolving a particular problem
(Hagel & Brown 2006). The software industry is oxaraple of such initiative and has
already taken the leader position in implementing atroducing the open innovation
approach, through the development of open souftea® (OSS).

Open source software industry is based on freedomdess, modify and redistribute
source code of any software under open source awdtWcense (see Open Source
Initiative). In comparison to the traditional soétve industry, the business models in the



open source software industry are very differemtd ahus the logic of income
generation as well (see e.g. Koenig 2005; Lytra@62M@affara 2007). A completely
different approach to business and managing mdelsassume that the strategies for
successfully making business in open source sadtvradtustry also differs from the
strategies in the traditional software industryl@teer 2007).

Software with freely available source code, whishone implementation of open
innovation, has previously been mainly the intecgstoftware developers. Introduction
of the concept of open innovation and its cost- esgburce-effectiveness, along with
the success of open source software (OSS), ralsednterest and recognition of
business people to seek the potential benefitaidi software. Traditionally there has
been a wide gap between the roles of the businesplg and the IT people, and
therefore the adoption of truly turning OSS intoagie business of an organization has
been slow due to the lack of a common perspecetwden the two viewpoints. During
the last decades the whole software industry has beadually forced to recognize the
inevitability of OSS as the future software devehgmt model, and start changing their
attitudes towards code sharing. Basically the giantee industry are not able to make
a full turn overnight, and trying to keep their ®kig share of the market and dominant
design, they are strongly resisting the changee#us there are a number of small and
start-up companies that have realized the hugepatef OSS, and have innovated a
way to make business out of seemingly non-profitdpct, causing the shift from the
brain-in-house development model to a service mg@esbrough 2003b; Helander
2007) For the reasons that the shift has happesgdrecently and abruptively, and that
the innovators are the small players in the ingudtne research of OSS from the
business perspective is quite scarce, especidltply financed, although there is an
increasing interest.

1.2 Research gap and research objectives

First of all open source is such a new way of mgirojects that the area has not been
researched much. It has only been in the recenydars that software business people
have been taking any real interest in what is hajpgein the OS world, and only a
couple of years that any research has been combsptecifically considering the
managerial issues or success factors of commeb&abrojects. OSS companies are
fairly young — most of them founded after year 2088ppéa 2006a) — which means that
the income generated by OSS companies has notileeasting until the very recent
years. Secondly, most business related studiescameentrating on the different
strategies the different OSS users take, mainlypth®ic sector, because the buyers are
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more new to the subject and obviously in more nekdjuidance and managerial
strategies.

OS is a multi-dimensional phenomenon that toucHesaspects of the society:
cultural, economical, social, political and teclogital. Eventually OS as any other
field will be research in every aspect, but in theanwhile the most demanded research
areas go first. The stage has finally come whexeettimmercial side of OS development
has become the topic of many research and gaireetbtius of academics. For many
OSS business model is an enigma because of theusbdilemma of making money
with something that is free, but taking a closesklaeveals that there is a serious
commercial touch in OSS, and the next step is titd kstrategies from managerial
aspect. The search for success factors could mpbenefit the managers of OSS firms,
but possibly also the proprietary software firms.

The aim of the research is to find the key factorssuccessfully making business
out of commercial open source software developmniEme. sub-objectives of the study
are:

. to find the factors influencing open source pragject

. to find the relation between those factors

. to find out why certain factors explain more of fuecess than other factors

1.3  Structure of the study

The study aims to find out what are the criticaltéas affecting success in commercial
open source business projects. The main parts efstady are: defining the key
concepts, literature review of previous researnl,the empirical research results.

First part of chapter two explains the concept @fero innovation and its
development, benefits and challenges, and mordbeeconcept of open source as the
prominent example of the phenomenon. First the ystedamines the change in
innovation management from closed innovation pgradio open innovation paradigm.
The shift explains the different deficiencies thesed innovation model possesses by
the new course the whole society has taken, amdftite also clarifies the effectiveness
of the open innovation model. This study mainly aamtrates on those industries that
are according to literature forced to shift to thygen innovation approach, therefore
assuming the shift inevitable. Next the study exswiopen innovation more closely,
and explains its features, benefits and challengesause of the assumed inevitability
of the shift from the closed innovation paradignop@n innovation paradigm caused by
the evolvement on the economic, social, politicaltural and technological course of
development on global scale, the study discussesd#tterminants and proposed
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benefits that drive companies towards open innomathodel and the challenges of
managing the open innovation, rather than advastagdisadvantages of the model.

The second part of chapter two focuses on the gdrafeopen source (OS), and
specifically on open source software (OSS) andfien source software industry. OSS
is probably the most known and most deeply impldetropen innovation project
since the concept was developed, and thereforerstadeling the open innovation
model is crucial. In this chapter the concept ofSO$§first explained by definitions and
then by comparison to proprietary software indusiiye study presents a quick view
on history of OSS and explains the role and natdrécenses, which are the main
differentiator between OS and proprietary software.

Chapter three is the main chapter of the literatevéew. Business models are very
closely related to success, and they are alsoréiffein OSS field from proprietary
software field, and so the different business n®dmle looked at from separate
theoretical viewpoints. First the study looks asibess model theories at a general
level. Next the different software business modaets reviewed, and last the business
models specific to OSS field. The OSS business mode presented as a table
summarizing the different viewpoints, and finallpet typical OSS company is
presented.

The second part of chapter three comprises of élgefdctors in the research: critical
success factors. It is important to understand V@& are, so the first part defines the
concept, explains how to define CSF and finally wéueg the benefits of finding the
CSF for an organization. The theoretical framewa&duin this study derives from the
last section in chapter three; Critical successofacin open source software industry.
There are two axes taken into account in this reeeandustry and innovation. On the
second axis, it is clear that open innovation & plarent level of OS. In regards of the
industry, software industry is both the parent stdy and the opposite for OSS
industry. The CSF are found in all three levels Haseliterature, and summarized as a
list of CSF in three separate tables.

Synthesis summarizes the theory of chapter twalamee. In the chapter is presented
a synthesis of the CSF found in literature. Fin&t theoretical concept definitions are
summarized. The second part of the literature vevsesummarized as a framework in a
form of a table that has been put together combimihall three sets of CSF in the
previous chapter.

Methodology chapter describes the research metbggolt explains which are the
different methods for research, and what is thekdpaund for choosing the particular
method for this study. Next is examined how theadaillection was made, how and
why the interviewees were chosen and how the eoapidata was collected. Last the
trustworthiness of the study is being evaluated.
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Results chapter presents the results of the stughesis of the findings in the
theoretical background combined with the empiriedearch. The results chapter is
constructed based on the framework presented isythignesis, and presented in a form
of the different sections of the synthesis, whexeheof the factors is evaluated in the
light of the interviews.

Next the conclusions are made based on the thear&@mework and the results of
the study. The conclusion chapter also discussesrtanagerial implications of the
study, which are important so that the reader aaspythe essential idea of how the
study can benefit the managers in their work. Sstyges for future research are
discussed at the end of the chapter.

Finally a summary has been made of the whole resgmper. The summary follows
the structure of the paper and also presentsrdenjs in brief.
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2 OPEN SOURCE SOFTWARE

2.1  The shift from closed innovation to open innovation

Traditionally innovations have been produced bgdacompanies who can invest vast
amounts of resources in R&D. R&D has been seen astagic asset, which gives the
company a competitive edge and even serves astgnbamrier to new entrants in the
markets. Basically this has meant that only largemanies with significant resources
could be successful in R&D intensive markets. (Chasiin 2004)
In the closed innovation model the focus is ondtetrol. The company sees itself as
a lone player against all other competitors in stit@environment where all hard work
has to be done and retained by the company it$&lé innovation process from
generating the idea to bringing it to the markétsncing it and holding the intellectual
property rights is all conducted within the compamkie implicit rules by Chesbrough
(2003b, xx) explain the logic of the closed innawatparadigm:
. Hiring the best people will assure the smartespleem the industry for the
company.
. In order to bring new products and services to iarket they must be
discovered and developed by the company itself.
. The first one to discover a new product or servitle be the first one in the

market.

. The company who can take the innovation to the gtditst, usually wins.

. If a company leads the industry in R&D investmeittsyill discover the best
and most ideas and will be the leader in the market

. Intellectual property should be controlled so tiet competitors cannot profit
from them.

The logic above can create a ‘virtuous cycle’ inseld innovation model, illustrated in
Figure 1.
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EXTERNAL
ENVIRONMENT

New technological

breakthrough
INTERNAL
/ \ ENVIRONMENT
investment in
New product
e \ /
Increased
profits

Figure 1 The 'virtuous cycle’ in closed innovatioodel (Chesbrough 2003b)

In the ‘virtuous cycle’ expressed in the figure tivBole innovation process revolves
around the company and neglects the external emeat completely. It basically
refers to a concept where a company is investirgg iin internal R&D function, then
using the knowledge gained in its own operationsfter a new product or service in
the market, consequently making more profit anastivg that profit into more R&D.
So the cycle goes on and on, without any insideayubutside-in flows of assets.
(Chesbrough 2003b)

Recently there has been growing awareness thatatigidnal model of innovation
management does not work very effectively any lorfge maximizing the return of
R&D investment (Aarts 2005, 67-68). It appears tmainy large companies that had
engaged huge amounts in long-term research progfamsd out that there is a
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remarkable competition coming from smaller new cames, with just a fraction of

R&D investment compared to theirs. Also, many of phgects invested by those large
companies turned out be of no use to them. Latahew discovered the same project
being implemented profitably by another company.€bheugh (2004) calls this change
the paradigm shift, where the old paradigm is lesed innovation paradigm and the
new one the open innovation paradigm. Whereas ldsed innovation is focusing on

maintaining the control and self-reliance, the oj@movation encourages exploiting

external resources, and opportunities in diffugbown technologies.

Open innovation is a completely new playground. dlierules do not apply, and the
companies must find the strategy that fits in thdipular situation inside the turbulence
of the paradigm shift. (Hamel 2000)

The former IBM research director James McGroddy riless closed innovation as
playing chess, and open innovation as playing poker

..you know the pieces, you know what they can andotaimn You know
what your competition is going to do, and you knowtwioarr customer
needs from you in order to win the game. You carktbut many moves
in advance, and in fact, you have to, if you’rengpio win.

In a new market you have to plan your technologyrentdifferently.
You're not playing chess anymore, now you're playjoger. You don’t
know all the information in advance. Instead, youéhto decide whether
to spend additional money to stay in the game ® the next card.
(Chesbrough 2003b, 13-14)

According to Chesbrough (2003b, 13-14), a comparat th practically doing
everything right in its R&D management, but stilil,fanight simply be playing the
game the wrong way. Succeeding in own R&D functisnsot enough anymore when
the yields are not sought outside the internal renvnent — it just means that the
company is good at playing chess but lousy in pigyioker.

Chesbrough (2003b) identifies four fundamental fesctthat have affected the
obsolescence of the closed innovation paradigm.sd&hfactors comprise of the
availability and mobility of skilled workers, theemture capital market (VC), external
options for unused ideas and the increasing capadilexternal suppliers.

The growth in the number of highly educated peaple the increase in the mobility
of such workers have led to availability of edudaded skilled workforce. Companies
have found it beneficial hiring workers from commnwith valuable knowledge by
offering more tempting career opportunities aneimives. That way the companies can
exploit the research carried out by competitorstber market players and also exploit
the knowledge and experience of a worker “traineg’another company. Diffusion of
knowledge is therefore eroding the control a corngdaas over its own research results
and over explicit as well as tacit knowledge. (Chesgh 2003b)
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The venture capital markets have expanded enormeimste the 1980’s. Earlier the
companies were not too worried by talented workeasing the company, as they did
not feel a threat by anyone exploiting the knowkedfgrough new start-ups as the
finance was simply not available. Since the emargeaf VC, the employees are more
tempted to engage in a small start-up businesshexe are greater possibilities for
success. As a result of shortening product lifeleasy@and customer intelligence in
addition to VC and mobility of employees, the companwith R&D investments can
not wait anymore to be ready to use the researstitrsitting in the shelf. If they
choose to wait, either competitors get to the mtarkiest, or an employee starts a
venture of their own. (Chesbrough 2003b)

Earlier many companies with extended R&D progranfiesed from the inability of
external suppliers to cover part of the value chiiow, as the knowledge flows more
freely, it is not beneficial for those technolodigaadvanced companies to produce the
whole range of value-adding chain internally. Nalyr they benefit from supplier
competencies in efficiencies in time, scale ands;daut the disadvantage is that so do
the competitors. If buffer inventories of ideas tivay for further development or better
timing are not used at the exact moment, it isnfiare likely that the research results
can leak out of the company. The capabilities ohaggng the value chain are not any
more the sole property of the R&D intensive companj€hesbrough 2003b)

2.1.1  Open innovation

The global changes in environments affecting congsahave caused the ‘shift of
paradigms’ effect, which means moving from closegovation approach towards the
open innovation model. The key idea behind opemvation is the effective way of
accessing valuable knowledge, not only by explgitime external innovations, but also
by turning the unused R&D projects beneficial to tmenpany. As discussed in the
above, closed innovation model has presented mhagtcemings in today’s global
environment in terms of knowledge acquirement aadtrol. Open innovation is a
model towards which most companies are forced ift ghthey choose to win.
(Chesbrough 2004)

Chesbrough’s assumption is that companies mustthiifparadigms eventually, but
moreover, try to do it sooner and more effectivibign the competitors in order to win.
First the companies must identify their own positim regards of their innovation
management and strategies compared to the indastrg whole. Then they must
implement the shift to achieve more effective méition of internal and external
resources in a manner most suitable to the compahyHamel 2000) This chapter
discusses the open innovation model and the mareagersquirements in more detail.
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In the shift towards open innovation the ‘virtuougcle’ (Figure 1) is being
disrupted, mainly for the erosion factors explainedhe previous chapter. The new
cycle demonstrated in Figure 2 presents the sitnatihere the virtuous cycle has been
broken and the closed innovation model has seiza#timg or being the most effective
innovation process. Once the change starts to taffec companies should become
aware of the new threat which cannot be overcontkrowti a radical change in their
innovation management strategies. Unfortunatelyallotompanies become aware of
the need for shift of paradigms until the threas lh&come the reality. (Chesbrough
2003b, xxiii; Hamel 2000, 1-58).

Acquisitions

EXTERNAL
ENVIRONMENT
New technological
breakthrough
Investment / \ New product
in R&D
Exit of key
staff
INTERNAL

ENVIRONMENT

Increased
profits

VC, spin-offs

A

RIP

Figure 2 Disrupted 'virtuous cycle’ (Chesbrough 2003

Chesbrough (2003b) suggests that in such situatresepted in Figure 2 the
companies have only one direction to take in otdegichieve the win-situation again.
They must start looking outwards and explore exerasources as well as ways to
exploit their own R&D achievements on external ne#sk First of all, innovations are
not all useful for the companies themselves, arabrs#ly, sharing innovations and
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avoid overlapping R&D expenditure is not resourdeeative only on global scale
generally, but also inside the companies themselves

There are three different processes in the opeovation model for resource
efficiencies that separates the model from theeclasnovation paradigm (Gassmann &
Enkel 2004, 6-13).

. Inside-out process

- gaining profits by transferring internal knowledgeexternal players
- selling IP, licensing agreements
. Outside-in process
- acquiring value-adding knowledge for enhancing thempany’s
innovative processes and development through iatiegr with external
players
- integrating vertical resources
. Coupled process
- creating strategic alliances and partnership witker@al players for both
inside-out and outside-in knowledge flows

The study found that some companies do not choodg @ane of these three
archetypes, but in order to gain most efficiencghhiuse one as the main strategy and
integrate some elements of one or two of the othEng company has its locus of
innovation within, but can combine it with a centadegree of knowledge and
commercial exploitation, which leads to a combimatof different processes of two-
way innovation flow. (Gassmann et al. 2004, 6-13)

As discussed above and in previous chapter, trereeitain inevitability due to
global changes, although in some industries thér@mwment demanding the change is
not as strong as in others, e.g. the nuclear powlestry where the innovation lies in so
few companies that spill-overs or lack of resourases not an issue, or in industries
where the innovations are highly confidential iuna (e.g. national intelligence, armed
forced). (cf. Chesbrough 2003b) Moreover, not alhpanies in industries where the
shift is already initiated acknowledge the situatio extent that lagging behind means
lost innovation success. The phenomena affects anostally the high-tech industries,
where the diffusion of technologies has been widetperienced phenomena, and
sticking to the closed innovation model especiallyen the competitors have shifted
lead to failure in most cases. Thus it can be emlexd that the pressure to shift comes
from outside of the company, from its environment.

Some companies do find the shift more beneficiath®mselves, in which case the
triggering force comes within the company. The campmight simply see the benefits
of the open innovation model through a first-hargdegience or by an opportunity that
arises. More collaborative and open environmentbeaachieved by the realization that
a largest possible amount of the brightest peaplestates into more effective idea
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creation, which can be turns into innovations (8&005, 68). Rigby and Zook (2002,
2) call it the garage effect when a company real@group of people can come up with
an innovation as good — or even better — than tveir R&D team can.

There are also some factors that might trigger fexme - the company to change its
innovation strategies in shorter notice comparedfdmed change by industry
evolvement, e.g. in aonpredictable situatio{Rigby & Zook 2002, 2), as happened
with Pitney Bowes, the world’s largest manufactuoérmailing systems when the
envelopes with anthrax spread infection throughutf postal system a few years ago.
The company had to find the solution basically aigt, as the threat was immediate
to the whole society, and therefore the companydcoat develop a solution with its
own internal R&D resources. The only solution wadadok for external possibilities
generated by greater number of engineers and \kiaevledge base.

2.1.2 Features, benefits and challenges of open innovation

The shift to the open innovation model cannot lgaréed as an easy process without
problems and challenges. It is important to take imccount the nature of the new
model with its challenges and possible problems@arndomes, and develop a strategy
for managing the new model. The major challengepen innovation approach is
managing the change of the whole business modeidineparadigm proposes (Hamel
2000). Constant evaluation and monitoring of theouation processes internally and
externally are essential as the R&D process is taffieby uncertainties deriving from
external influences. Internal interaction and comation of different functions within
the company have to be managed carefully in ordeexploit the new innovation
management model to gain maximized yield from ttoggots. (Chesbrough 2004)

West and Gallagher (2004, 3-5) found three mairleges a company is facing in
the open innovation paradigm: maximization of tleéum on in-house innovations,
incorporation of external and internal knowledgel anotivating external innovation.
Chesbrough (2003b) discusses four aspects — knowladggration, venture capital
exploitation, profiting from IPR and internal inndiaan — that call for a special attention
of the managers of the companies that operatemiiti@ open innovation model. In the
following the main challenges are discussed frgonaatical point of view.

The model of open innovation changes the role etaech function. Earlier the
researchers had the knowledge base mostly gendrdézdally and they constructed
new results on top of those. In open innovation ehdtie researchers have to be able to
build the result from several sources, both exteand internal. An example of the new
role of R&D function is the leading pharmaceuticaimpany in terms of internal R&D
function Merck, who states in their annual repbettas the research in the industry is
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too complex for one company to handle on their oivreaches out to universities and
other external R&D resources to create ‘virtual fabaries’ to gather maximized value
adding knowledge base. (Chesbrough 2003b, 51-53chakenge for companies is to
reward the acquirement and fusion of those teclgiedothe same way as if they were
produced internally. The researchers’ new role iregua different working approach,
where the achievements of one do not comprise afrtlye generation of breakthroughs,
but combining them successfully. (West & Gallagi2®04) As the knowledge is
diffused externally, and the internal researchaghtmot be willing to let their “babies”
go outside the company, and might decide to flab thie innovation. The challenge is
to maintain a positive environment among the R&Dction, and foresee and manage
the possible problem situations. (Chesbrough 2088,

Using the open innovation approach in managing vations does not mean that
internal R&D is not important, in fact, successfupitation of resources deriving
from the open innovation model requires well-fuaotng internal R&D ability to
acquire and define the useful knowledge and ingatgoit to internal functions.
Relying only on external knowledge will most likdad to failure, because different
companies utilize the generated and incorporatesvigdge in different manners, and
use different combinations of external knowledgdergfore, the use of external
knowledge requires internal resources to adjuskitimviedge to the business model of
the company. (Chesbrough 2003b, 58-62; West eDal,24)

In closed innovation the venture capitalists (VC aeen as threats, but in open
innovation they can be regarded useful partnergemgards of exploring market
reactions, externalizing own knowledge and testiegy innovations. The key challenge
is to manage the relationship with VC markets tmdaim it the best possible way. It is
often difficult to foresee the different coursesew venture might take, and therefore
the right tactics and strategic approach are redunom the innovation management of
the company. (Chesbrough 2003b, 54)

Licensing or selling the IPR are the new ways ofipng from R&D projects sitting
in the shelf. Waiting is not the best way to fotige full benefits from own research, due
to the facts that the business cycle has acceteitstepeed and the competition will not
wait. Selling the innovation to an external partigin also benefit the company through
development of the industry sector generally, oough complementing the company’s
own products, even though the innovator companynioadirect use of its R&D result.
(West et al. 2004; Viskari 2006; West, Vanhaverb&Kehesbrough 2006)

As discussed earlier, the new role of the R&D fuorctivithin the company is to fuse
the acquired external knowledge in the most effectvay in regard of the company’s
technology and knowledge base. On the other hanthtorporation of such knowledge
must also fit the organizational goals and strategis well as the sales methods and
external market factors affecting the company. &mee the major challenge the



21

company is facing is organizing its whole businapproach in such way that all

functions within the company interact (and even pete) to achieve the best possible
outcome in creating a new innovation that fits Hteategies of the company in all

aspects. (Hamel 2000, 59-144)

2.2 Open source

2.2.1 Introduction to open source

Open source is one phenomena and embodiment ofiopewvation. Open source (OS)
refers to permitting access to the “source” of pheduct, i.e. allows anyone the access
to the design of the product and the possibilityrtodify the original design for any
purposes. Open source projects can be anythinggmpsoftware related, that involves
several instances contributing knowledge, infororator other intangible assets to a
community for sharing and modification for any ugéd. Project Open Source / Open
Access, Open Source Initiative). Figure 3 is caédlddrom several sources for clarifying
the relation between the different concepts (cf.rRayd 2000, Joutsen 2007, Stallman
2010, Open Source Initiative).
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OPEN INNOVATION

OPEN SOURCE INITIATIVE

OPEN CONTENT OPEN SOURCE OPEN SCIENCE OTHER
- wikis SOFTWARE - open knowledge
- open education - eg. Star Wreck
- article collections production
0SS
- blogs )
- Eric S. Raymond
- open games
- etc.

FREE SOFTWARE

- Richard Stallman

Figure 3 Concepts of open innovation (cf. Raymond200utsen 2007, Stallman
2010, Open Source Initiative)

Another branch in addition to open source softis@pen Content meaning content
that is open for anyone to gain from and contriboteOpen Content includes wikis,
open education, open article collections, blogs, @olf 2007). Open source initiatives
also include such projects where the members of cthramunity contribute their
knowledge or work to a common goal, e.g. the mo@ts Wreck and Iron Sky were
both created by several community members coninigudifferent elements for the
movie from special effects to graphics (Joutsen720@astila 2010). Open science
means sharing scientific data, so that the metlggoland collection of data is
transparent, the data is publicly accessible andatde, and scientific collaboration is
wide with web-based tools (Open Science Resources).
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2.2.2  Introduction to open source software

The term open source is most commonly associatéd ttve software industry. Open
source software (OSS), therefore, refers to anfwsoé where the source code is not
confidential, but instead available for anyone &g wr to modify freely (cf. Open
Source Initiative, Free Software Foundation). Thestvknown representations of OSS
are probably Linux and MySQL. Another example of SOhown to most ordinary
computer users in every day usage is OpenOffice.org

Richard Stallman talks about free software, but {goinut that the term ‘free’ in OSS
means the freedom in the sense of liberty, nohédense of price (Stallman 2010).
Later Eric S. Raymond acknowledged the misguidingnfof the term ‘free software’
and came up with the term ‘open source’ which Btal referred to as “impure”
(Raymond 1998). However, the terms hold very littlference what comes to the
actual meaning of OSS. Basically ‘free softwareaidit stricter than ‘open source’
(Stallman 2010).

The official definition by Open Source Initiativé @pen source software determines
software being open source when it complies withftlowing criteria (Open Source
Initiative):

. Free redistribution of the software must be allowed

. The source code must be available

. Redistribution and evolution of modifications to swftware must be allowed

. The integrity of the original author of the softwaran be protected

. There must be no discrimination against any persoggsoups

. The use of the software must be allowed in any fiélendeavor

. The original license applies to all redistributedtware versions

. License must not specific to a product

. License must not restrict the use of other software

. License must not be restricted to the use of aegip technology

OSS is often confused with freeware or sharewanrd, therefore it is essential to
explain the distinction between those three corscdfreeware refers to a software that
is available free of charge, but not necessarilgilable for free use for any purpose,
with freedom to adapt or modify the software, fre@dof redistribution or freedom to
improve the source code. Freeware for commercelas be distributed free of charge
for certain use, but with cost for extra feature$oo certain groups, e.g. private people
vs. companies. Shareware refers to software thgiven free of charge for a limited
time period for use only, but costs after the pkriends. (Saastamoinen 2006)
Therefore, the concept of OSS is not a freewarshareware, but relatively strictly
defined in order to maintain the original purposed adea behind it and avoid
consequent discrimination and misuse. (Open Sduitiative).
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To explain further the idea of OSS, in the tablerd shown the basic differences of
an OSS and proprietary software projects (Lytra362@). Essential about OSS is that
OSS development is carried out by a community, e/lleach member contributes to the
source code according to their motivation and c#éifieb. Usually the community
members are private individuals, but also some @o@s encourage their employees to
contribute to an OSS project if there is a dirddityi to them. The developed software,
regardless of who manages the project, is availdble use, modification or
redistribution not just to the community members touanyone, which is the main idea
behind the OSS concept. (Hars & Ou 2001; Lakhailigpel 2002) OSS development
is usually managed by leaders with proven competemd the community members
participate for reasons deriving from their owntaaie needs and other motivation
apart from financial gains, which means that thgjgmts can produce as high quality
software as in proprietary software projects. TH&SQlevelopment is carried out in a
less strict manner than in proprietary softwareettgyment, but with standardized tools
and open code which reduces the need to “reinvgritie wheel” in every project.
(Lytras 2006, 4) Peer review, i.e. in OSS world diferent developers and users give
feedback on each others’ work, implicates a higleggree of reliability in OSS products
than in proprietary products. Total cost of owngrshdicates directly that the OSS is
cheaper for the provider because the original sofivis free of charge, which facilitates
lower up-front costs. The main difference is thé&wgare risks, which are reduced in
OSS compared to proprietary software, because @88 the buyer is not locked into a
specific vendor or its services. (Raymond 1999)
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Table 1 Comparison of OSS and proprietary softwangepts (Lytras 2006)

OSS projects

Proprietary software projects

Release planning process

Own ideals about quality and

features

Time-to-delivery pressure

Quiality assurance

Developers do not have write

access to the repository

Developers do have write acceg

to the repository

S

Leadership

Leaders are required to have

proven competence via previou

Project leadership is a

5 hierarchical level where people

contributions are promoted by other than

technical criteria

Tools and standards Use of standardized tool chains

=

Each project may opt for anothg
(not modern modelling tools and technology leading to
techniques) different set of tools (code re-ude

between projects is limited)

Motivation of developers Desire to learn and establish newTypical task assignment by

skills (fun-to-code) hierarchical superiors or salary

incentives (not as efficient)

Roles of members Members assume roles accordipgasks are assigned

to personal interests

The major differences in OSS software developmerdjepts compared to
proprietary ones lie in the more flexible and reldxatmosphere in the whole process.
As the table shows, most of the differences defiom the development organization
structure. In OSS the development is done by tinenmonity, which requires or enables
— not necessarily in a good sense — a less hiécat@nd less formal environment what
comes to project management and leadership. Thecpsare more difficult to manage,
because the communities are in a state of constattement and in many cases the
developers are not even known by the managemedtjraentives based on mostly
other than money create challenges of motivatiothefdevelopers. On the other hand
the project needs a tighter and also a differemhagament style than in traditional
software development project, but on the other haatlows more flexibility. The fact
that developers do not have write-access to thesrepy, which means that only the
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project management has the right to decide what dedaccepted in the actual
production version of the software, is non-evitablecause otherwise the project might
turn into a chaos due to non-parallel code andomiral over the software features only
dependent on each developer's own interests thghtnmot match at all to the

requirements of the users. In proprietary softw@ggeelopment the responsibilities of
the developers are well-defined and project golarly drawn, which enables giving

the developers access to the code itself. (Lytt@86Q Locke argues that there is
basically a common understanding that OSS is aibetty of making software because
of benefits like technical excellence, reduced £amtd wider selection of vendors.
(Locke 2004). As mentioned there are also somecigetties including the possible

complexity of the software due to the multitude developers and great number of
versions to be maintained due to the freedom toifjmw@idelander 2007).

Typically an OS project is a repository in web, whenly the key people have
write-access (meaning the right to create or dditdode), and where the developers
have read-access (meaning they can see the codimandibad it for reuse). The project
is often broken into small pieces or modules tihatraanaged by module manager, who
can control the specific module. The users canlyfr@articipate in any module
developing they desire, but normally they only cimitte to one. (Goldman & Richard
2005).

2.2.3 History of open source software

The history of OSS dates back to the mid 20th egntwontrary to what the mass media
might suggest. The sudden explosion of internet emchputer literacy has led to
increased awareness of companies and individual®®8 and its benefits in the last
decade. Although OSS has existed already for sestecades the mass media has not
been interested in the topic until it became essemt everyday life. (Saastamoinen
2006) The history of OSS can be divided into thd#kerent eras: the early 1960’s and
early 1980’s, the early 1980’s to early 1990’s, ¢laely 1990’s to today. In the first era
software was developed mostly by academic orgaoizatand central corporate
research facilities. In those organizations theeaeshers commonly shared their
achievements with other researchers. The most peathiexample is the development
of Unix operating system was done in cooperatiomrigler to achieve a system that
would run on different computer platforms, and enownity was established to join the
forces of all the Unix programmers. In the end la# first era the original developer
AT&T began to enforce its rights to Unix after angpperiod of informal practice of
sharing and developing the code. (Lerner & Tirdd@® The litigation processes started
by organizations wishing to set ground rules irséheooperative software development
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processes led to the second era. The most sigmifigarty was the Free Software
Foundation, known as GNU project, founded by Rich@tdllman (Helander 2007).
They developed the GPL — GNU General Public Licensand LGPL — GNU Lesser
General Public License — which granted freedom s¢ of the software and also
restricted closing of the software for further y&tallman 2010). At this point the
developing community also started taking shapeamy®ne could make changes to the
code of the original software, the lead of a projead to be taken over by someone.
Thus was developed the current model where the cadebe taken freely by anyone,
but the project of the original software is manabgd leader or a group of leaders who
decide which bits are to be forming the new vers{oerner et al. 2000) In the third era
the internet was already taking off, which ledrioreasing number of new contributors
and new OSS projects. One good example is Linuxtwas started to be developed
about five years after Microsoft started developifghdows NT, and yet, Microsoft
had spent millions of dollars and unaccountable-tmaurs in the development whereas
Linux was achieved by cooperation of numerous domiors. The media was attracted
by the sudden arise of an open source operatirtgrayand widely covered the topic.
Linux also started the era of corporate world engerthe OS world. Number of
companies started selling Linux, like Suse and Rat Bnd doing “the impossible”:
making money out of something that is free. (Bretdr&2001)

224  Licenses

Even though the idea of OSS business is that thiesads available with no restrictions,
there still need to be licenses. The purpose of {®8ses is to ensure the freedom of
the source code. (Helander, Aaltonen, Mikkonen,aDks, Puhakka, Seppénen, Vadén
& Vainio 2007) The freedom means that a licens@dwotan use and distribute copies
without having to pay any fee to the original cadener or explain the usage. This does
not mean that the license holder cannot chargehimrcopies — modified or not — it
distributes forward. Just as important it is toimgefterms in proprietary software
licenses in order to protect the copyright, as irfgu it is to protect not only the
freedom but also the recognition of the initial @wrof the code with OS licenses.
(Rosen 2004) Earlier in this chapter the definitocdropen source defines the degree of
freedom of OS licenses, but still, many differéoéhses are needed, because just as in
proprietary software licenses, there are variatidime degree of freedom that is set in
the definition of OS is loose and permits thesdatians. (Saastamoinen 2006) The
definition sets the boundaries and rules that cabedbent, but the definition is also
seen a bit controversial and gives room to intégpien (Rosen 2004). The following
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table shows how the licenses change when moving Btictly proprietary software
licenses to the most open licenses.

Table 2 Software license permissiveness (Saast@m@O06)

License type Free distribution Free usage Free mdiation Free source code
Proprietary - - - -

licenses

Shareware X - - -

Freeware X X - -

Public domain X X X -

Open source X X X X

In the table are shown the different license typlas,less permissive on top and the
OS licenses in the last three rows. Free distdloutmeans the software can be
redistributed without having to pay license fedtte original owner. Free usage means
the right to use the software for any purpose withimaving to consult the original
owner. Free modification means that the software lma modified. Free source code
means the code itself is available for any use,ification or redistribution.

The most known and common licenses are GPL, LGRILBS8D (Berkeley Software
Distribution). In addition to those there are mantlyers, of which several the most used
and numerous that are used less frequently. ($aastan 2006) In the following table
Is a comparison of five common licenses with theppee of giving an idea of the
content and purpose of different OS licenses.

Table 3 OS license comparison (Saastamoinen 20@&&, p2)

Persistence| Heritance| Badge Proprietary Release of| Release of
use source binary
code code
GPL X X X X X -
LGPL X - X - X -
BSD - - - - - -
Apache - - X - - -
MIT - - - - - -
MPL X - X - X -
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Persistence means that if the OS software is rduigtd, it must be so under the
exact same license, i.e. the license persistd iredistributions. Heritance means a bit
stricter version of persistence; even if just omece of the code is used in another
software, the whole software must be distributedenrthat license. If the license is not
persistent or inherited it facilitates linking areleasing the code with software using
other license. Badge means that the original owrfethe source code must be
mentioned in the redistributions, i.e. having thgd of the original developer visible in
the new release. Proprietary use means prohibitiagight to use the source code in
software that is closed for commercial purposese&a of source code and binary code
mean whether the source code or/and the binary @adieh means the code produced
by license holder) has to be published when theli@hsed code is linked. (Rosen
2004, Saastamoinen 2006, Open Source Initiative)
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3 BUSINESS MODELS AND CRITICAL SUCCESS FACTORS

3.1 Business models

Basically business model is a representation of havempany buys and sells goods

and services and earns money (Osterwalder 2004 ptecisely:
A business model is a conceptual tool containingea of objects,
concepts and their relationships with the objectie express the
business logic of a specific firm. Therefore we nugtsider which
concepts and relationships allow a simplified dgstton and
representation of what value is provided to cust@nbow this is done
and with which financial consequences. (Osterwaldenéur & Tucci
2005, p.5)

Going deeper, there are several different viewslaipg the formulation of a
business model. This work presents four differaetvg that Seppanen and Mékinen
(2005) consider the most essential in literaturee Tirst suggests that there are six
different elements that are causally related: eusts, competitors, offering, activities
and organizations, resources, and supply of faatal production inputs. In addition
they have included in the model a longitudinal comgnt that covers the dynamic
business processes such as cultural and otheraimssthat the managers have to cope
with. (Hedman & Kalling 2003) The second one pragsothat business model is based
on value creation rather than revenue generatibe. Vialue creation is composed of
four different dimensions: efficiency, novelty, lem and complementaries. (Amit &
Zott 2001) The third also concentrates on valuat@me and distinguishes several actors
in the value chain that are interrelational: madegment, actor, value interface, value
offering, value port, value object, value exchamgel value transaction. (Gordjin &
Akkermans 2003) The fourth model suggests therefare essential questions to be
asked: What? How? Who? and How much? The importaviten answering the
guestions are: customer relationships, productvaton, infrastructure operations and
financial aspects. (Pigneur 2004) What is commarafbthese four views is that they
all suggest that there are several different aspetioreover the value creation
component, to consider when creating a businesgimod

3.1.1 Softwarebusiness models

As this study is concentrating on open source softwa brief look is taken on
proprietary software industry’s business models &neir formulation. The main
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division in software business is made to serviced products (cf. Hoch, Roeding,
Purkert & Lindner 1999; Hyvonen 2003). Another wiy make the division is to
project based and product based business. Pr@eetibmeans software that is tailored
in cooperation with client, i.e. customized softaiaProduct based is off-the-shelf
software which is developed first and then delideas it is. (Tahtinen 2001)

Hoch, Roeding and Purkert (1999) present one walestribing the division of IT
sector, which is represented in Figure 4 (HocH.et999, p. 27).

INFORMATION TECHNOLOGY MARKET

HARDWARE HARDWARE SOFTWARE PRODUCTS INTERNET AND

PRODUCTS MAINTENANCE AND SERVICES PROCESSING SERVICES
I I

EMBEDDED PROFESSIONAL SOFTWARE PRODUCTS

SOFTWARE SOFTWARE

- e.g. phone SERVICES

applications - tailored software ENTERPRISE SOLUTIONS PACKAGED MASS-

-e.g. ERP MARKET SOFTWARE

- e.g. Microsoft Office

Figure 4 Division of IT market business models (Ket al. 1999)

Considering the division of software products andvises we find three main
categories: software products, professional soéivearvices and embedded software.
Software products are divided into mass-marketwsof, which means products that
are produced as a single product for all clientg, Blicrosoft Office, and enterprise
solutions, which means tailored software servicased on mass-market software.
Professional software services refer to the nesellénvolvement of the customer, i.e.
services where the product — software — is develdpgether with the customer.
Embedded software is a software that is part oéwdce it is supplied with. Hyvonen
suggests a similar model which is presented inreiuHyvonen 2003, 3).
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SOFTWARE PRODUCT
INDUSTRY

SOFTWARE PRODUCTS

I

SOFTWARE INDUSTRY

N

SERVICES

TAILORED
SOFTWARE

EMBEDDED
SOFTWARE

Figure 5 Division of IT business models (Hyvonel®203)

The model contains the same elements as the mb#iealn et al (1999), but places
software services in the middle of the other congpd® of software services and
products, which indicates that services are nowsaday integral part of software
business and is extended at all levels.

Seppéanen (2010) divides software business clearlproducts and services. He
identifies different software business models thiodifferent contract models: project
contracts, development contracts, hosting contramt®sulting contracts, licensing

project, e.g. integration project, is given to ttempany, who executes project for the
customer. Development contracts refer to softwarelbpment, i.e. a company wants a
certain type of tailored software developed fomthélosting means a business model,
where existing software or a system is maintainethb company for the client on their
server, possibly including support. Licensing meselting a software product that has
been developed by the software company, e.g. Miraeglling rights to use its Office
software to a private consumer. Retailing contraefer to another company selling
products for the software developer. (Seppanen)2010
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3.1.2  Open source software business models

The emergence of OSS and the strengthening foothaddgaining in all areas of the

society is changing the structure of the softwadristry and forcing a shift from closed
to open innovation model. The change is alreadypéaing and along with the initiated

shift, the rest of the industry must face the tgaind go along - or die. What makes
OSS and its impact on the equivalent industry & u@riguing and unique example of

the paradigm shift is the completeness and massegenf the change it forces the
industry to adopt. Although the paradigm shift,aetiess of the sector undergoing it,
can be characterized with inevitability, the shiftually involves changes and impacts
on the innovation strategies. In software industiy paradigm shift affects the entire
business model; the very basics of the income @éipar models and the strategies
throughout all the operations of the organizat{@hesbrough 2003a; Benussi 2006).

Considering the fact that OSS has a free source eddeh means that anyone in the
industry can copy the same code and use it for cential purposes, one may ask two
questions:

. How is it possible to make money with OSS?

. Why does a company want to make business with OSS?

As explained in the first chapters on the shifiir@losed to open innovation model,
the paradigm shift changes the whole concept obtlgness. In OSS industry the shift
does not only change the business strategies batthe business model from the
income generating point of view (West et al. 2004).

Below is presented a table that shows different goateations of open source
software business models by four different authdfse rows in the table show all
different business models named by the four authamd the columns show which
authors have included the business model in thategorization. The last column
indicates which overlapping business models arebawed.
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Table 4 OSS business models (Daffara 2007, 5-6niga2005; Jing-Helles 2008;

Rajala et al. 2007)

Daffara Koenig Jing-Helles Rajala Overlapping

Subscription X X Subscription - hosting

model

Split 0SS/ X X Split OSS / commercial

proprietary products

Dual licensing X X X Dual licencing

Badgeware X Extension to other
business models

Product X Product specialists

specialists

Platform X X Platform providers —

providers general consultancy

(integration)

General X X X Platform providers —

consulting general consultancy

Embedded X X X Embedded software

software

SAAS X Subscription - hosting

Patronage X X Patronage

OSS event and X X Related services

publishing

Advertizing X X Related services

Partnership X X Combination of other
models

Hosting X Subscription - hosting

Optimization X Patronage

Support X Subscription - hosting

Loss-leader X Patronage

Brand licensing X Combination of other
models

Sell it, free it X Extension to other

business models




35

Some of the models in the table above are ovemgpiu a certain degree, thus the
models summary in this study will be a combinatdrthe business models instead of a
list of all of them. Constructing from Daffara’sQ@7, 5-6) research of more than 100
companies, Koenig’s article (2005), Jing-Hellepigsentation (2008) and Rajala’s
article (Rajala, Nissila & Westerlund 2007) the meategories of adding value through
OSS can be identified as follows:

. Subscription - hosting

- In addition to the software itself, subscriptiorcludes services like
hosting of the software, updates, support, newimessetc.

. Split OSS/commercial products

- Software based on OSS but extended with copyrightesed source
code

- Distributed under one license

- Competes with the commercial software

- In addition to revenues from commercial extenskmmefits derive from
large developer community

. Dual licensing

- Software is distributed both under open sourcecamimercial license

- Part of the software is under free distribution ded is charged on
version with extra features or modifications

- Benefits in improved awareness, free testing, fregefixing, etc.

. Badgeware

- OSS with extended license that requires “visibility.g. a trademark in
the user interface of the software

- Benefits derive from larger developer community

. Product specialists;

- Software developers that use pure OSS licenseinatehd of selling the
license, they sell consultancy and other expesiseices related
- Service based on free technology
. Platform providers — general consultancy; Compathes provide selection,
support, integration and other services relatedifferent OS software to form
a coherent platform for their clients, companieat tbffer consultation on
selection process and integration projects
. Patronage; Giving the source of in-house developefiware to an OS
developer community for development and free useriter to sell well-
integrated additional parts or tools commerciadlysers of that software

. Embedded software; embedded software means softwdetl to a certain

hardware, e.g. mobile phone. The companies operdhece code in order to
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get the software for their hardware developed Wfeidint service providers,
which services can then add value to their hardware

. Hosted strategy; Building own commercially sold s@ite on OSS platforms

. Related services;

- Related services refer to e.g. advertizing, pubbosat and open source
event organizing

- These are business models that are not direciiyecklto the software,
but indirectly

Even though, as discussed above, it is possiblaake profitable business out of
OSS, the possibly even more important questionhig t@ do so especially because the
prevailing ‘closed source’ model has proven to bafifable. First of all, by exploiting
OSS a company can stay in control. The companyreignon itself when it comes to
product modifications and software integration, ethimeans that it can decide what it
does and when it is done without having to conauwbpyright holder. Often required
and needed software is either not available, inaakeqor unsatisfactory. Sometimes it
is also more cost-effective building the softwareni a scratch rather than buying it.
Open source software usually has a higher commianth other software, which might
be an important factor especially to a company aip®y in a monopolistic environment
in terms of the providers. Independence from cendatforms and operating systems
not only widen the selection of software and hamgwaroviders for the company, but
also facilitates establishing an industry stand#rthe open source software. (West et
al. 2004; Koenig 2005; Wolf 2007)

Basically the idea behind using OSS for commeraigppses is to be effective, not
just in costs but also in management and relation®xternal stakeholders. The
effectiveness is also a goal of the non-OSS conegaittiut the difference lies in the
exploitation of external resources according to dpen innovation model which
enables the OSS companies to achieve the effeegest a greater level. In addition to
exploiting the external resources the OSS compaali®s contribute to the external
society, in which cases the effectiveness deriva® fsales of related products (pooled
R&D), generating demand for own products (patronage, the list of business models
above), the possibility to generate standards, rgéing goodwill, attracting
improvements and complements that make own prodadtsactive, sales of
complementary products, demand due to externatibatibn for valuable components,
etc. (West et al. 2004).

Seppa (20064a) in his research has found out teat #re certainly differences in the
characteristics between typical Finnish OS softwampanies and typical traditional
software companies. The following table shows fiifferénces (Seppa 2006a).



Table 5 Comparison of typical Finnish OS and traddi software firms (Seppéa 2006a)

OS software firms

Traditional software firms

Size — turnover EUR

300.000

700.000

Year of establishment

average 1998

average 1992

Personnel

average 25

average 190

Education — university

degree

~85%

~85%

Customers type -

no difference

no difference

comparison

Licenses — importance 2,7 3,4
increases on scale 1-5

Patents — importance ~1,6 ~1,6

increases on scale 1-5

Seppé (2006a) found out that the size of OS firmaverage is significantly smaller
than that of proprietary software firms. This coblel explained a little bit by the fact
that OS firms are several years younger than prtgosi software firms, most of them
established in the 21st century (Seppa 2006agrdsting fact is that the ratio between
turnovers of OS and proprietary software firms 8),& substantially higher than the
ratio between the average personnel of the sam@&)(0Qther differences lie in the
importance of licenses (Seppa 2006a). In traditisnfiware company the licenses play
major importance, which is understandable, bec#tusavhole idea of the proprietary
software industry is that there exists an ownehefcode, and the licenses are the only
way to secure the right to the product. In OS bessnthe licenses are partly a moral
iIssue, because their meaning is to secure the dneeahd no infringement would
normally affect the income of a company. (Seppa6bOLevel of education is
traditionally high in IT sector, and in both pragtary and OS software companies the
level was very high; about 85% of the employeesehavuniversity degree. The
customer types by different sectors of businessididshow any significant differences
between OS and proprietary software firms. (Sepp@6a) Bonaccorsi, Rossi and
Giannangeli (2004) found out in his research thatgrowth-rate measured in turnover
was remarkably high in OS companies in after tHaiunch; average of 121%
(Bonaccorsi, Rossi & Giannangeli 2004, 12).
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3.2 Critical success factors

The history of critical success factors (from heneCSF) begins already in the 1970’s,

mainly by John F. Rockart (Esteves 2004). Therarany different definitions of CSF,

but according to Esteves (2004) the most sitedhs Rockart’s definition from 1979:
Critical success factors thus are, for any businéss limited number of
areas in which results, if they are satisfactory|l whsure successful
competitive performance for the organization (Rotk&879, p. 85)

York P. Freund (1988) generalizes Rockart’s ideab@shings that must be done in
order for the company to be successful. Whereas&bfdcuses on the company itself,
recently the research has taken a course towactigding external factors to the CSF
(cf. Jonker 2004). The CSF must also fulfill thédaing (Freund 1988):

. Important to the company’s goals; being critichk factor needs to be in line

with the company’s overall goals

. Measurability and controllability; it must be pddsi to be able to measure

whether the factor in question has been achievetiabso to control how it can
be achieved

. Being few in number; if there are too many, they bancalled key success

factors, and they are not detailed enough

. Obligatory in nature; if the factor is critical,niust be achieved at some level,

otherwise the business is not running

. Industry-wise; the factors should apply all orgatians with similar goals and

strategies

. Hierarchical, some factors apply to more specifioctional area, some to the

whole organization

Very important evolution is the shift from compabgsed view to industry based
view. The industry based view can be seen as atdodéfine the relative competitive
position of the company in the market. As Hofer &atiendel (1978) define the CSF:

Critical success factors are those variables thatnagement can
influence through it's decisions that can affegngiicantly the overall

competitive positions of the various firms in thdustry. These factors
usually vary from industry to industry. (Hofer &t&mdel 1978, p. 77)

The main aspect of Hofer et al. (1978) is that ithatustry factors have a major
impact on the success factors of the companiefah industry. Many authors have
contributed in the defining of CSF and Jonker (208461) suggests that among the
many definitions — whether firm-specific or indysspecific — four common
characteristics can be found:

. CSF are the sub-goals of the long-term goals

. CSF can be internally related or externally reldiled-specific areas
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. CSF are those limited factors that will ensure thmpetitive performance

. CSF are results that can be measured

The CSF should not be confused with competitive athge, KPI (Key Performance
Indicator), or KSF (Key Success Factor). The follogvtable shows the difference (cf.
Ellegaard & Grunert 1993; Freund 1998, Jonker 2004)

Table 6 Success indicator terminology comparisbrHitegaard & Grunert 1993;
Freund 1998, Jonker 2004)

Critical/lImportant | Company/Industry
CSF Critical Company/Industry
KSF Important Company/Industry
KPI Important Company
Competitive advantage| Critical Industry

The main differences come from importance to thmmany and whether the factor
is company or industry related. As seen in thest&8F is quite close to KSF, and often
the terms are used alternately (Ellegaard et &3)19The main difference is that CSF
must be few in number. It is impossible to have ynéarctors that are critical, so
basically the CSF are the top KSF, which in turnaré¢he internal and external factors
that make the company successful (Freund 1988g&die et al. 1993). Competitive
advantage differs from CSF in the fact that the camypmay have all its CSF fulfilled,
but might still fail to have the utmost competitiaelvantage in the market due to
industry-wise factors including competitors posigp and typically only one or two
companies in the niche can achieve competitive radga. Competitive advantage
refers to the position of the company in the marnket the internal strategies and tactics
(Freund 1988; Jonker 2004). KPI is more of a setbofs to measure the outcome of
implementation of the CSF, than the actual stratégyther words, KPI is a tactical
tool, not a strategy, but CSF is both a strategittantical tool (Ellegaard et al. 1993).
Esteves (2004) defines strategy as which goalsitsue, and tactics as how to achieve
these goals.
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3.21 Ildentification of CSF

Esteves (2004) names main sources for CSF idattdit. case studies, interviews and
research review. Basically there is not general nreasent tool or set of procedures
that would ensure CSF identification for each firmeiach industry. Lynch (2000) has
an approach where the identification is dividedbittiree categories: environmental
factors, industry factors and organizational factoEnvironmental factors refer to
factors at the political, socio-economical, legadl aechnological levels. Industry factors
comprise of factors related to competition, markatd geographic location.

Organizational factors are those resources and etmnpes specific to the firm. (Lynch
2000)

Practical internal CSF identification process inesha brainstorming session of the
appropriate management personnel in the firm. Rhst mission and vision of the
company should be reviewed and possibly clarifeiice — as stated earlier — CSF are
the sub-goals of mission and vision. Then the exjsprocesses should be analyzed
carefully in order to be able to formulate the peob areas. The next step is generating
the CSF bearing in mind that the CSF should be imaptrtnecessary, obtainable,
sufficient and critical. The CSF should periodicdlly reviewed, because market and
the firm are in constant change, and thus the C8Fpame to change. (Liang 1999;
Jonker 2004)

Esteves (2004) points out six different levels tuck the CSF identification process
should pay attention:

. Hierarchy vs. group of CSF

- whether the CSF are formed hierarchical way, egustrgl, corporate or
firm-level (Rockart 1979), or arranged as groupsotéds of companies in
industry (Esteves 2004)

. Temporary vs. ongoing CSF

- Some CSF can be temporary in nature, i.e. previyl arcertain period
of time in the project lifecycle, or ongoing whicheans the particular
factor must exist indefinitely. All CSF can be defthas temporary, but
not necessarily, and temporary CSF can be tempoarifferent time
periods at different moments. (Khandewal & Fergus899)

. Internal vs. external CSF

- Internal and external mean the degree of whichntamagement has
control over the factor, i.e. the more external thetor is, the less the
management can influence it (Arce & Flynn 1997). lRot (1979)
stresses that acknowledging the degree of extgrnalimportant when
thinking of communication and information sources.

. Building vs. monitoring CSF
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- Building and monitoring CSF refers to the type of tcoin the
management uses over the CSF. Building can be sesmething that
can be controlled and monitoring something uncdlatote that needs to
be monitored. (Rockart & van Bullen 1986; Arce etl&l97)

. Strategic vs. tactical CSF

- There should always be a good mix of strategic tantical CSF (Ward
& Lincoln 1990). Strategic CSF mean critical goalatt are to be
achieved and tactical the means of achieving tiadsg&steves 2004)

. Perceived vs. actual CSF

- It is impossible to determine the actual CSF (DesRdbinson 1984),
Trying to acknowledge the discrepancies between pieeived and
actual ones, can help the management build moeztafé strategies
(Ellegaard et al. 1993).

Tlbke (2004) use the practical method in their wtrkidentify CSF in certain
industries respectively: they first identify thectars in the industry that can have an
effect on business, the different characteristicthe firms in that industry, and finally
compare the successfulness with the different cheniatics and factors the firm
possesses. Juga and Uotila (1993) separates bepusértype and pull-type firms,
which indicate the main strategy the firm can hawvéhe industry. The discriminating
components are then listed for both strategy tgmesevaluated.

3.22  CSF benefits

Rockart (1979, p. 87) discusses the benefits ohogfithe CSF for the company. The
proper CSF helps the management to focus on righess acquire necessary data and
resources, and develop good measures. This meainthéhCSF properly defined, the
manager can focus on those issues that need the atiestion by gathering the
appropriate and necessary information and commtioicdrom the right resources,
thus avoiding all misleading communication and wese-wasting. The manager can
develop best-practices for the management workifepés the manager in question.
(Rockart 1979)

It is important to remember that the CSF are in torichange, just as is the whole
business environment — internal and external. ThE €& be industry-specific and
even manager-specific, and therefore constant wawie and the right focusing will
enable the most effective management style. Hatlweg CSF defined properly and
regularly gives the management a tool to stay gndbthe change what comes to
resources and information. (Pinto & Prescott 138&kart 1979; Esteves 2004) On the
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other hand, changing the management style accotdimyolving CSF always brings
out resistance to change. (Liang 1999)

Managing with the focus on CSF will not ensure thecsss. Adjusting the
management style and strategy definition to the @8Htification is a delicate process
and requires the proper realization of the “bigyme”. There are also other issues than
those of CSF that need to be stressed, but witheprogsight and initiative the
management can use CSF as part of the puzzle wfahéo success. (Liang 1999)

3.3  Critical success factors in open source software dstry

As CSFs are specific to the industry, to the compang even to its different
departments, there exists no indefinite theorystrof the CSF in an industry (Bruno &
Leidecker 1984; Jonker 2004). However, there areynsudies that have listed the
possible factors in software industry and evendhretated to OSS industry.

This chapter is divided into three sections. Thet fpart examines the previous
research of the CSF in the whole software industfyich enables summarizing the
main CSF in the software industry presented initeeature. The second part examines
the previous literature in light of CSF in OSS inysand summarizes those. The third
part looks more closely at the OSS industry andvdraonclusions from the aspect of
risks and challenges that are critical for OSS #iquspecifically, and finally those
factors are turned into possible CSF, presentecsamanary.

3.31 Softwareindustry CSF

Hoch et al. (1999) interviewed people from top Ifnpanies in both categories of
software product business and professional softwareices in order to find out the
success factors in those fields of business. Timgiings are shown in the table below.
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Factor definition

Success factor

Partnering

Amount of business partners to

share the market with

- High number of business partnel

Service strategy

Combine services with products

vs. focus on one area

No unambiguous result

Marketing

Strong brand building vs. trust-

based relationships

No unambiguous result

People management

Efficiency vs. long-term

relationship

- Retain key people selectively
- Hire according to cultural fit
- Bringing new hires up to speed

fast

Developing

Creativity and flexibility vs.

disciplined execution

- Divide project into small sectiong
easily monitored

- Tighter project management

- Generation of running versions @
software more frequent

- Discovery of more coding faults

- Re-usage of source code

The study suggests that it is important to have ymawsiness partners. Partnering
enables access to external competencies, whicht tméga requirement for the business.
Also it helps bringing the product faster to therke& Third factor why partnering is
encourage is that it enables bringing the prodinctee market faster and with greater
volume. (Hoch et al. 1999) Here can be noticed, ttiese factors are very similar to the
characteristics of open innovation explained infite chapter.

Service strategy is an unambiguous issue, bectagseaily depends on the sector of
software business. Hoch et al. (1999) investigatexsectors - product and services —
and found out that in product business speed ikdlyeand high market penetration,
while in services sector the key was continuityngderm strategy and excellent

reputation and customer relationships.

Marketingoregch also showed great

differences between the sectors. Products arelyswrabluced first and sold later, while
services are first marketed and sold before fulBated. Product marketing usually is
mass marketing, but services marketing is basetklationships and selling is direct

only. (Hoch et al. 1999)
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People management has two sides: having greatvierrad the staff or not. Having
great mobility of the employees in the field traes to fresh ideas and more
innovation. Also new leads might emerge and changsaff often facilitates change.
However, it is important to retain the key peomspecially those that hold the most
knowledge and have good relationship with the custs. Hiring the right people
considering the company culture is an importantoiacThe company atmosphere is
important to the well-being of the staff and fitfilo company culture also means that
the employee can take forward and comply with tkisteg strategies. When the
employee feels that the company is a fun place dikwhe can be more effective in
his/her work. It is also important to train the nemployees fast for obvious reasons,
that are often forgotten by the managers: the fabie employee adapts, the faster
his/her work can become productive for the compérgch et al. 1999)

What comes to software development projects, ssfulesompanies are able divide
the project into smaller pieces since in all prtgesimplicity is the key to success
because the project is then easier to manage andrimg to success. Project
management has to be focused on the project ameragiéy not have any other duties.
The tighter the management is the better the prajc be carried out. Coding faults
and bugs are discovered more frequently by suadesspanies, and those companies
also use more often the same code they have alre@#yed, which increases the
effectiveness of use of resources. Related to tgditose companies that were able to
get new releases of the software in the market roftem, were more successful. (Hoch
et al. 1999)

A more project management type of approach is tagnReel (1999), who
distinguishes five different key success factotartsg on the right foot, maintaining
momentum, tracking the process, making smart dewsand institutionalizing post-
mortem analyses. He bases the software industryskegess factors being different
from those in other fields of business on the caxipf of software development (Reel
1999). It is important to have the starting poiatrect. 70 % of the projects fail due to
actions before the actual start of the project. Kég issues in the prestart phase are
understanding the customer needs, defining wellraatistically the project scope and
objectives, and hiring the right people. The obyes need to be realistic and well-
defined in order to keep the team and the custommertsvated. The outcome should
solve the customer’s problem, and keeping trackhaf by communicating with the
customer is very important; the project is of n@ uisthe customer will not buy it.
Building the right team is a task that should beotiest a special attention. Wrong and
inappropriate team members can do more harm thaml. gBqually important is
equipping the team with proper tools. (Field 1988eping the momentum refers to
having the state of perfect start carried out tghmut the whole project (Reel 1999).
There are always changes; project changes bechasproject is always evolving,
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technology changes, and business need changed (B@Vr). It is easy to build when
the start has been done with the right foot, anmdyfaeasy to keep up, but extremely
difficult to rebuild. The critical factor here is fanticipate all changes to negative and
turn them into positive. This can be done in thwegs according to Reel (1999):

. Keep attrition low — not letting any knowledge wallt the door

. Quiality — being sure the quality remains by settimg standard high form the

beginning and demanding the same level in the eanfrthe project
. Management of product, not people — managing mieeeproduct than the
people, because the product is what will be sold

Finally, Reel (1999) says that many of the projdeit simply because of bad
decisions and not learning from previous mistakdse project manager is the key
person, and if that person is not performing wile project will not perform well.
Also, there is definitely no need to repeat thetakiss made in other projects, there is
always something to learn. (Reel 1999) Apparerthgbns have been learned, since the
project performance has improved significantly 8il®94 (Nasir & Sahibuddin 2011).

Nasir at al. (2011) made a comprehensive literatavéew about CSF in software
industry. They defined 26 different key factors eatfng success in software
development project:

. Clear requirements and specifications

. Clear objectives and goals

. Realistic schedule

. Effective project management skills/ methodologm@eject manager)

. Support from top management

. User/client involvement

. Effective communication and feedback

. Realistic budget

. Skilled and sufficient staff

. Frozen requirement

. Familiarity with technology/ development methodalog

. Proper planning

. Appropriate development processes/ methodologieséss)

. Up-to-date progress reporting

. Effective monitoring and control

. Adequate resources

. Good leadership

. Risk management

. Complexity, project size, duration, number of orgatibns involved

. Effective change and configuration management

. Supporting tools and good infrastructure
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. Committed and motivated team

. Good quality management

. Clear assignment of roles and responsibilities

. Good performance by vendors/ contractors/ condsltan

. End-user training provision

As can be noted, these 26 factors support theniyzdin the earlier literature review
in this chapter. The different factors are brokerthis study into more specific factors
that are here called sub-factors, and this is donelarification reasons. The following
table summarizes the different aspects presenttsichapter:

Table 8 Critical success factors in software busines

Factor Sub-factor

Project plan Clear requirements and specifications

Clear objectives and goals

Realistic time schedule

Project management Tight management

Tracking and reacting to changes in the environment

Product management Dividing project to sectiongee#&s manage

Quality management

Continuous and effective communication with custmsme

Re-usage of code

Proper and frequent testing

Resource management Hiring the right people

Keeping the right people

Equipping the team with proper tools

Partnering Multiple partners

The table shows that the above mentioned views itbéreint authors can be
summarized and categorized in five main categopegect plan, project management,
product management, resource management and pagtin&roject plan is further
divided into three sub-factors that all strongliate to the initial planning phase of the
project; having clear and realistic goals and nequnents. Project management is
divided into two sub-factors that emphasize the wfl the project manager as well as
the agile nature of the development process. Ptadanagement is divided into five
sub-factors that also relate to agile methods, iandddition emphasize quality and
effectiveness. Resource management and its threfastaps indicate the importance of
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the people involved and the effectiveness of tlageghe resources. Partnering stresses
the fact that multiple partners are key to sucedlyséxploiting resources and methods.

3.3.2  Open source software industry CSF

Some, but not many research has been made on @8Bmlaent success factors (eg.
Weber 2004; Seppéanen 2006; Peng 2009). Most of ttmmsentrate on knowledge
creation through communities. It is important totie® that knowledge creation is
associated with OS communities and community mamagé and structure, which is
only one area of the whole OSS development and @S#iess processes. Therefore
the success factors in the light of the community @ot relevant if the community
management itself is not a success factor in OS#éss.

Communities and the relation between projects aaddmmunity members seem to
have strong and powerful effect on project suceed®th technical and commercial.
The embeddedness has a clearly positive effectuoness, but those effects are so
complex that the result is not unambiguous. (Grewdien & Mallapragada 2006)
Singh, Tan and Mookerjee (2009) concentrate irr thteidy in the community in OSS
project and its success in the development, wihiely tall network social capital. Their
study found out that the external communities sthdad moderately coherent, internal
teams very coherent, technological diversity moerand the number of direct and
indirect contacts high. Cohesion with external gsoig beneficial in the sense that
when the members of the groups feel closer to ediodr, they tend to communicate
more often and more freely. On the other hand thezealso drawbacks if the cohesion
is too strong: the information can be excessivethnd redundant, and being too tied to
the common interest and norms might diminish intiovacapabilities. Thus the results
show that communities of a moderate level of exkcohesion — not too much, nor too
little — are most likely successful. Internal teaimgurn are more successful the more
coherent they are. The cohesion brings trust acititédes more effective collaboration
among the team members. It affects the membersivatmn positively. In OSS
projects the members tend to come from very diffetechnological backgrounds. If
the diversity is too high, the communication antdi@agement of common objectives in
terms of the software become difficult. If the disigy is very low, the innovation
capabilities are diminished. The direct contacts eostly to maintain and indirect
contacts not likely to produce opportunities, uspite the number of contacts — direct
and indirect — increases the likelihood of suctedke project. (Singh et al. 2009) Also
Peng (2009) shows in his research that factorsclikemunication and social capital are
the key to success in OSS projects. They basedhipotheses on an assumption that
innovation and knowledge creation is the basisstarcessful software development in
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OS projects. They found out that the team shoule Isérong knowledge base, and high
social capital and diversity. (Peng 2009)

Restrictiveness of licenses has both negative asdiy@m impact in OSS projects.
First, the developers lose interest the more wdstel the license is, because their
mindset is in the openness of the code, and the reason for contribution. Secondly,
the non-developer users and project administrati@ione more restrictive licensing,
because it gives them more secured business. (Babram, Sen & Nelson 2009) Sen,
Singh and Borle (2012) found out in their resealat semi-restrictive licenses are the
least favored among both users and developers.i®esiness of licenses thus makes it
a factor influencing the success, because it isvehbat the interest of both developers
and non-developers is critical for the successhef ®SS project (Subramaniam et al
2009; Sen et al. 2012).

Weber (2004) focuses on different characteristfaagks and knowledge creation in
OSS development projects. The community member Idhtxave also intrinsic
motivation for the contribution. They should beelbd see the common good and the
value of enlargement their own knowledge base énpioject. The developers should
therefore have free access to all information rdiggrthe project, that should also meet
the developers’ ethical values, and the productishbave benefits for the users that
would make it wide-spread. Midha and Palvia (204/12p stress the importance of user
base by size and emphasizes the importance ofizattah. The project management
issues such as responsibility assignment and maiyulaf the project positively
correlate with the success of an OSS project (M&fRalvia 2012).

At a general level the factors that influence cotitigeness include licensing model,
openness, applicability and targeting, continuarm®duct characteristics, volume,
support, management of resources, expertise ofl mtagrators, experiences and
understanding, and functioning OS markets (Seppa066). As discussed earlier, the
type of license chosen affects both users and dpeed (Subramaniam et al 2009; Sen
et al. 2012), but also the IPR management is impbf@ksanen, Valimaki & Laine
2006b). The more open and flexible the developreamironment is, the more different
possibilities and solutions it can offer for busise When the applicability of the
product is wide and it is targeted well, the useesmore likely to adopt it. The project
should also guarantee continuity, not only continaf the project management, or
support-giving company, but of the whole projetthe continuity is uncertain, it is less
likely that a user would adopt such software. (S@@n 2006) Product criteria factors
that are very important for the product in ordeb&successful include such factors as
platform support, quality, usability, set-up costsjodularity, and integration
possibilities with other software (Woods & Guli€005). Support is very important to
the users, and is a critical factor for the sucdem® the user side in OSS adoption
(Seppanen 2006). Seppanen (2006) also talks abewoimmunity size: volume refers
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to the number of users and developers in the cortyuthe higher the number, the
more vital the community is. The last factors diifeg success are related to
management and markets. The awareness shoulddieccand thus a market for OSS
products. Increasing knowledge of the users andrigngspositive experiences for them
are the key factors. Local operators also helmttaption. On the management side it is
required that the structure of the community aedriinagement are as important as the
size of the community. The chain of command habedalear and monitoring close.
(Seppanen 2006)

The table below summarizes the different factoffuémcing OSS development
projects.

Table 9 Critical success factors in open sourcevené business

Factor Sub-factor

Community management External communities moderatdierent

Internal teams very coherent

Technological diversity moderate

Number of direct and indirect contacts high

Intrinsic benefits

Project management Modularity

High openness

Ensuring continuance

Establishing and communicating hierarchy well

Technology management Good applicability

Good quality

Modularity

Good usability

Low set-up and usage costs

Integration possibilities good

Localization (language versions etc.)

License management High know-how of licenses

Market management Good product support

Market creation

The views of the different authors on success facio open source software
business are summarized and categorized in fivierdiit categories; community
management, project management, technology managehoense management and
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market management. The community management ifefudivided into five sub-
factors that refer to the coherence level of baiternal and external members,
indicating that new ideas must come from outsidet im order to ensure the
functionality of the internal community the intetneoherence should exists. Also
intrinsic benefits are important to ensure in tthrea sustainability and continuance of
the community. Project management is divided intwrfsub-factors that stress
communication, continuance and agile nature ofpttogects. Technology management
is divided into seven sub-factors, which emphagiseé of all quality through usability,
version control, integration possibilities and lication, as well as low cost. License
management indicates that good know-how is impartdarket management is divided
into good product support, which is a typical besm model in OSS, and market
creation.

3.3.3 CSF defined through risks and challenges

This study focuses on finding those success fathatsare critical in the open source
software industry, and therefore, for graspingdeaiof the different critical issues, we
take a look at the different challenges and risksegally associated with the industry
and on the findings of other research relevanh&research purpose. These findings
serve as a base for the personal interviews tmbéucted in order to find a specific set
of success factors that can be reviewed againgiiséng theories.

The study is limited to finding the CSF of the whatdustry of OSS, not specific
areas of OSS and not the whole software industrgréfore it is important to be careful
of which factors in theories should be taken intocant. First the challenges and risks
are reviewed, and they are those of OSS industrividg from open innovation,
because those are the ones differentiating OSSthamfitional software industry.

The three basic challenges in open innovation whbseussed in chapter 2; the
challenge of diversifying internal innovation, hating between external and internal
innovation, and motivating the external innovatiamd contribution. The same
challenges apply to open source software busindkmg with maximizing the
effectiveness of in-house R&D and managing the ioeladnd roles of internal and
external innovations, the key to any developme@$85 software industry is the part of
the contributors, the members of the developmeminaonity (West et al. 2004). In the
traditional business model (closed innovation mptle¢ main goal is to be ahead of
competitors and stay there by investing in in-hok&® and offering the best solution
available (see chapter 2n the different OSS business models identifiedvabm
chapter 3.1, there is one common interest regardtdsthe income model; the
sustainability of the external development commuriit case a software solution does
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not attract enough contributors, another compleargrdr substitute product with even
just a small development community will step in aakle over the market share of a
product that is not being developed further. Evesugh in some of the nine business
models the income is earned by selling a license,reliance lies greatly upon the
contribution of the community, and the companiest thnly sell OSS related services
can lose their advantage of expertise in theirgetspe OSS portfolio. (Daffara 2007)
The key idea, therefore, is the motivation of tbhatdbutors. There are three ways the
contributors get their motivation according to (Weisal. 2004, 6):

. Direct utility; the individual or his employer gairirom contributing directly

. Intrinsic benefit; the individual gets an intangbbenefit or joy from

contributing
. Signaling; the individual gains respect from otl@mmunity members by
showing his skills

The company can enforce these motivational fadbyrdts own actions, e.g. by
enhancing the development environment towards mmbriguing for the developers, or
granting annual awards or prizes, and thereby gtinen its position in the market.

Vainio, Vadén, Oksanen and Seppéanen (2006) confidemaspects in sustaining an
open source community; social, cultural, legal @aewgdnomical.Social sustainability
depends on the variety and nature of the commumiynbers, i.e. skilled vs. less-
skilled developers, conflict resolution, decisioaking and personal characteristics.
The leadership should be strong in order to buitthecent and scalable software
because the multitude of developers translates tmudtitude of uncontrollable
modifications without a strong leadershipultural sustainabilityrefers to possible
cultural clashes deriving mainly from the shift thfe communities from so called
‘hacker culture’ to a commercial and professionavelopment culture.Legal
sustainabilitycan be threatened by several issues, mostly delatd’R conflicts. When
OSS development was still a new way of making saféythe idealism of freedom and
transparent environment existed strongly, but altmg development of the whole
concept and the use of OSS for commercial purpoase$rought along the need to have
different IPR definitions, i.e. licenses. (Vainioaden, Oksanen & Seppéanen 2006, 4-
10) Legal risks are closely related to licenses, even though one might wonder why
there is such a risk with products not sold wittmomercial licenses, there are many
aspects that need to be addressed form legal pékapéOksanen & Laine 2006a). The
legal risk lies in license management related wpédn of OSS by a company. A large
software package that is open source, might incindempliant licenses. This leads to
IPR infringement issues. (Oksanen et al. 20@&t)nomic sustainabilityefers also to
the recent course the OSS development has takenugld of OSS for commercial
purposes. Many companies see the benefits of UBBH and some companies make
OSS related business as their primary source ofmie¢ and therefore those companies
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are also prepared to pay for the development. Erkee ‘hacker culture’ has been
overtaken by dedicated developers sharing the gafatheir employers, which has
changed the focus of the developer communities froerely ‘quality software’ to
‘quality software on schedule and within given feamork’. (Vainio et al. 2006, 4-10)

Saastamoinen (2006) divides the risks in five aaieg at are related to OSS
companies: IPR; patent and compliance issues; guedisponsibilities and guarantees;
and change management. Risks related to IPR haveo tovitth licenses. Many
companies use extensive licenses to ensure thdofreef the code, but that makes it
impossible to close the code they have producethémselves from the competitors,
which is considered a great risk in many compariigs. license terms are often unclear
and might cause problems if they are incompliarthvainother licensed code that is
embedded, which means in practice that the reutsatsiicontroversial. The code can
also contain parts that infringe a patent, thatas known, or the owner of the code
might be unclear, when there is uncertainty whetihercode can be used freely. Having
the software comprised of parts from multiple sesrcnot knowing whether all the
original sources and licenses are documented coate$ the IPR issue greatly and
makes it basically impossible to trust the freedufrthe code. The current lack of court
cases adds also to the uncertainty. Technicaltguadnnot be assumed, and might not
be known in advance. There are faulty softwaredthtproprietary and OS software
side. On the other hand, OSS might have fewer buge community is large, because
more testers can find more errors, and such vasiurees as a large OS project can
offer are not possible in a proprietary companyll, $here are no guarantees that the
software that is used works, unless it is acquagdinst payment from a company
offering support or guarantee as a service. Ifsthfevare does not function as required,
the user is on its own, and might increase th&lnibsts. There might be changes in the
community that are a great risk to the OSS comp&oy. unanticipated reasons the
development community can all of a sudden stardiy i.e. the developers stop
developing and/or move to another project. Thatmaehat the company must try to get
the community back to life or take over the devaiept which means slowing down or
major investment in resources. (Saastamoinen 2006)

Below is presented a table that summarizes therdiffdactors that could influence
the success of an OSS project based on literagwiew on different challenges and
risks the project can face.
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Table 10 Suggestions for critical success factof3$S industry

Factor Sub-factor

Innovation management Motivating external contiifout

Clarifying internal/external roles

Ensuring effective in-house development

Legal issues Taking care of IPR management

Securing against patent infringement

Taking care of license compliance

Technology management Extensive testing for quality careful selection of code

Getting code from most reliable and stable comnyunit

The factors discussed above based on risks anterepes found to exist in OSS
business (see chapter 2) are summarized and inglugeation management, legal
issues and technology management. Innovation mareges divided into three sub-
factors that refer to effective management of maerand external resources. Legal
issues are divided into three sub-factors, whicplemsize the importance of knowledge
of IPR and licenses. Two sub-factors of technologgnagement suggest that it is
important to select and test the code carefulgg &keping in mind the continuance.

3.4  Measuring success

Defining success is a difficult task that many awshhave addressed. Stevens and

Burley (1997) define successful innovation as folow
"Commercially successful" as we use the term doegusbtmean that
someone is buying the product or licensing the eptcbut that the
concept is providing economic profit to the pareompany. In other
words, the money returned is greater than all theneyoinvested in
creating that product, including the cost of capifaoth depreciation
and opportunity cost), raw materials and manpoweduseoughout the
entire project. (Stevens & Burley 1997, p 16)

The most common ways of measuring success arecdelat sales and growth
(Hendersson & Cockburn 1994; Davidsson, Steffens i&zsimmons 2008). Other
metrics used are for example marketing related,h sas market share and
competitiveness (Heinonen 2009). Firm growth isrtiest commonly used as measure
of success. However, growth alone is not enougexpore the success of a firm, but
instead it needs to be combined with profitabiligmpirical tests show that the
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companies should first establish high profitabilitythe expense of growth and not vice
versa. The companies will then be more successftlié long term. (Davidsson et al.
2008) The paper of Chakravarthy (1986) also shoastthditional measures based on
the profitability are not enough. The paper clatimt measurement should be done in
two ways: assessing the quality of the compangasiormations and measuring the
stakeholders’ satisfaction (Chakravarthy 1986). Beaed Waterman (1982) used two
different ways of measuring the success in theirdias book In Search of Excellence.
First they used financial criteria that includedimpound asset growth, compound
equity growth, ratio of market to book value, aggraeturn of total capital, average
return on equity, and average return on sales. dther measure they used was
innovativeness and the ability to react to rapidngdes in the firm’s environment.
(Peters & Waterman 1982) Edmunds (1982) gives goeinensive set of measurement
tools for SMEs in growth that uses very differeye of measuring. The primary goal
of the company is to increase the profits and tlaeket share. The ways by which to
measure the performance in order to manage theateioflow of total funds, product-
market plan, market performance, costs, assetgndial measures, management
capacity, and taxation. (Edmunds 1982)

Looking at software development specifically, thethars DeLone and McLean
(1992, 2002, 2003) distinguished six metrics forasging a software development
project success: system quality, information qualitse, user satisfaction, individual
impact and organizational impact. System qualifgneto the quality of the code and
information quality to the quality of the documeiua, i.e. how well the system
structure and development work has been descrided. metrics mean the level of
usage measured by different ways depending onypieedf distribution method of the
software: number of users, number of downloads|lugien of software in other
distributions, popularity of the web site or othmeasurable place for information,
package dependencies, and reuse of code by extlwmeallopers. User satisfaction can
be measured by different user rating systems ardoglucting user surveys. Individual
and organizational impact refer to different ecormoand other type of impact on the
individual and the organization. (DeLone et al. 292002, 2003) Crowston, Howison
and Annabi (2006) studied FLOSS (free/libre/openirse software) development
success, and used the measures of DelLone et 8R,(2002, 2003) as basis for their
study. However, they felt that there was a needaidditional metrics for success
measuring in FLOSS development projects. They aguegect output, process, and
outcomes for project members. Project output isyveften a milestone itself.
Advancing from a semi-finished beta version of &vgare to a functioning and stable
first alpha version is a significant step that cades some degree of success of the
project. This leads to developer satisfaction, asecthe version can in fact be called
alpha, and the goals that were initially set werd.Rrocess refers to factors that have
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to do with the process of achieving the desireghatutFirst indicator of success is the
number of developers. FLOSS project depends orcananunity and the size of the
community speaks of attraction towards the projectd as discussed earlier the
attractive projects tend to be more successful fleas attractive ones. Number of
developers is not a measure on its own, if thereotsenough activity generated by the
community. The process can also be seen succéssietl on time between releases and
the time to solve the bug issues and implement megwested features. Both releases
and error-fixing demonstrate the level of activillythe project. Outcomes for project
members include such as job opportunities, intibginefits, salary, reputation building
and knowledge creation. The more the benefitsdbate out of the project for a team
member, the more successful the project is. (Crawstal. 2006)

In this research the measures of profitability gnawth will be used for measuring
the success. The study uses qualitative methodseruirical data gathering and
therefore very precise measures are unnecessagystlily will focus on the interview
answers what comes to success measures.

3.5 Synthesis

The study is constructed in three main parts: st part explains the main concepts,
the second part is a literature view on key issaad, the last part is the actual study.
The first part of the study focuses on two concepp®n innovation and open source.
The path from the closed innovation model to theromnovation model is called the
paradigm shift, and means that a company, growpmwipanies or an entire industry has
realized the deficiencies of overlapping R&D andowattion development, and the
potential of a creation of ‘virtual laboratories/here the minds of the brightest people
are not a sole propriety of one company, but viessa, benefit all. Some companies
might benefit directly from open innovation, sonmelirectly, but the main idea is the
effective use of all resources, because at thetbedg is always a way how a company
benefits indirectly from the development. Open seuis a phenomenon of open
innovation, and as hamed, means that the ‘sourgper’ and anyone can use, develop
and distribute it (cf. GNU). The study explains ttlogpen source is not in fact only
software related, but there are other projects tzet have free source; like open
education and open content. Licenses are the ka&yeisn open source software
business. Licenses secure the freedom of the scode and determine the degree of
freedom from different aspects.

In the second part the study links open sourchd@aradigm shift by explaining the
difference between the traditional and the new op&vation business models in
software business. The business models, or mooésphg revenue generation, of open
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source software industry differ greatly from thaseproprietary software industry.
Open source software industry business models anelyrbased on pure service on the
software — not the software itself. (Koski 2006)tiCal success factor is a concept that
is the heart of this research. Critical successofacare those factors that affect the
business substantially in the positive or negativection (Hofer et al. 1987). The CSF
are very firm-specific, although there are thosa tre also industry-wise (Ellegaard et
al. 1993). Therefore the study has defined the GSkree different levels in two axis:
software industry level vs. open source softwadustry level, and on another axis
open innovation vs. open source software. The skoolyed at software business CSF
from three different viewpoints and found out thatportant factors in software
business are a good project plan and project mamagte good product and resource
management, and partnering. Software projects apally long term, and therefore
project management plays a critical role in theggoo Product is what is sold, and in
software business products are always defectivesdme degree, and so the
differentiation can be made in the quality of theduct including factors like agile
methods, testing, and quality management. Resoustegagement is also important;
taking care of the resources so that there is dnoegources, all resources are well-
equipped and motivated. Open source software indubtfers from the proprietary
software industry as the literature review has shoased on literature the main
differences comparing to proprietary software indusare related to community,
communication and licenses. Community managemenliudas motivation with
intrinsic benefits, which is discussed more in deta the last part where open
innovation viewpoint is reviewed; communication ahjities and levels between the
different operators; and number of those operafdne. community is a more complex
organization than a proprietary firm producing s@ifte, because the clear and classical
hierarchy models are missing. Therefore properamudrate communication is found to
be very important. License know-how is also foundé an important factor in making
success. Open innovation challenges faced in tle® gource software business are
examined more closely from two different — but rmntradictory — theoretical
viewpoints. The literature review shows that thestrimportant challenge specifically
in the open source software industry is the matwaand contribution efforts of the
developer community. Concluding from the four aspeat sustaining open source
communities stated by Vainio et al (2006) and tlheed¢ motivational factors
distinguished by West et al. (2004), the main @magles in sustaining an open source
software developer community today derive from #ingft of open source software
development from a pure hacker society, where tngamability is achieved by
intrinsic benefits or other personal immaterial aesds gained by the developer, towards
a company-driven community, where the motivatiofedtors lie mostly in direct
financial benefits. As has been discussed, thedgarashift seems to be inevitable, and
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therefore the open source software industry as parbpen innovation will be
developing towards an increasing commercializatishich indicates a change in the
hierarchy, construction and nature of the devel@eanmunities. Thus, the challenges
proposed by efforts to achieve open source commgustainability are constantly
changing, which means that intrinsic and other inemal benefits alone will not ensure
the sustainability of the community, which is arpauisite in the long run in order to be
able to exploit an open source software succegsfull

The study has looked at the different attributeopén source software industry,
defined the success measures and listed diffeaetdrs that might affect the success of
an open source project. Three different tables wenmestructed based on existing
literature and research: success factors of softwadustry, success factors of open
source software industry and success factors in sparce software industry based on
risks and challenges of open innovation. The sywmhen the following page
summarizes the literature review.
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Independent variables — CSF Dependent variables — Success measures

Community management

Motivating community

Establishing and communicating hierarchy

Moderate technological diversity

High internal cohesion

Moderate external cohesion

High number of internal and external members

Technology management

Good applicability

Good quality

Modularity of the product

Good usability

Low set-up and usage costs

Good integration possibilities

Localization - Profitability
Re-usage of code
Proper and frequent testing

Growth

Project management

Good license know-how and IPR managemen >

Ensuring continuance

Modularity of project

High openness and level of communication

Good project plan

Close monitoring and reacting to changes

Hiring the right people

Keeping the right people

Equipping the team with proper tools

Market management

Good support

Effective market creation

Multiple external partners

Figure 6 Synthesis
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4 METHODOLOGY

4.1 Research method

This study aims to find the key factors for suctdis making business out of
commercial open source software development. Thdysfirst concentrates on the
existing literature and theories, in order to foat the different factors that might have
an effect on OSS business in terms of successtilfiésee different ways are used for
finding the factors in the literature review:

. Exploring the literature on software industry imgeal and make a summary of

the different findings of CSF in software industry

. Exploring the literature on OSS industry in genarad make a summary of the

different findings of CSF specific to OSS industry

. Exploring the literature on open innovation and Q8ted challenges and

risks, conclude the CSF specific to OSS industretham those findings, and
finally make a summary of the different factors cloded
The three different summaries will form the synthesd framework for the qualitative
study. The synthesis thus includes all the posdddéors that influence success of a
commercial OSS project, the generalization beirthatevel of software industry.

There are two major types of research models: gatneé and qualitative.
Quantitative approach can be said to be the taaditiapproach, whereas qualitative is
more modern. Research intends to find out realitylike, and quantitative and
qualitative researches offer a different kinds @dlities, the other one objective and
other one subjective. (Clarke 2005) Quantitativeaesh model can be characterized as
more objective, as the researcher has no dirgeérmonal contact with the interviewee.
The questions are pre-defined and very structuesd| the process is deductive.
Qualitative research is characterized as subjeclile researcher interacts with the
interviewee constantly in the interview situationdatherefore the process evolves
depending on answers given. The qualitative proiessductive as the interview
shapes the process and the theories are developedderstanding. (Creswell 2003)

This study has qualitative research approach. €asans for qualitative approach
are numerous and partly practical. Morgan and Sohir€1980) claim that qualitative
methods are appropriate when the human beingsecardn as engaging in the shaping
of the reality measured in the study, and whenatbdd can be seen as dynamic. This
research is a good example of such situation. Dineeapts under examination are not
directly measurable and there is indefinite numbérchoices, thus quantitative
approach would have to assume too much based ameterand immobile reality. The
qualitative nature allows more flexible data seasghich is especially important in a
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search for such factors that the interviewee mighte been unaware of. Qualitative
research facilitates finding the most relevant daaged on factors that impersonal
guestionnaire could not communicate. Qualitativehoe can better offer new data,
which was not found in existing literature. In suqualitative approach can offer a
subjective view of reality, which limits the genkzation, but on the other hand, it can
offer wider view than would have been possible watlguantitative approach. (cf.
Alvesson 1996; Conger 1998; Padgett 1998)

Hirsjarvi and Hurme (2001) differentiate three tymé interview methods: structured
(lomakehaastattelu), semi-structured (teemahaelstpttand unstructured (avoin
haastattelu), where the conformity of the intengediminishes when going from
structured to unstructured. Structured intervievespae-defined where the questions are
set as a form that is followed strictly. The metltmés not allow going outside of the
topic, but instead keeps the interview controllEde method is the easiest of the three
to conduct, but requires careful preliminary plamghivhen setting the questions. The
method is very close to quantitative research nuktthwit the difference is that the
interviewer is noting down the answers instead ledf interviewee and a personal
relationship is established. Semi-structured ingsvvis a method between structured
and unstructured interviews. The interviewer hasgat themes of questions that are to
be followed but emergent issues can be addressedt is possible to explore issues
that come up, but are not among the actual intergeestions. Unstructured interview
is more like a discussion than an interview. Theriewer has freedom to lead the
discussion to a certain direction based on theni@ee’s answers. The questions are
open-ended. This method is useful when all the arswannot be anticipated, and
when the number of interviewees is small. (Hirgj&tal. 2001) Although, unstructured
nature of interviews may affect the validity of ttesearch, and therefore it is important
that the interviewer is knowledgeable on the sulaed is able to guide the interviewee
to the right subject without influencing the anssvélrhe interviewer should also be able
to make consistency out of the answers of the mdiffeinterviewees. In this study the
interviewer has a background in OSS industry aedktiowledge therefore derives also
from practice instead of only the literature revigwesented in this paper. The
interviewer also knows three of the intervieweessgeally through professional
intercourse, and can interpret those interviewaaswers also in the light of personal
characteristics, which diminishes the errors.

The data collection in this study is conducted digto unstructured personal face-to-
face interviews which according to Hirsjarvi et §001) facilitate very in-depth
communication. Qualitative interviews can be chamaped as emergent, meaning that
the questions and question setting can be infllekbgethe previous answers (Creswell
2003) In the interviews conducted in this study ¢luestions are open-ended because
the interviewees should not be guided towards angwars anticipated by the
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interviewer, and also it is possible that the witawer has not been able to ask the right
questions. Also, the interviews are unstructuredtlsat unexpected ideas can be
explored effectively. The number of the interviewé® small, which makes it possible

to have long in-depth interviews.

The qualitative nature and the question-settingatse limitations of the study. It is
important not to lead the interviewee towards any @sind in literature. On the other
hand, the interviewee might not simply think deepowgh to find the possible
underlying factors that explain the more obviougdes. Quantitative survey would be a
good idea for future studies, but one has to bg vareful in how many questions are
asked and what those questions are. The more shoiakfferent variables (CSF) there
are, the more leading the survey becomes. The felaaces there are, the more likely
the interviewees are to answer with thought.

After constructing the theoretical part, the intews are conducted. In the light of
the theoretical framework the results of the gatlie interviews are then examined and
compared. Finally conclusions can be made basedhearetical and qualitative
analysis.

4.2 Data collection

Odendahl and Shaw (2002) point out that acquinmgrviewees can be a difficult task.
One good way is to raise the interest of the inésvee candidate. Sometimes a
prominent actor in the fields has such intereghi topic that the person wants to be
included in the data collection process — as asrinént, that might also help to provide
or suggest other interviewee candidates, and atswide personal knowledge in
constructing the study. (Odendahl & Shaw 2002) Wdkn and Young (2002) discuss
snow-ball sampling, which means that one interveewgggests a name of one or more
other possible candidates, in which case it is iptesgo start with only one good
interviewee. In this study snow-ball sampling waed) as well as raising professional
interest of the interviewee. The author is a mendfe@dSS organization, and thus has
acquired some contacts through personal relatippshand gotten further
recommendations. The topic raised wide interest rgmmost people the author
discussed with, since the business side of OSSsindhas only recently been studied
more widely.

Personal interviews are a very effective methoddafa collection in qualitative
research (cf. Odendahl et al. 2002). The personiahiiews were held in the spring
2011, keeping in mind that they should be heldequibse to each other time-wise, so
that the fast development in the sector could m&tbd the answers in relation to one
another. The interviews were individual and eack Wd.,5 hours long. Each interview
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was held in Finnish and recorded. There were Shieees that held the following
profiles at the time:

Table 11 Interviewee profiles

Interviewee | Sex Sector [ Status Previous relationship Date

1 male | Public | Director and OS specialist Yes 103X

2 male | Public | Researcher and OS specialist No (B1%.2

3 male | Private| Managing director in OS Yes 19.4.2011
company

4 male | Private| Entrepreneur — OS company No 2914.2p

5 male | Private| Managing director in OS Yes 20.4.2011
company

The interviewees were chosen based on their gaadllstied reputation in the OSS
community in Finland, as well as their differentkground relating to the organization
they are part of. Out of 20 candidates five wer®seim. The small number of
interviewees compared to the number of total caatdglwas due to lack of time as well
as the fact that the representation of the peopthd field among the interviewees was
sufficient.

All interviewees are specialists through eithereegsh or practical experience in
open source or open source software. They areiraligh, male and aged between 30
and 40 years old. Some of the interviewees chosgay anonymous, and therefore
none of them are named, instead they are numbeved I to 5. The interviewer had
professional relationship with three of the intewwees beforehand.

The interviewees were sent a brief explanatiorheftopic beforehand, so they could
prepare for the interview by thinking a little lot the subject. They were not sent any
guestions in advance, in order for the answersetosfontaneous by avoiding any
previous research to be done by the intervieweas rthight have influence on the
answers. The interviews were conducted in the gbgdbe interviewee’s choice, one in
a cafeteria (number 4) and four others in theipeetive workplaces.

The interviews were unstructured, but generallyitfiermation that was sought for
was:

. Background of the interviewee

. History of the organization the interviewee works f

. Relationship to OS and OSS

. Knowledge about business models

. Knowledge about success factors
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. Opinion about business models

. Opinion about success factors

. Examples

. Suggestions for future regarding OS and OSS

The interview process can be highly influenced digia settings. It is important that
different issues such as age, dressing, role, atythetc. are taken into account
beforehand. (Odendahl et al. 2002) Wilkinson ef1894) have identified three types of
preparation to be made before the interviews: tmgispreparation, preparation of
physical properties and mental preparation. Laggsgireparation means preparing the
place of the interview and considering the meangetothere. Preparation of physical
properties means organization of the venue, drgsgpropriately, props and recording.
Mental preparation means considering beforehand howmanage the interview
situation. The interviews in this study were hefdtihe places of the interviewees’
choices, and means to get there and preparationdiffasent in each case. All the
interviews were on schedule and there were no saris. Making the interviewee feel
comfortable and relaxed in the interview situai®mmportant because only in that case
the interviewee would have a free flow of thoughélkinson et al. 1994). In this case
it was done by dressing semi-informally, accorditty the person’s status and
personality (if known beforehand). As some of tideliviewees already knew the
interviewer beforehand, the expertise or knowledfyehe interviewee did not need to
be addressed in all of the interview situationstwo cases, however, it was important
to communicate the level of understanding — esfig¢echnical — of the interviewer to
the interviewee, so that the interviewee could idate the answers accordingly, and
also know how deep in technical details would bgsgae to go to. Speaking “the same
language” is essential when making the personaiacbin the interview situation and
building a relaxed atmosphere (Wilkinson et al. )99 ape recorder was used in the
interviews and the interviewees were told of theording beforehand and thus given
the opportunity to decline.

4.3  Data analysis

Data analysis is the process in which the acqudedd is organized in a way that it can
make sense Creswell (2003). As data in qualitaisearch is made up of answers to
open-ended questions, they cannot be numericallyesges as such. Therefore the
analysis requires systematic process in orderltp dimderstand the data and to answer
the research questions. (Taylor-Powell & Renner 2@&swell proposes six steps in
the data analysis process, which are presentéxe ifigure below:
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ORGANIZE AND PREPARE THE DATA FOR ANALYSIS

READ THROUGH ALL THE DATA

I

DETAILED ANALYSIS AND CODING

!

DESCRIPTION

\4

ADVANCED DISCUSSION

\4

INTERPRETATION

Figure 7 Data analysis process by Creswell (Cres06I8, 218-222)

Organizing and preparing the data for analysisuthe$ transcribing the interviews,
collecting the field notes, and making note ofidibrmation collected. Reading through
all data is a step in the process where a genaddratanding of the data is acquired.
Detailed analysis and coding is the next step, wliiest the data is categorized under
themes or groups according to the meaning. Thipshttle researcher make a more
detailed analysis on the data — what are the anteahings and getting the sense of the
whole data. The different categories should beteted and iterated as far as possible.
Description involves describing the setting, whiokans the people, places, etc in the
setting. These can also be coded, and help in staheling the data deeper and
choosing specific outcome categories in the coditep. Advanced discussion is the
representation of the data collection and datahe tesearch paper. It can be a
description of the events, followed by discussibthe themes, illustrations, quotations,
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etc. The final step, interpretation, should disoubat is learned from the data and what
are the issues that are the most meaningful. (Cie20@3)

In this research the transcription was not madtilteextent due to poor quality of
some of the recording caused by background noiseieMer the sentences were written
down as far as it was possible and tones of vo@es reflections were noted, for
example how strongly the interviewee stressed sureisThe field notes were also very
much used in the process. Halcomb and Davidson5§26take a case against the
necessity of detailed transcription of the dataeemlly in mixed methods, where the
interviews are not purely qualitative, but inclusteme themes in the question setting.
They argue that it is not always necessary to trives the recordings to full extent.
Instead they propose another process for datassalyhich includes field notes as an
integral part of the analysis. (Halcomb & Davidst®05) The figure below illustrates
the process of Halcomb et al. (2005):

AUDIO-TAPING AND NOTE TAKING

y

REFLECTIVE JOURNALING

I

LISTENING AND REVISION

I

PRELIMINARY CONTENT ANALYSIS

I

SECONDAY CONTENT ANALYSIS

I

THEMATIC REVIEW

Figure 8 Data analysis process by Halcomb at aloginb et al. 2005)

Audio-recording supported by taking field notesaigood process for adding more
context to the meaning of the interview data. Imiaetly after the interviews the



66

researcher should review the interview carefullg possibly amend the notes with new
ideas and reflections. The listening and revisicgans that after reflective journaling
the researcher should carefully listen to the tapéien several times, amend the field
notes with the data on tape and also correct #ie fiotes if necessary. This enables the
researchers to get a full and clear picture orctivgent of the interviews as well as the
context and reflections. Next the researcher shgoluduct the preliminary content
analysis, once he/she is sure the data is accUtai®involves categorizing the data in
themes, which can be referred to being the codinggss. Secondary content analysis
involves a second researcher to perform the listeaind revision step, to ensure the
preliminary analysis is accurate. Finally the themeeview involves re-listening to the
recordings and making a final analysis of the aont@dalcomb et al. 2005)

Like already mentioned, in this research notes weken during the recording,
taking down the main messages added with othesnetg. the tone or attitude of the
interviewee. The tapes were listened immediatelgrahe interviews and notes were
taken. The actual data analysis was performed appately one year after the
interviews were held, so the tapes were listeneddecond time and more precise notes
were taken, though not transcribed to full extdime data acquired through field notes
and the notes from the tape-listening were revieased categorized according to the
synthesis based on literature review. Each itetménsynthesis was gone through and
correspondent answers were categorized underettme Kinally the outcome was a table
where each of the factors regarding the researebtigun had correspondent answers.

4.4 Trustworthiness

Trustworthiness in qualitative research differglglly of that in quantitative research
(Creswell 2003). Traditionally trustworthiness inagtitative research has been divided
into four different categories: internal validitygexternal validity, reliability and
objectivity. Internal validity is the extent to vahi there exist causal relation between
the dependent and the independent variables. Ektealidity means the degree to
which the causal relationship can be generalizetialitity refers to the quality of the
measurement, and is usually tested by replicafiancoln & Guba 1985) Qualities of
reliability are dependability, stability, consistgn predictability and accuracy
(Kerlinger 1973). Objectivity is the opposite of bgective and refers to the
methodology; the study can be seen as objectiveulfiple observers would come to
the same conclusion as one. (Lincoln et al. 1985)

Due to the nature of quantitative study and thues tastworthiness qualification
above, Lincoln et al (1985) suggest four other meainmeasuring the trustworthiness
of the study, that are more suitable for qualigtistudy using modern methods
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(naturalistic). The following table summarizes theans of establishing trustworthiness
in qualitative study (Lincoln et al. 1985):

Table 12 Establishing trustworthiness in qualiwtigsearch (Lincoln et al. 1985)

Conventional Naturalistic Methods

Internal validity Credibility Prolonged engagement

Persistent observation

Triangulation

Peer debriefing

Negative case analysis

Referential adequacy

External validity | Transferability Contextual degtion

Reliability Dependability | Detailed research outline
Objectivity Confirmability | Triangulation
Audit trail

Internal validity as conventional measure of trusthiness is somewhat assuming
knowing in advance, so Lincoln et al. (1985) hamesquivalent measure for qualitative
methods called credibility. Credibility rather anss/¢o the question: How well do the
findings represent the reality? There are seveagkvof enhancing the credibility. First,
it is important to be well prepared. The researdfeuld carefully examine previous
literature and findings of similar research andoajget to know the topic and e.g.
background of the interviewees well, i.e. be quedifto perform the inquiry. The
interviewees should be selected as randomly ashp@ss ensure a representing sample
of the reality, and the trustworthiness of theiswaars should be ensured by e.g. giving
the opportunity to refuse and selecting those gmatyiwilling to participate, and
through iterative questioning. Also superiors aralleagues should be consulted
frequently. Transferability is the naturalist's @lent for external validity. In
qualitative research it is very difficult to prowbe findings applicable in wider
selection, because qualitative research is ususlcific to certain environments.
Lincoln et al. (1985) suggest instead that with fimelings it would be important to
provide as much contextual information as requii@dthe transfer to be able to be
done. In other words, the researcher has to emaspireper understanding of the research
to the reader. Dependability refers to the ability repeat the research, but not
necessarily the outcome, which would be the casernwentional reliability. In order to
achieve this, the research methodology should keribed in detail, so that the exact
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same study could be performed. Confirmability is gwpiivalent of objectivity, and
means that the data should not be influenced byntieeviewer’'s own perception, but
instead all data should derive directly from thimimants. The bias can be avoided by
triangulation and recognition of the possible penblby the interviewer.

For this study approximately 20 people were askedh interview and all of them
were interested in the topic and gave a positiveven Among all of them a few
candidates were chosen for personal interviewsdbaretheir relevant position in the
industry in Finland, their expertise in OSS andirthackground. It was possible to
make careful selection, because almost all carebdiiat were asked for an interview
gave a positive answer. The interviewees were chbssed on their expertise and
status in OSS world. There were two main criteria:

. Established high status in the field (reputation)

. Different background from other interviewees inaets of field of business,

position in the organization, private/public sector

The qualitative research interviewee group is hagnegus in demographics, which
is a limitation in the results of the study. HowevEinland is very advanced what
comes to open source, and also the nature of apenesdictates that it does not know
national borders. Open source as a phenomenoahalgind the circles are small. Also,
as in IT sector in general, male is the dominaxtisehe field. Thus, the nationality or
sex of the interviewees does not distort the resbkcause the interviewees can be seen
as typical experts of open source software. Thenmmdwees were chosen from both
private and public sector, in order to get the tifterent angles in the study.

The researcher has also been involved in OSS indastl studied OS beyond this
research paper, so the preparation or qualificatrderion is fulfilled. The knowledge
of the researcher extends to not only the theaiettiackground of the subject in hand,
but also to the structure of the field in Finlanadathe position of the interviewees
chosen. This study has offered description of tekground in order to understand the
underlying factors leading to the research probéerd the data collection. Also data
collection method and sampling have been introduesdwell as description of the
actual data collection with schedule. The interaew/ were aware beforehand, or were
made aware, of the background and level of knovdeafghe interviewer, and a relaxed
and comfortable atmosphere was created. The rémgarknows some of the
interviewees personally at professional level, Whi@s its positive and negative sides.
First, the relationship enables more comfortabliginge for the interview, makes it
easier to prepare, and also save time with backgrguestions. However, the personal
relationship might affect the interviewer’s perdeps, because some of the issues and
opinions might have been assumed beforehand. Theiewees were clearly informed
and instructed before the interviews, so they hadestime to think about the issues
before the actual questions, so that the most iydgrfactors could emerge. However,
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the interviewer was careful not to present anyifigd of the literature review before the
interviewee had communicated all of his own expeeand opinions in the interview.
Confirmability is ensured by the fact that the imtewer was surprised of the findings
and did not expect such an outcome, which means tthe interviewer's own
expectations or possible influence on the outcome aminished.

It is important to notice that the results are didbr a specific date. The software
industry in general is constant change, especialyause of the emergence of OSS.
OSS business is a relatively new type of busineashas yet not found its permanent
place in the market. Therefore it can be assumad ttie constant evolvement can
change the outcome of similar research in an emenyear time span. The study being
tied to a certain time also has its ties to tramadfdlity and dependability, as according to
conventional criteria for trustworthiness those tergeria would not be fulfilled. In
naturalistic view the qualitative nature of the dstupermits the repetition and
applicability being limited to research settinghaitit repeating the same outcome.
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5 SUCCESS FACTORS OF OPEN SOURCE PROJECTS

5.1  Main findings

The main outcome of the interviews is that modtly interviewees opinioned that OS
management does not differ from management of miapy software or that of any
other field of business.

Qualities of a good OS project are the same asny ather business
(Interviewee 3 2011)

General critical success factors are valid also open source.
(Interviewee 3 2011)

There are no specific critical success factorsper source business... It
does not matter what model we use h@rgerviewee 5 2011)

No difference(Interviewee 4 2011)

Additionally, the answers to the question of susdastors were:

. low price

. excellent product

. good business model development,
of which none is in the list of CSF in the synthesis

In spite of the main opinion the interviewees maméd a few factors in the
synthesis, although they do not see them as palhteomanagement that differentiates
success, therefore they can be seerkegssuccess factors. Next each of the CSF
categories specified in the synthesis are reviaweletail.

5.2  Community management

The theory suggests that community management iy uaportant in making

successful business, and its elements being kegessidactors. All the factors under
community management are OS related, because coitynsia concept that does not
exist in proprietary software development world. @®elis presented a table which
indicates the positive or negative response of dactor in the synthesis from the
interviewees. A plus sign means a positive cori@lagnd a minus sign a negative
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correlation in the opinion of one interviewee betwethe possible success factor in
question and dependant variables.

Table 13 Results: community management

Factor of community management Response

Motivating community + -

Establishing and communicating hierarchy +4+ 4+ 4+

Moderate technological diversity not mentioned fgiiviewees
High internal cohesion not mentioned by interviesvee
Moderate external cohesion not mentioned by indsvees
High number of internal and external members +-+

Interestingly, the only factor that was clearly miegful as a success factor — four
out of five mentioned it — walsstablishing and communicating hierarghyhich is the
one of these factors that is also related to ofieéuis than OS. Contradictory to the
theory was the issue of tiegh number of internal and external membérsree out of
five interviewees thought that the size of the camity does not matter, and could be
even better if the community is not too large, lseathat would make it easier to
manage, which leads téstablishing and communicating hierarchne interviewee
said Motivating communitys important and one said the community takes o#iriés
own motivation. Interesting discussions were cdraat regarding the financial benefits
versus intrinsic benefits for the community. Twotbé interviewees claimed that the
intrinsic benefits are only a means to get finanoemefits, e.g. through higher expertise
or reputation that leads to paid consulting worke@laimed — as according to existing
literature — that intrinsic benefits are importand sufficient.

5.3  Technology management

Technology management can be seen as quite cmaaftware business, because the
product is in the core of the business. Below msspnted a table which indicates the
positive or negative response of each factor irsgimthesis from the interviewees.
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Table 14 Results: technology management

Technology management

Response

Good applicability

not mentioned by interviewees

Good quality

+

Modularity of the product

not mentioned by intewees

Good usability

not mentioned by interviewees

Low set-up and usage costs

Good integration possibilities

+

Localization

++

Re-usage of code

not mentioned by interviewees

Proper and frequent testing

not mentioned by int@rees

In the part of technology management factors dmobgalization seems to have
moderate importance according to the interviewbe®SS development — in case the
community is large — it is possible to reach a ll@féocalization much more impressive
than in proprietary software projects. If the conmityiis global — as it very often is —
the developers or community members have their iatemest in localizing the software
for their environment, and then it also gets dofiee localization can be said to be
almost automatic compared to the efforts in pragnesoftware development projects.
The localization is therefore important, but treathe same for both proprietary software
and OS software.

5.4  Project management

Project management was seen very important intdrature view by many authors (eg.
Reel 1999). However, most of the factors were nehewentioned by the interviewees.
Below is presented a table which indicates the pesiir negative response of each
factor in the synthesis from the interviewees.
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Project management

Response

Good license know-how and IPR management

-+ 4+

Ensuring continuance

not mentioned by interviewees

Modularity of project

not mentioned by interviewees

High openness and level of communication

not maetidby interviewees

Good project plan

not mentioned by interviewees

Close monitoring and reacting to changes

-+

Hiring the right people

+

Keeping the right people

not mentioned by intendges/

Equipping the team with proper tools

not mentiohgdnterviewees

Good license know-how and IPR managenesieen a very important factor iim
existing literature. The interviews showed it ist mecessarily so. One interviewee
claimed that it is not important at all in OS wagrkince the software is ‘free’ and the
licenses are made to protect the freedom. Howdveeems from the programming
aspect that there is importance, because the #seaffect the usage, or restriction of
usage, for commercial purposes or closing the ®idbee code is re-used, all of a
sudden the software can contain thousands of diffgsieces of code that are published
under different licenses. Sorting out and manatiegcombination of code is difficult.

5.5  Market management

Since OS is fairly new phenomenon, it is no sugptimtMarket creatiorwas a topic of

discussion with some interviewees. Below is presgra table which indicates the
positive or negative response of each factor irstimthesis from the interviewees.

Table 16 Results: market management

Market management Response

Good support not mentioned by interviewees

Effective market creation ++ +

Multiple external partners +
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The main aspect according to three intervieweesnarket creation is firstly
increasing the awareness and secondly educatingugiemer. Based on interviews the
customers face the main challenge of not knowingtwi choose, since the OS projects
are infinite in number and not much reliable knalge available. Additionally it is
possible that OS has a bad reputation — not to iorehe image of being ‘free of
charge’, although the right term is ‘free of usghis all confuses the customer and at
the moment of the interviews in Finland there wepecompanies offering purely OSS
selection services.
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6 CONCLUSIONS

6.1  Theoretical contributions and managerial implications

Open source software is a new field of businesstina been studied, but mainly on
technical level. The business level research hagest gaining foot only recently.
Especially success factors specifically from thesibess perspectives have been
neglected in research and lacking empirical date main question this study was
intended to answer is: what are the critical sudastors in commercial open source
projects?

The theory shows that there are many differentofacpresent in the course of an
open source software project. According to theormsveral factors influence the
performance and successfulness of the project tlzogk factors are very often ones
related directly to the open source nature of th&ifess. They are factors that derive
from the community management, technology managenpeoject management and
market management. The factors are specific tavaodt industry and open innovation;
some apply to business in general.

The interviews revealed that there is basicallydifterence at all between open
source software industry success factors and gesecaess factors. The two factors
that were most clearly success factors westablishing and communicating hierarchy
andeffective market creatiomoth of which are general and not so much evetwaoé
related. The interviewees did mention — but nassted — a few software related factors
having importance in success, but they also claithatithe recipe for success is either
the same as in proprietary software business osdhee as in business in general. Thus
it can be concluded that the theory conflicts wvitils study in the part that there is a
special set of success factors for a specific itmgws open source software business, or
even software business in general. Still, genextiin cannot be made over all business
sectors. The study suggests that the successdanterthe same regardless of type of
software the company is doing business with.

The interviewees mentioned three factors that naakesiness successfldw price
good productandgood business model developmé@iite factors are extremely general,
and very logical. They can be made specific to rbasinesses by little fine-tuning, so
if taken a certain angle to all the tree factdngytcan be seen as OS specific. Low price
is traditionally the first thing that is expectethen thinking of OSS, although discussed
earlier that free as related to OS means free-ef+ust free-of-charge. Good product in
OSS is perhaps critical in a little bit differerénse, since the background study has
shown, the management of the product is differeatnf proprietary software and
requires more careful — or different kind of — ddesation. Business models are very
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closely attached to the CSF in this research, siheebusiness models in OSS are
extremely different from those of conventional Imesis (how to make money with
something that is free?).

It is also possible that theory is more powerfurtipractice. It is possible that the
managers do not see CSF identification as impodsrhey should based on literature.
Or maybe CSF identification in too narrow a sedsouseless. As Robert Young, the
CEO of Red Hat says:

In fact you make money in free software exactlys#imee way you do it in
proprietary software: by building a great productarketing it with skill
and imagination, looking after your customers, ahdreby building a
brand that stands for quality and customer servi¥@ung 1999)

Critical success factor as a concept is createélfprnanagers focus on a few critical
areas in their business and prioritize in a way mhaximizes the company’s success (cf.
Rockart 1979). When the manager knows the CSF inpghgicular industry in that
particular company, he/she can base decisionssuessthat matter in regards of the
outcome, and he/she is able to manage more efédgctiv

This study can help managers realize that theré&especific factors that are not
unambiguously creating success, but instead comatgoversy among informants that
are from different kinds of organizations and wdlifferent technologies. The factors,
that exist in literature and were synthesized i ¢ind of the literature review in this
study, might depend on the specific environmenthefcompany. Although the findings
presented indicate those OS specific factors makdiffierence, it is important to be
aware of the different factors present in the bessn but make one’s own conclusions
on which are the specific key factors in one’s axternal and internal environment.

This study suggests that general success facterghar ones that apply in open
source software industry. Thus good general managem enough for any manager
and there is no need to be an expert in open sonroeder to lead the company to
success. Rather, there is a need for a strong matiagjehas a solid background in
several different fields and that way learned thsetbmanagement style that is not too
narrowed down to any specific field.

6.2  Suggestion for future research and limitations oftie study

It would be interesting to see if the results wobkl the same if a similar research
setting would be used. As qualitative research oteihermits the repetition factor of
trustworthiness vyielding different results The useé different interviewer and
interviewees in a different point of time when thdustry has developed further might
change the outcome.
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Another way of doing the research could be usingngulation, i.e. using two
empirical methods in addition to literature revieWhe scope of this study did not
permit additional quantitative study, but makingclstbased on qualitative research
results, could prevent the limitations of qualitatistudy what comes to generalization
(see the trustworthiness chapter), and diminishstiigiective nature of the research,
which could yield more precise results.

The three general factors mentioned by the intereés: low price, good product and
good business model development deserve a closds, lespecially focusing on
different types of business. Are the factors ddferin different fields, and merely
generalized by the interviewees? The outcome efréBearch gives the general critical
success factors in open source software businesagement, but maybe they can be
iterated to have specific meaning in specific indas.
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7 SUMMARY

Open source and especially open source softwarédes gaining foothold during the
past decade. Some authors even argue that a censpi@hge towards openness in all
sectors of business is inevitable. The softwarenless in any case has gone through
tremendous change from the traditional strong dghyrmodel towards open source
business models. This has lead to new revenueameabdels that can be assumed to
change the management style and requirements.sitdy aims to find answers to the
following questions:

. What are the factors influencing commercial opaira® software projects?

. What is the relation between those factors?

. Why certain factors explain more of the success tiher factors?

The theoretical part of the study explains the gemknd for the research. It helps the
reader to understand the concepts needed for th@riemh part of the research.
Important phenomenon is the paradigm shift fronsetbinnovation to open innovation,
which is the basic idea for open source softwaggerOinnovation is an initiative that
can be related to any field of business or resedtrahnplies that the resources should be
used completely, so that they can be exploited ialsbe external environment, instead
of being guarded internally.

Open source is one manifestation of open innovatipen source can also be other
than software related, but this study concentrateshe software business only. Open
source means that the source, whether it beingvardt knowledge or content, should
be free, specifically free-of-use, not necessaiige-of-charge. The openness of the
source enables the external parties benefiting famidher developing the original
version.

Open source software is an embodiment of open ety and open source. It is
software where the source code is open and freljable for modification and re-use.
The degree of the freedom depends on the speoifiware license of which some are
stricter and some more allowing. The main diffeeebetween a proprietary software
license and an open source software license iptbatietary license is aimed to secure
the code for the developing organization itselfd aspen source license exists for
securing the freedom of the code for everyone.

Critical success factors define the focus that shdod taken when managing a
business or a project. The factors regarding omamce software are divided into
community management, technology management, proj@magement and market
management. The four main factors are divided mtowe specific factors that derive
from the theories presented in this study, constdidlirectly from other authors and
indirectly from challenges in open innovation.



79

Empirical study shows, that none of the open sospeeific factors are important in
open source projects. Instead the findings show dpan source software should be
managed just as proprietary software businessyotier type of business. Three basic
critical success factors that were mentioned weve price, good product and good
business model development, which were not includebe synthesis, where different
factors deriving from literature were presentedctéis in the synthesis that had
meaning were establishing and communicating hiagaand good market creation,
which are also quite general. In sum, the theorgesshat conflicts with the empirical
findings as it seems that critical success fadtorgpen source software projects are the
same as in any other business model.
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